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Multiserver queueing systems are found at the core of a wide variety of practical systems. Unfortunately, existing tools for analyzing multiserver models have major limitations: Techniques for exact analysis often struggle with high-dimensional models, while techniques for deriving bounds are often too specialized to handle realistic system features, such as variable service rates of jobs. New techniques are needed to handle these complex, important, high-dimensional models.

In this paper we introduce the work-conserving finite-skip class of models. This class includes many important models, such as the heterogeneous M/G/k, the limited processor sharing policy for the M/G/1, the threshold parallelism model, and the multiserver-job model under a simple scheduling policy.

We prove upper and lower bounds on mean response time for any model in the work-conserving finite-skip class. Our bounds are separated by an additive constant, giving a strong characterization of mean response time at all loads. When specialized to each of the models above, these bounds represent the first bounds on mean response time known for each setting.

1 INTRODUCTION

Multiserver systems are pervasive in computing, including datacenters, supercomputing centers, multicore chips, and all server farm architectures. On the plus side, multiserver systems cost far less to build than purchasing a single super-fast server (which may not even be available), and they also offer versatility in adjusting capacity. Unfortunately, the queueing-theoretic analysis of multiserver models is far more complicated than that of a single-server model. While there are a multitude of analytic results for single-server models, analytic results for multiserver models are limited and hard to come by.

In analyzing multiserver models, we are held back by the relatively small set of techniques available to analyze multiserver models, and the limitations of these techniques. Exact Markov-chain methods suffer from the curse of dimensionality as the system grows large [18, 29, 44]. Asymptotic methods such as fluid and diffusion limits are often only applicable at high load, many servers, or both [45, 47, 50, 51]. Lindley-type recursions can only be applied when the job completion process has a specific structure, renewing after every arrival [22, 25]. Multiserver SOAP requires that the scheduling policy is an index policy, and that that the servers are homogeneous [38, 39].

Prior analyses often require that all jobs are served at a constant service rate. For instance, the analysis by Levy and Yechiali [23] of the M/M/k system with server vacations uses an approach based on generator functions that depends crucially on the system having homogeneous servers. The equivalent analysis with heterogeneous servers is far more difficult, having only recently been solved for the M/M/2 [41]. Similarly, in the multiserver priority model of Van Harten and Spletchenko [44], under homogeneous servers the dimensionality of the state space is dramatically reduced, allowing for an exact Markovian analysis. In their conclusion, the authors state that the heterogeneous problem would be intractable, due to an exponential blow-up in the dimension of the Markov chain. Heterogeneous settings typically violate the structure that Lindley-type recursions require, and Multiserver SOAP specifically assumes that the servers are homogeneous.

There are many important models where the assumption that all jobs are served at a constant rate does not hold and the existing techniques therefore fail. Some of the most important analytical models with variable service rate include:
**Heterogeneous M/G/k:** While the M/G/k is a natural model for many multiserver systems, traditional queueing analysis focuses on the homogeneous M/G/k, where every server runs at the same speed. In practice, such as in datacenter computing, it is much more common that the servers have different speeds, sometimes widely different. This comes up in part because the servers were bought in different years, but even more so because very different types of hardware are used within a datacenter. We refer to an M/G/k with different server speeds as the Heterogeneous M/G/k model.

**Limited Processor Sharing:** Processor-Sharing is the most common queueing abstraction for describing a time-sharing server, where multiple jobs are served simultaneously at a server, each job receiving an equal fraction of the server. In practice, however, the number of jobs that we time-share across is purposely limited, for many reasons such as fitting jobs in memory, limiting overheads and thrashing, and minimizing switching costs. Specifically, systems like databases are traditionally run with some Multi-Programming Level (MPL) $k$, where the system limits its processor-sharing to the $k$ jobs in the system which arrived earliest, and all other jobs are held in a First-Come-First-Served (FCFS) queue. This is referred to in the literature as the Limited Processor-Sharing model. While Limited Processor-Sharing is not technically a multiserver model, the fact that it serves many jobs at once, and that the number of jobs being served simultaneously can range from 0 to $k$ depending on the number of jobs in the system, lends it similar characteristics to multiserver models.

**Threshold Parallelism:** Today’s jobs are often moldable, meaning that they can run on any number of servers. Specifically, the job can run on a single server for a processing time of $x$, or be parallelized across two servers for a processing time of $x/2$, or across three servers for a time of $x/3$, etc. Typically these moldable jobs have some threshold to their degree of parallelizability, e.g., the job can only be parallelized across at most $p$ servers. Different jobs have different thresholds. In a multiserver system, it is common to serve arriving parallelizable jobs in FCFS order, where each job is allocated its threshold number of servers, until servers are no longer available. We refer to this as the Threshold Parallelism model.

**Multiserver-Job Model:** In contrast to moldable jobs, there are also jobs that require a fixed number of servers to run; these jobs are not flexible in their server need. This comes up a lot in cloud computing, where each arriving job can be viewed as a pair, $(v, x)$, where $v$ denotes the job’s server need and $x$ denotes its runtime requirement, i.e., all $v$ servers will be occupied simultaneously for $x$ time. In such cloud settings, $v$ is always known, but $x$ may be known or unknown. Because each job spans $v$ servers, where typically $v > 1$, this is referred to as the Multiserver-Job model.

While all these models are common and practical, very few theoretical results exist on their performance. Specifically, none of these models can be formulated as index policies for multiserver SOAP or as a Lindley-type recursion, and all of the models are too multidimensional to apply exact Markov-chain methods, except in a purely numerical fashion. In particular, almost nothing is known about mean response time in these models, which is the focus of our paper. Here a job’s response time is the time from when the job arrives until it completes.

### 1.1 New Tool: Work-Conserving Finite-Skip Models

We introduce a new technique for analyzing a wide variety of multiserver systems, including all of the systems detailed above. Specifically, we define the class of finite-skip models. Loosely speaking, in a finite-skip model, jobs receive service in near-FCFS order. In particular, a job can
only receive service if it is in “the front” of the system, where the front has room for at most the $n$ oldest (arrived earliest) jobs. The constant $n$ is referred to as the maximum front size. We further focus on work-conserving finite-skip models. Here “work-conserving” refers to the fact that the system completes work at its maximum possible rate so long as the “front” is “full.” All these terms will be defined precisely in Section 2. We develop a technique for analyzing any work-conserving finite-skip (WCFS) model. We refer to our technique as the finite-skip technique.

This class of models is general enough to capture all of the models listed above, but structured enough to admit analysis. In particular, the Heterogeneous M/G/k and Limited Processor Sharing models naturally fit in this class. The Threshold Parallelism model fits in this class under First-Come-First-Served (FCFS) service. In the Multiserver-Job model, FCFS service is not work-conserving, so our new technique does not apply. However, in Section 7, we introduce a simple and novel policy for the Multiserver-Job model called ServerFilling, which is a WCFS policy. For each of these models, our new technique allows us to derive one of the first results on mean response time.

1.2 Results
In Section 3 we prove upper and lower bounds on mean response time in any work-conserving finite-skip (WCFS) model. Moreover, our bounds are separated by an additive constant, making the bounds quite strong, especially under higher load. Specifically, in Corollary 3.8, we show that in any WCFS model $M$,

$$c_1 \leq E[T^M] - E[T^{M/G/1}] \leq c_2,$$

where $E[T^{M/G/1}]$ denotes the mean response time of an M/G/1 system with complete resource pooling, the same job size distribution and arrival rate as the model $M$, and FCFS service; and where $c_1$ and $c_2$ are explicit constants that depend on the specific model.

To get an intuitive sense of this result, imagine a utopian setting where the multiple servers could be pooled together so they function as a single super-fast FCFS server. Our result shows that mean response time in any real, complicated WCFS model exceeds mean response time in the utopian M/G/1 by at most an explicit additive constant. Our matching lower bound proves that the response time of any WCFS model must exactly match the response time of the utopian M/G/1, up to an additive constant.

Intuitively, our result provides two important insights:

- WCFS models are guaranteed to have good mean response times, where by “good” we mean comparable to a utopian M/G/1.
- To achieve even better mean response times, superior to that of the utopian M/G/1, one must look outside of the WCFS class of models.

1.3 Contributions
This paper makes the following contributions:

- In Section 2, we introduce the WCFS class of models.
- In Section 3, we bound the mean response time of any WCFS model.
- In Section 4, we apply our results to the Heterogeneous M/G/k system, thereby deriving the first bounds on mean response time in the Heterogeneous M/G/k. We also discuss prior work on simpler heterogeneous models.
- In Section 5, we apply our results to the Limited Processor Sharing system, thereby deriving the first bounds on mean response time in the system. We also compare our results to the prior heavy-traffic results.
In Section 6, we discuss the FCFS policy for the Threshold Parallelism model, thereby deriving the first bounds on mean response time in the model. We also discuss prior work on related models.

In Section 7, we introduce the ServerFilling policy for the multiserver-job model. We show that with this policy the resulting system is a WCFS model. We thereby derive mean response time bounds for the ServerFilling policy, the first such result for any multiserver-job policy.

2 WORK-CONSERVING FINITE-SKIP (WCFS) MODELS

We now define the class of finite-skip models. In a finite-skip model, as depicted in Fig. 1, we divide the system into two parts: the queue and the front. A job arrives to the queue, potentially waits for some period of time, and then is requested by the front. At that time, the job moves from the queue to the front in first-in-first-out order. Once a job moves to the front, it cannot leave the front until it finishes.

The front is defined as follows:

Definition 2.1. The front consists the following set of jobs:

(i) all jobs that are in service;
(ii) all jobs that have received service previously, but have not completed;
(iii) any jobs that arrived before any job that has received service; and
(iv) any jobs that have been requested but have not yet received service.

Based on the state of the front and the dynamics of the particular model, the front may request additional jobs from the queue, to make more jobs eligible for service. If the queue is not empty, the oldest job in the queue is immediately moved to the front. If the queue is empty and the front is requesting, the next job to arrive will immediately move to the front.

Definition 2.2. The front is full if it is not requesting additional jobs.

Note that if jobs remain in the queue, the front must be full.

The key requirement of a finite-skip model is that the number of jobs in the front is bounded by some finite constant $n$, which we refer to as the maximum front size. In particular, if there are $n$ jobs at the front, the front must be full (the front could be full even if fewer than $n$ jobs are present). As a result, a job can only skip ahead of at most $n - 1$ other jobs, relative to FCFS service.

We normalize the total system capacity to 1, regardless of the number of servers in the system. We assume that every job has a size drawn i.i.d. from some general size distribution. Let $S$ be a random variable denoting a job’s size. The fraction of service that a job receives, integrated over its time in service, must equal the job’s size for the job to complete. A job’s size is in units of system capacity multiplied by time. For instance, if a job required half of the system capacity for 10 seconds, its size would be 5 system-seconds. We refer to the fraction of system capacity a job receives as its service rate.

In the general finite-skip model, any subset of the jobs at the front may receive service at any rate; the subset of jobs receiving service may be specified or constrained by the specific application.
See Sections 4 to 7 for examples. A job’s remaining size decreases at a rate equal to its service rate. We assume that the set of jobs in service at the front, the rates of those jobs, and whether the front is full are solely determined by the state of the front, ignoring the state of the queue.

Whenever the full capacity of the system is in use, we call the system busy:

Definition 2.3. The system is busy whenever the total service rate is 1.

We define a finite-skip model to be a work-conserving finite-skip (WCFS) model if whenever the front is full, the system is also busy.

2.1 Examples of WCFS Models

2.1.1 Heterogeneous M/G/k. See Section 4 for a detailed definition of this model.

In the Heterogeneous M/G/k, the front consists of exactly the jobs in service. Jobs in service never leave service, so there are no other jobs in the system that have previously received service. The system is FCFS, so there are no jobs in the system that arrived before any of the jobs in service. The front is full if and only if all k servers are occupied. As a result, the model is finite-skip with maximum front size n = k.

We normalize the speeds of the servers so that the total service rate is 1 if all servers are occupied. As a result, the system is busy if and only if all of the servers are occupied. Therefore, the model is work-conserving, because the system is busy exactly when the front is full.

2.1.2 Limited Processor Sharing. See Section 5 for a detailed definition of this model.

In the Limited Processor Sharing model, the front consists of exactly the jobs in service. Once a job enters service, it never leaves service, and jobs enter service in FCFS order. The front is full if and only if k jobs are in service, where k is the Multi-Programming Level. As a result, the model is finite-skip with maximum front size n = k.

The system evenly splits its full service rate among the jobs in service, whenever one or more jobs are in service. Therefore, the system is busy whenever at least one job is present. In particular, whenever the front is full, the system is busy. Therefore, the model is work-conserving.

2.1.3 Threshold Parallelism. See Section 6 for a detailed definition of this model.

In the Threshold Parallelism model with FCFS service order, the front consists of exactly the jobs in service. Once a job enters service, it never leaves service, and jobs enter service in FCFS order. There are k servers.

The front is full if and only if jobs that request a total of k or more servers are in service, and hence all servers are occupied. If k jobs are in service, the front must be full, because each job requests at least one server. The model is therefore finite-skip with maximum front size n ≤ k.

Because jobs parallelize perfectly, the total service rate is proportional to the number of occupied servers. In particular, if all of the servers are occupied, the system achieves its maximum total service rate, and hence is busy. The model is thus work-conserving.

2.1.4 Multiserver-Job Model. In Section 7, we give a detailed definition of this model. In particular, we define a novel policy for the Multiserver-Job model called ServerFilling. We define this policy because the simple FCFS policy for the Multiserver-Job setting is not work-conserving. In particular, the FCFS policy can reach a situation where a job in the front does not fit into service, leaving some servers idle, resulting in a failure of work-conservation.

The ServerFilling policy is a preemptive policy, so the front consists of jobs in service, preempted jobs, and incomplete jobs that arrived before some jobs currently in service.

As we describe in Section 7, the ServerFilling policy requests additional jobs until all k servers can be perfectly filled, taking into account the fact that jobs require a specific number of servers.
For the natural settings we focus on, we guarantee a finite upper bound on the number of jobs that must be requested this way, thereby bounding the maximum front size $n$ and ensuring that the model is finite-skip.

In the Multiserver-Job model, the size of a job is the product of the fraction of servers the job requires and its service time requirement. As a result, the system’s total service rate is proportional to the number of occupied servers, reaching a maximum of $1$ when the front is full. The model therefore must be busy whenever it is full, and hence is work-conserving.

2.2 Further Technical Assumptions

We assume that jobs arrive to the queue according to a Poisson process with rate $\lambda$. Let load $\rho = \lambda E[S]$; we assume $\rho < 1$ to ensure stability. Throughout this paper, when we consider preemptive service policies, we assume preempt-resume service with no loss of work.

The WCFS class of models can handle both known-size and unknown-size settings. In general, we assume that a job evolves according to some Markovian state descriptor. In a known-size setting, the state descriptor might be a job’s remaining size. In an unknown-size setting, the state descriptor might be a job’s age (time in service).

In both cases, we define

$$\text{rem}_{\text{max}} := \sup_s E[\text{Rem}(s)],$$

where Rem(s) is the remaining size distribution from state $s$. Our only requirement is that $\text{rem}_{\text{max}}$ is finite. For example, in the unknown-size setting, an arbitrary phase-type job size distribution has finite $\text{rem}_{\text{max}}$, but a Pareto distribution does not.

We assume $\text{rem}_{\text{max}} < \infty$ to ensure that whenever the front is not full, the amount of work in the system is bounded. We already have assumed that a finite number of jobs are present, but we also need to ensure that each job contributes a bounded amount of work. This assumption is used in Definition 3.1 and Theorem 3.3.

As currently defined, a WCFS system would be allowed to have service rate $0$ if fewer than $n$ jobs are in the front. This pathological behavior could lead to arbitrarily large response times as $\lambda \to 0$. To rule out this scenario, we assume that in all states where a job is present, there is some minimum service rate $b_{\text{min}} > 0$. This assumption is used in Definition 3.6 and Theorem 3.7.

2.3 Notation

Let $W(t)$ be the total work in the system at time $t$. Work is defined as the sum of the remaining sizes of all jobs in the system. Let $W_Q(t)$ and $W_F(t)$ be the work in the queue and the work at the front, respectively. Let $W, W_Q, W_F$ denote the corresponding time-stationary random variables.

Let $N(t)$ be the number of jobs in the system at time $t$. Define $N_Q(t), N_F(t), \text{etc.}$ accordingly.

Let $B(t)$ be the total service rate at time $t$, or equivalently the fraction of service capacity in use at time $t$. Let $B$ denote the corresponding time-stationary random variable. The system is busy whenever $B(t) = 1$. Note that $E[B] = \lambda E[S] = \rho$.

Sometimes we will write the above quantities in terms of a state $s$ rather than a time $t$, i.e. $N(s), B(s), \text{etc.}$ We use $S$ to represent the set of all states.

Let $T^M$ be a random variable denoting a job’s time-stationary response time in model $M$. Where the model $M$ is clear, we omit the superscript. Let $T_Q$ and $T_F$ be random variables denoting the time that jobs spend in the queue and in the front, respectively. Note that in a finite-skip model, $T = T_Q + T_F$. 


3 RESULTS

Our main goal is to prove explicit bounds on mean response time $E[T]$ in a work-conserving finite-skip system. In order to do so, we bound mean queueing time $E[T_Q]$ in Theorem 3.3 and we bound mean front time $E[T_F]$ in Theorem 3.7.

The key property of a WCFS system for our analysis is that the system is always either busy ($B(t) = 1$) or has bounded work present ($W(t)$ is "small"). To quantify this, we define the maximum nonbusy work:

Definition 3.1. Let $w_{\text{nonbusy}}$ be the maximum expected work among all states which are not busy.

$$w_{\text{nonbusy}} := \max_{s \in S} [E[W(s)] \mid B(s) < 1]$$

Note that $w_{\text{nonbusy}}$ is finite, because: (i) $\text{rem}_{\text{max}} < \infty$, (ii) there are at most $n$ jobs in the front, and (iii) the queue is empty whenever the front is not full, which must occur when the system is not busy.

We also define the maximum nonfull work:

Definition 3.2. Let $w_{\text{nonfull}}$ be the maximum expected work among states which are not full.

Note that $w_{\text{nonfull}}$ is likewise finite, by the same reasoning. In general, $w_{\text{nonfull}} \geq w_{\text{nonbusy}}$, as busy states may not be full, but all full states are busy.

The quantities $w_{\text{nonfull}}$ and $w_{\text{nonbusy}}$ are typically easy to compute. However, note that $w_{\text{nonfull}}$ and $w_{\text{nonbusy}}$ are always at most $(n - 1) \text{rem}_{\text{max}}$, which can be used as a bound in models where the specific values are hard to compute.

Now, we can state our bound on mean queueing time:

Theorem 3.3. In a work-conserving finite skip model $M$, mean queueing time is bounded above and below:

$$\frac{\lambda E[S^2]}{2(1 - \rho)} - w_{\text{nonfull}} \leq E[T_Q^M] \leq \frac{\lambda E[S^2]}{2(1 - \rho)} + w_{\text{nonbusy}}.$$

Proof. Let us start by writing time in queue $T_Q$ in terms of the work in the system. To do so, we will consider an arbitrary tagged job $j$. When $j$ arrives, let $W^A(j)$ be the amount of work $j$ sees in the system. When $j$ leaves the queue and enters the front, let $W^F_F(j)$ be the amount of work $j$ sees in the front, other than $j$ itself. Because jobs move from the queue to the front in FIFO order, all of the $W^A(j)$ work that was in the system when $j$ arrived is either complete or in the front when $j$ enters the front. Job $j$ is in the queue for $T_Q(j)$ time. While $j$ is in the queue, the front is full, so the system is busy and work completes at rate 1. As a result,

$$W^A(j) - W^F_F(j) = T_Q(j).$$

Note that just before $j$ was admitted to the front, the system must not have been full. Therefore $W^F_F(j)$, the amount of work in the front just before $j$ is admitted to the front, is at most $w_{\text{nonfull}}$. On the other hand, $W^F_F(j)$ is nonnegative. We can therefore bound $T_Q(j)$:

$$W^A(j) - w_{\text{nonfull}} \leq T_Q(j) \leq W^A(j)$$

Because $j$ is an arbitrary job, and because Poisson arrivals see time averages,

$$W - w_{\text{nonfull}} \leq T_Q \leq W$$

$$E[W] - w_{\text{nonfull}} \leq E[T_Q] \leq E[W].$$

Therefore, to bound $E[T_Q]$, we simply need to bound $E[W]$. 
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To do so, consider the stationary random variable $W^2$, the square of the stationary work in system. Because $W(t)$ is positive recurrent at zero, so too is $W^2(t)$, implying convergence to a stationary distribution.

$W^2$ evolves in two ways: continuous decrease as work is completed, and stochastic jumps as jobs arrive. Because $W^2$ is a stationary random variable, the expected rate of decrease and increase must be equal, as long as the expected rates are finite.

To calculate the expected rate of decrease, note that $\frac{d}{dt}W(t) = B(t)$. As a result, $\frac{d}{dt}W(t)^2 = 2W(t)B(t)$, and the expected rate of decrease of $W^2$ is $2E[WB]$.

To calculate the expected rate of increase, let $t^-$ be the time just before a job arrives to the system. When the job arrives, $W(t^-)$ increases to $(W(t^-) + S)^2$, a change of $2W(t^-)S + S^2$. Note that $W(t^-)$ is distributed as $W$, by PASTA [17]. Note also that $W$ and $S$ are independent, because $S$ is sampled i.i.d.. Arrivals occur at rate $\lambda$. As a result, the expected rate of increase is $2\lambda E[W]E[S] + \lambda E[S^2]$.

To prove that the rates of increase and decrease are equal, we must show that the rates are well defined, by showing that $E[W]$ is finite for any given value of $\rho < 1$.

Let us consider $E[W_F]$ and $E[W_Q]$ separately. Because there are at most $n$ jobs in the front, and each has expected remaining size at most $\text{rem}_{\text{max}}$, we know that $E[W_F] \leq n\text{rem}_{\text{max}}$. Therefore, we can focus on $E[W_Q]$.

**Lemma 3.4.** For any $\rho < 1$, $E[W_Q]$ is finite.

**Proof.** Consider the busy periods of the queue, the intervals when the queue is occupied. If the queue is occupied, the front is full, and so the system is busy, and completes work at rate 1. As a result, $W$ can be bounded by the work in an variant of an M/G/1 during these busy periods. At the beginning of such a busy period, $W$ is equal to $W_F(s)$ for some state of the front $s$. Therefore, $W$ during a given busy period of the queue can be bounded by work during a busy period of an M/G/1 system with exceptional first service [46] distributed as $W_F(s)$ for some state of the front $s$.

The largest mean work in the exceptional first service system over all states is therefore forms an upper bound on $E[W_Q]$. Therefore, Lemma 3.4 follows from the finiteness of mean work in the exceptional first-service system.

**Lemma 3.5.** For any $\rho < 1$ and for any state of the front $s$, mean work in an M/G/1 with exceptional first service distributed as $W_F(s)$ is finite.

**Proof.** By prior results on the M/G/1 with exceptional first service [46], we know that this system’s mean work is finite as long as $E[S^2]$ is finite, and $E[W_F(s)^2]$ is finite for all states $s$. These both follow from our assumption that $\text{rem}_{\text{max}}$ is finite. We defer the details to Appendix A.

Thus, $E[W]$ is finite, and the expected rates of increase and decrease of $W^2$ are equal. Setting the expected rates of increase and decrease equal, we find that

$$2E[WB] = 2\lambda E[W]E[S] + \lambda E[S^2]$$

$$E[WB] = \lambda E[W]E[S] + \frac{\lambda}{2}E[S^2] = \rho E[W] + \frac{\lambda}{2}E[S^2]$$

$$E[W] - E[W(1 - B)] = \rho E[W] + \frac{\lambda}{2}E[S^2]$$

$$E[W](1 - \rho) = E[W(1 - B)] + \frac{\lambda}{2}E[S^2]$$

$$E[W] = \frac{E[W(1 - B)]}{1 - \rho} + \frac{\lambda E[S^2]}{2(1 - \rho)},$$

(2)
Now, it merely remains to bound $E[W(1 - B)]$. By the definition of $w_{nonbusy}$,

$$E[W | B < 1] \leq w_{nonbusy}.$$  

Applying this to $W(1 - B)$, we find that

$$E[W(1 - B)] \leq w_{nonbusy}E[1 - B].$$

Note that $E[B] = \rho$, because work arrives to the system at rate $\lambda E[S] = \rho$ and leaves at rate $E[B]$. Thus, $E[1 - B] = 1 - \rho$. Substituting this into (2), we find that

$$E[W] \leq w_{nonbusy} + \frac{\lambda E[S^2]}{2(1 - \rho)}.$$

Noting that $W \geq 0$ and $B \leq 1$, we can drop the first term of (2) to show that

$$E[W] \geq \frac{\lambda E[S^2]}{2(1 - \rho)}.$$

Substituting into our bounds on $E[T_Q]$ (1), we find that

$$\frac{\lambda E[S^2]}{2(1 - \rho)} - w_{nonfull} \leq E[W] - w_{nonfull} \leq E[T_Q] \leq E[W] \leq \frac{\lambda E[S^2]}{2(1 - \rho)} + w_{nonbusy}. \quad \square$$

Now, we must bound mean front time $E[T_F]$. Note that we can often make use of a model’s specific dynamics to more tightly bound $E[T_F]$. Here, however, we give a generic bound.

The key property of the system for this step is the fact that work is always performed if the system is not empty, even if fewer than $n$ jobs are present. To quantify this property we define the service-to-number ratio.

**Definition 3.6.** Let the service-to-number ratio $R(s)$ in state $s$ be defined as the ratio of the total service rate to the number of jobs in the front:

$$R(s) := \frac{B(s)}{N_F(s)}$$

We assume that $R(s)$ is lower bounded away from 0 over all states $s$ where $N_F(s) > 0$. Specifically, let $r_{\text{min}}$ be the infimum service-to-number ratio over all such states $s$. Note that $r_{\text{min}} \geq \frac{b_{\text{min}}}{n} > 0$ by assumption.

**Theorem 3.7.** In a work-conserving finite-skip system $M$ with infimum service-to-number ratio $r_{\text{min}}$, mean front time is bounded above and below:

$$E[S] \leq E[T_F^{M}] \leq \frac{E[S]}{r_{\text{min}}}$$

**Proof.** In all states $s$,

$$r_{\text{min}} \leq \frac{B(s)}{N_F(s)} \implies r_{\text{min}}N_F(s) \leq B(s).$$

In expectation, the same must hold:

$$r_{\text{min}}E[N_F] \leq E[B].$$

Note that $E[B] = \rho$ and that $E[N_F] = \lambda E[T_F]$ by Little’s Law. Thus,

$$r_{\text{min}}\lambda E[T_F] \leq \rho \implies E[T_F] \leq \frac{E[S]}{r_{\text{min}}}.$$  

Note also that the maximum possible service rate of a job is 1, so $E[T_F] \geq E[S]$. \quad \square
Combining Theorems 3.3 and 3.7, we derive upper and lower bounds on mean response time:

**Corollary 3.8.**

\[-w_{\text{nonfull}} + E[S] \leq E[T^M] - \frac{\lambda E[S^2]}{2(1 - \rho)} \leq w_{\text{nonbusy}} + \frac{E[S]}{r_{\text{min}}}\]

For comparison, mean response time in a resource-pooled M/G/1 with FCFS service is

\[E[T^{M/G/1}] = \frac{\lambda E[S^2]}{2(1 - \rho)} + E[S].\]

4 HETEROGENEOUS M/G/K

4.1 Motivation

Traditionally, multiserver queueing analysis has focused on homogeneous settings such as the standard M/G/k, where every server runs at the same speed. However, in many modern computing applications, different servers have dramatically different speeds. For example, modern datacenters are composed of servers with a wide variety of different types of hardware, leading to massive heterogeneity of performance [28, 30]. Similarly, the big.LITTLE architecture [8] brings heterogeneity to the mobile device setting. The heterogeneous M/G/k is a natural model for these computing systems. We specify this model in Section 4.2.

There has been little progress in analyzing the heterogeneous M/G/k model, but we outline the prior work that does exist in Section 4.3. In Section 4.4, we apply our results to the heterogeneous M/G/k setting, deriving the first bounds on mean response time for the setting.

4.2 Model

In the heterogeneous M/G/k, jobs arrive according to a Poisson process with rate $\lambda$, and job sizes are are sampled i.i.d. from some general size distribution. Let $S$ be the random variable corresponding to a job’s size, where size is measured in units of system capacity multiplied by time. As always, we focus on the bounded rem$_{\text{max}}$ setting, as described in Section 2.2.

Let each server $i$ have speed $v_i$. Let $k$ be the number of servers. We order the servers so that $v_1 \leq v_2 \leq \ldots \leq v_k$, and we normalize the server speeds so that $\sum_i v_i = 1$. While a job is being served by server $i$, the job’s remaining size decreases at a rate of $v_i$, completing when remaining size reaches 0. If job $j$ has size $s_j$ and is running at server $i$, it will complete after $s_j/v_i$ time in service.

There are many possible server assignment policies for placing jobs at open servers, including Fastest Server First, Random Server Assignment, and Slowest Server First [1, 10]. One can consider both preemptive and nonpreemptive variants of these policies.

We do not focus on any particular assignment policy. We only assume that jobs are served in FCFS order, and that no job is left waiting while a server is idle. Our results apply to all such assignment policies; different policies may give rise to different additive terms in the bounds.

4.3 Prior Work

4.3.1 Heterogeneous M/M/k. Much of the previous work on multiserver models with heterogeneous service rates has focused on the much simpler M/M/k setting, where jobs are memoryless, so the only variation is between the server speeds [1, 10, 11, 24]. In this model, one can analyze the preemptive Fastest-Server-First policy to derive a natural lower bound on the mean response time of any server assignment policy. One can similarly analyze the preemptive Slowest-Server-First policy to derive an upper bound. These two policies each lead to a single-dimensional birth-death Markov chain, allowing for straightforward analysis [1]. One can think of our bounds as essentially extending these bounds for the M/M/k to the much more complex setting of the M/G/k.
4.3.2 Heterogeneous M/Hm/k. Van Harten and Sleptchenko [44] primarily study a homogeneous multiserver setting with hyperexponential job sizes. However, in their conclusion, they mention that their methods could be extended to a setting with heterogeneous servers, but at the cost of making their Markov chain grow exponentially. This exponential blowup seems inevitable when applying exact Markovian methods to a heterogeneous setting with differentiated jobs.

4.3.3 M/(M+G)/2 Model. Another intermediate model is the M/(M+G)/2 model of Boxma et al. [5]. In this model, jobs are not differentiated. Instead, the service time distribution is entirely dependent on the server. Server 1, the first server to be used, has an exponential service time distribution, while server 2 has a general service time distribution. Boxma et al. [5] make partial progress by deriving an implicit expression for the Laplace-Stieltjes transform of response time in this setting, which they are only able to make explicit when the general service time distribution has rational transform. Subsequent work has fully solved the M/(M+G)/2 model, giving exact stationary distributions under both FCFS service and related service disciplines [21, 35, 37].

Our results are not directly applicable to the M/(M+G)/2 setting, because the servers have different distributions of service time, not just different speeds. However, the slow progress on this two-server model illustrates the immense difficulty of applying prior methods to any but the simplest heterogeneous multiserver models. In contrast, our finite-skip technique handles both differentiated jobs and an arbitrary number of servers with no additional effort.

4.4 Results

The heterogeneous M/G/k is a work-conserving finite-skip model, and therefore can be analyzed using the finite-skip technique. The front, in this case, consists of the set of jobs in service. The front is full whenever all servers are occupied, so maximum front size \( n = k \). When all servers are occupied, the system has a total service rate of 1, in which case the system is busy, by Definition 2.3.

The model has finite \( \text{rem}_{\text{max}} \) and nonzero minimum service rate whenever a job is present. Because all of the assumptions in Section 2 are satisfied, we can apply our main result, Corollary 3.8.

To apply Corollary 3.8 to this model, we must quantify the amounts of work \( w_{\text{nonfull}} \) and \( w_{\text{nonbusy}} \), and the service-to-number ratio \( r_{\text{min}} \).

In the heterogeneous M/G/k, the system is full if and only if it is busy. Both occur exactly when at least \( k \) jobs are in the system. As a result, \( w_{\text{nonfull}} = w_{\text{nonbusy}} \). If the system is not full, then there are at most \( k - 1 \) jobs present. Each job has remaining size at most \( \text{rem}_{\text{max}} \). As a result,

\[
 w_{\text{nonfull}} = w_{\text{nonbusy}} \leq (k - 1) \text{rem}_{\text{max}}. \tag{3} 
\]

As for the service-to-number ratio \( r_{\text{min}} \), note that every job in the front receives service at rate \( \geq v_k \), the speed of the slowest server. As a result, \( r_{\text{min}} \geq v_k \). Under some server assignment policies, we can improve this bound; for instance, under preemptive Fastest-Server-First, \( r_{\text{min}} \geq 1/k \).

Combining (3) and our bound on \( r_{\text{min}} \) with Corollary 3.8 yields specific bounds on the mean response time \( E[T^{\text{Het M/G/k}}] \) for the heterogeneous M/G/k setting:

\[
 -(k - 1) \text{rem}_{\text{max}} + E[S] \leq E[T^{\text{Het M/G/k}}] - \frac{\lambda E[S^2]}{2(1 - \rho)} \leq (k - 1) \text{rem}_{\text{max}} + \frac{E[S]}{v_k}. 
\]

4.5 Visualization of Our Bounds

We have derived the first analytical bounds on mean response time in the heterogeneous M/G/k. Previous work was only able to analyze simpler settings, such as the M/M/k and the M/(M+G)/2.

In Fig. 2, we show a heterogeneous M/G/k with \( k = 4 \) servers, where the server speeds vary by a factor of 4. In blue, we show the exact mean response time of the preemptive Fastest-Server-First policy via simulation, because there is no known exact analysis of mean response time of any
server assignment policy. In the pink shaded region, we show our upper and lower bounds, which dramatically constrain the mean response time of the heterogeneous M/G/k.

5 LIMITED PROCESSOR SHARING

5.1 Motivation
The Processor Sharing policy for the M/G/1 is of great theoretical interest, and has been extensively studied [48]. However, in real systems, there is often an overhead to running too many jobs at once. A natural remedy for this is to set a Multi-Programming Level $k$, and only processor-share up to $k$ jobs at a time, in FCFS order. This policy is known as Limited Processor Sharing (LPS), which we formally define in Section 5.2. While LPS has received significant study, analytical characterization of mean response time has proven elusive, as we discuss in Section 5.3. We give the first bounds on mean response time for the LPS policy in Section 5.4.

5.2 Model
Limited Processor Sharing (LPS) is a service policy for the M/G/1. Jobs arrive according to a Poisson process with rate $\lambda$, and job sizes are sampled i.i.d. from some general size distribution. Let $S$ be the random variable corresponding to a job’s size. As always, we focus on the bounded $\text{rem}_{\max}$ setting described in Section 2.2.

The LPS policy is defined by some Multi-Programming Level $k$. If at most $k$ jobs are in the system, then the policy is equivalent to Processor Sharing, serving all jobs at an equal rate, with total service rate 1. When more than $k$ jobs are present, the $k$ oldest jobs in FCFS order are each served at rate $1/k$ and no other jobs receive service.

5.3 Prior Work
The Limited Processor Sharing policy has been studied by a wide variety of authors [16, 31, 42, 49–51], but none have analyzed mean response time under general load $\rho$. 

Fig. 2. Heterogeneous M/G/k with $k = 4$ servers running at speeds $[0.4, 0.3, 0.2, 0.1]$. Job size $S$ is Hyperexponential: $\text{Exp}(2)$ w.p. 1/2, $\text{Exp}(2/3)$ w.p. 1/2. $E[S] = 1, E[S^2] = 2.5$. Server assignment is preemptive Fastest-Server-First. Bounds use $r_{\text{min}} = 1/k$. $10^7$ arrivals simulated.

Fig. 3. Limited Processor Sharing (LPS) with Multi-Programming Level $k = 4$. Job size $S$ is Hyperexponential: $\text{Exp}(2)$ w.p. 1/2, $\text{Exp}(2/3)$ w.p. 1/2. $E[S] = 1, E[S^2] = 2.5$. Zhang and Zwart’s approximation is given in Section 5.3.1. $10^7$ arrivals simulated.
5.3.1 \textit{Asymptotic Regimes.} A series of papers by Zhang, Dai and Zwart \cite{49–51} derive the strongest known results on Limited Processor Sharing in a variety of asymptotic regimes. In their three papers, the authors derive the measure-valued fluid limit \cite{50}, the diffusion limit \cite{51} and a steady-state approximation \cite{49}, which they prove is accurate in the heavy traffic limit ($\rho \to 1$).

Of their results, the most comparable to our work is their steady-state approximation. When specialized to mean response time in the $M/G/1$, their approximation states that

$$E[T] \approx \frac{E[S]}{1 - \rho} (1 - \rho^k) + \frac{E[S^2]}{2E[S]} \frac{\rho^k}{1 - \rho}$$

While they prove that this approximation is accurate in the heavy-traffic limit, they give no specific error bounds. However, it is empirically an excellent approximation at all load $\rho$ \cite{49}. Our results therefore complement the results of Zhang et al., by proving concrete error bounds, in contrast to their approximation.

5.3.2 \textit{State-dependent Server Speed.} Gupta and Harchol-Balter \cite{16} introduce a variant of the Limited Processor Sharing model, where the total server speed is a function of the number of jobs in service. They focus on a setting where server speed increases to a peak, and then slowly declines as more jobs enter service. They derive a two-moment approximation for mean response time, and use it to derive a heuristic policy for choosing the Multi-Programming Level (MPL). Notably, the optimal MPL for minimizing mean response time may be significantly larger than the service-rate-maximizing MPL, if job size variability is large and load is not too high.

Subsequently, Telek and Van Houdt \cite{42} derive the Laplace-Stieltjes transform of response time in this model, under phase-time job sizes. Unfortunately, the transform takes the form of a complicated matrix equation. As a result, it is difficult to derive general insights from this result across general job size distributions. Instead, the authors numerically invert the Laplace transform for a handful of specific distributions to derive empirical insights.

The variable server-speed Limited Processor Sharing model is very nearly a WCFS model. It has a finite front, and a constant total service rate when the front is full. Let $\mu(k)$ denote this service rate. The only difficulty lies in the fact that $\mu(k)$ may not be the maximum service rate of the system. To handle this, we can adjust our definition of “busy” to refer to any time when the total service rate is at least $\mu(k)$. By doing so, we can derive very similar bounds on mean response time to those derived in Section 3. These bounds are the first to apply to general job size distributions, complementing the prior approximations \cite{16} and results for phase-type distributions \cite{42}.

5.4 \textit{Results}

The Limited Processor Sharing policy for the $M/G/1$ forms a work-conserving finite-skip model, and can therefore be analyzed using the finite-skip technique. The front, in this case, consists of the set of jobs in service. The front is full whenever all $k$ servers are occupied, so the maximum front size $n = k$. The system achieves total service rate 1 whenever any jobs are present, in which case we describe the system is busy, by Definition 2.3. The model has finite $rem_{\text{max}}$ and nonzero service rate whenever a job is present. Because all of the assumptions in Section 2 are satisfied, we can apply our main result, Corollary 3.8.

To apply Corollary 3.8 to this model, we must quantify the amounts of work $w_{\text{nonfull}}$ and $w_{\text{nonbusy}}$, and the service-to-number ratio $r_{\text{min}}$. In this model, if the system is not full, then there are at most $k - 1$ jobs present. As a result, $w_{\text{nonfull}} = (k - 1) \cdot rem_{\text{max}}$. If the system is not busy, then the system must be empty. As a result, $w_{\text{nonbusy}} = 0$. Because the total service rate is 1 whenever a job is present, the service-to-number ratio $r_{\text{min}}$ is minimized when the front is full, making $r_{\text{min}} = 1/k$.
Substituting these values into Corollary 3.8 yields specific bounds on mean response time $E[T_{LPS}]$ for the Limited Processor Sharing setting:

$$-(k - 1) \text{rem}_{\text{max}} + E[S] \leq E[T_{LPS}] - \frac{\lambda E[S^2]}{2(1 - \rho)} \leq kE[S].$$

5.5 Visualization and Comparison to Prior Work

We have derived the first analytical bounds on mean response time under Limited Processor Sharing. Previous work by Zhang and Zwart [49] derived an approximation for mean response time based on heavy traffic analysis, but without any provable bounds. Their approximation is empirically accurate across all load $\rho$, however.

In Fig. 3, we show a LPS system with Multi-Programming Level $k = 4$ and hyperexponential job size distribution. In blue, we show the simulated mean response time. In green, we show the approximation of Zhang and Zwart [49]. Note that the two curves overlap, making the green curve hard to see. In the pink shaded region, we show our upper and lower bounds on mean response time. By provably constraining the mean response time of LPS for the first time, we complement Zhang and Zwart’s excellent approximation.

6 THRESHOLD PARALLELISM

6.1 Motivation

In modern data centers, it is increasingly common for jobs to be parallelizable across different numbers of servers, where the level of parallelism is chosen by the scheduler [9, 32]. One model for such systems assumes that for each job, the user gives the ideal, maximum number of servers that the job can utilize. One natural policy in this setting is the FCFS policy, where the scheduler gives each job the maximum number of servers requested until servers run out, at which point the final job receives a partial allocation. We define this model and policy formally in Section 6.2. Unfortunately, no prior analysis of this FCFS policy exists in this model. In Section 6.3 we review the prior work that has been done in this model, and in Section 6.4 we present the first bounds on mean response time for the FCFS policy.

6.2 Model

In the Threshold Parallelism model, jobs arrive according to a Poisson process with rate $\lambda$, and job sizes are sampled i.i.d. from some general size distribution. Let $S$ be the random variable corresponding to a job’s inherent size, in units of server capacity multiplied by time. Let $k$ be the number of servers. Each job $j$ has a parallelism threshold $p_j \in [1, k]$ sampled i.i.d. from some general distribution. Let $P$ be the corresponding random variable. Note that $S$ and $P$ can be correlated.

Job $j$ may be parallelized across up to $p_j$ servers, with linear speedup. If job $j$ has size $s_j$ and is served by 1 server, it receives $\frac{1}{k}$ of the server capacity and will complete after time $ks_j$. If job $j$ is served by $q \leq p_j$ servers, it will complete after $\frac{ks_j}{q}$ time in service, which is job $j$’s realised runtime. As always, we focus on the bounded $\text{rem}_{\text{max}}$ setting described in Section 2.2.

We focus on the FCFS service policy. Under this policy, jobs are placed into service in FCFS order until their parallelism thresholds sum to at least $k$, or no more jobs remain. Any job $j$ which is not the newest job in service is served by $p_j$ servers, the maximum possible number of servers. The newest job in service is served by the remaining servers. Thus a job may be served by an increasing number of servers over its time in service.
6.3 Prior Work

The Threshold Parallelism model can be thought of as a special case of the multiple speedup function model [2, 3], where the service rate of a job is a concave sublinear function of the number of servers it receives. However, results are only known in the multiple speedup function model in the setting where the job size distribution is exponential, and there are exactly two speedup functions, which corresponds to exactly two parallelism thresholds. In this setting, the optimal policy is shown to be one called “GREEDY*,” which corresponds to the policy which preemptively prioritizes the jobs with smaller parallelism threshold. Even with these restrictions, no analytic bounds on response time are known. Our bounds apply to general job size distributions, and arbitrary parallelism thresholds.

6.3.1 Elastic and Inelastic Jobs. A special case of the Threshold Parallelism policy is the Elastic/Inelastic model of Berg et al. [4]. This model assumes that all jobs are either “inelastic,” with parallelism threshold 1, or “elastic,” with parallelism threshold k. They also assume that inelastic jobs have size distributed as Exp(μ_I), and elastic jobs have size distributed as Exp(μ_E), with sizes unknown to the scheduler. They focus on two preemptive-priority service policies for this setting: Inelastic First (IF) and Elastic First (EF). They prove that if μ_I ≥ μ_E, then IF is the optimal service policy for minimizing mean response time, over all possible policies. They empirically show that if μ_I < μ_E, then EF often has lower mean response time than IF. They also perform an approximate response time analysis of EF and IF with a combination of the Busy-Period Transitions technique and Matrix-Analytic methods, to overcome the difficulties of a multidimensional Markov chain. This gives a numerical approximation that is empirically within 1% of simulation.

We prove the first analytic bounds for any service policy and any parallelism thresholds, subsuming the Elastic/Inelastic setting. Our bounds thus form a baseline for judging the performance of policies like IF and EF. Moreover, we handle arbitrary parallelism thresholds, not just 1 and k.

6.4 Results

The Threshold Parallelism model under FCFS scheduling is a work-conserving finite-skip model, and therefore can be analyzed using the finite-skip technique. The front, in this case, consists of the set of jobs in service. The front is full whenever all k servers are occupied, which occurs whenever the parallelism thresholds of the jobs in the system sum to at least k. This must occur when k jobs are in the system, so the maximum front size n ≤ k. Service rate is proportional to the number of servers occupied, so when all servers are occupied the system is busy, by Definition 2.3. The model has finite rem_max and nonzero minimum service rate whenever a job is present. Because all of the assumptions in Section 2 are satisfied, we can apply our main result, Corollary 3.8.

To apply Corollary 3.8 to this model, we must quantify the amounts of work \( w_{nonfull} \) and \( w_{nonbusy} \), and the service-to-number ratio \( r_{min} \). In the Threshold Parallelism model, if there are \( k - 1 \) jobs in the system, each with parallelism threshold 1, the system will be neither full nor busy. If \( k \) jobs are present, the system will be full and busy. As a result,

\[
\frac{\lambda E[S^2]}{2(1-\rho)} \leq (k-1)rem_{max} + kE[S].
\]

Note that it may be possible to derive a better bound if jobs with parallelism threshold 1 do not achieve the maximum expected remaining size \( rem_{max} \).

Every job in the front receives service at rate \( \geq 1/k \), the rate of a single server, so \( r_{min} \geq 1/k \).

Plugging (4) and \( r_{min} \) into Corollary 3.8 yields specific bounds on the mean response time \( E[T_{threshold}] \) for the Threshold Parallelism setting:

\[
-(k-1)rem_{max} + E[S] \leq E[T_{threshold}] - \frac{\lambda E[S^2]}{2(1-\rho)} \leq (k-1)rem_{max} + kE[S].
\]
6.5 Visualization and Comparison to Prior Work

We have derived the first analytical bounds on mean response time for the FCFS policy in the Threshold Parallelism model.

To compare with prior work, we focus on the Elastic/Inelastic special case of the Threshold Parallelism model. Here, all jobs have parallelism threshold either 1 or \( k \). Berg et al. [4] showed that in this model, if job sizes of each class of jobs are exponential, and if jobs that can only utilize one server (inelastic jobs) have smaller mean size, the optimal policy prioritizes jobs requiring one server (IF). Figure 4a depicts this situation. Here we see that our bounds on the FCFS policy cleanly separate it from the two prior policies. FCFS outperforms EF, and IF outperforms FCFS.

In Figure 4b, the job size distributions have been reversed, so inelastic jobs have larger mean size. Here we see that EF now outperforms IF, and our bounds once again place FCFS firmly in the middle. Our bounds demonstrate that FCFS is a balanced choice, unlike IF and EF. The mean response time of FCFS is never too high, regardless of which kind of job is smaller.

7 MULTISERVER-JOB MODEL

7.1 Motivation

When we look at jobs in cloud computing systems [27] or in supercomputing systems [7, 12, 40], a job typically requires an exact number of servers for the entire time the job is in service. To illustrate, in Fig. 5 we show the distribution of the number of CPUs requested by the jobs in Google’s recently published trace of its “Borg” computation cluster [15, 43]. The distribution is highly variable, with jobs requesting anywhere from 1 to 100,000 normalized CPUs\(^1\).

The Multiserver-Job model is a natural model for these computing systems, which we specify in Section 7.2. We explore the extensive prior work on the Multiserver-Job model in Section 7.3. Unfortunately, the model is very difficult to analyze, so little is known about its mean response time, despite the extensive literature. We apply our results to give the first bounds on mean response time for any policy in the Multiserver-Job setting, in Section 7.4.

\(^1\)The data was published in a scaled form [43]. We rescale the data so the smallest job in the trace uses one normalized CPU.
7.2 Model

In the Multiserver-Job model, jobs arrive according to a Poisson process with rate $\lambda$. A job $j$ has two service requirements: A number of servers $v_j$ and an amount of time $x_j$. We assume that the pair $(v_j, x_j)$ is sampled i.i.d. from some joint general distribution. Let $(V, X)$ be the corresponding random variables. Note that $V$ and $X$ may be correlated.

If job $j$ requires $v_j$ servers, then job $j$ can only be served if exactly $v_j$ servers are allocated to it. We think of $v_j$ as a quantity given by the user to the scheduler, while $x_j$ may be known or unknown. Let $k$ be the number of servers. Recall from Section 2 that the size $S$ of a job is the fraction of system capacity that a job uses when in service, multiplied by the time the job spends in service. A given job $j$ uses $\frac{v_j x_j}{k}$ of the system capacity for time $x_j$, so it has size

$$s_j = \frac{v_j x_j}{k} \quad S = \frac{V X}{k}.$$  

As always, we focus on the bounded $\text{rem}_{\max}$ setting described in Section 2.2.

There are many possible scheduling policies for placing jobs at open servers, including FCFS, First Fit Backfilling, Most Servers First, and many more. One can consider both preemptive and nonpreemptive variants of these policies.

7.2.1 Stability region. In the Multiserver-Job model, not all policies achieve the same stability region. For instance, the FCFS policy, while natural, often leaves servers empty due to head-of-the-blocking, shrinking its stability region [6, 36]. As a result, FCFS does not have optimal stability region, or equivalently it is not throughput optimal. We use these terms interchangeably.

A natural requirement for the system to be stable is that

$$\frac{\lambda E[VX]}{k} = \lambda E[S] = \rho < 1.$$  

This requirement holds because $\rho$ is the mean fraction of busy servers, in a stable system.

It can be shown that there exists a policy that achieves the maximum stability region $\rho < 1$ if for all $v \in \text{supp}(V)$, the support of $V$, $v$ divides $k$. We denote the relation $v$ divides $k$ by $v|k$. We assume that $v|k$ for all $v \in \text{supp}(V)$, which we call the “divisible setting.” A natural subset of the divisible setting, which we call the “exponential setting,” holds when all of the server requirements $v$ divide each other. Specifically, for each $v, v' \in \text{supp}(V)$ with $v \leq v'$, we assume that $v|v'$ in addition to $v|k$.

The exponential assumption is often satisfied in the supercomputing literature, where it is common for all server requirements $v$ to be powers of 2, and for $k$ to be a power of 2 [20].

For a finite-skip policy to have optimal stability region $\rho < 1$ in the divisible setting, the policy must be work-conserving. No prior finite-skip policy for the Multiserver-Job model is also work-conserving. Therefore, we introduce a novel WCFS policy, which we call “ServerFilling.”
7.2.2 ServerFilling. The ServerFilling policy ensures that if enough jobs are present in the system, all the servers will be occupied. The ServerFilling policy is only defined in the divisible setting. We define a variant of ServerFilling in the divisible setting, and another variant in the more specific exponential setting. In each setting, the ServerFilling policy serves jobs preemptively, based only on the number of servers required by the jobs in the system and the order the jobs arrived in. In particular, the policy ignores the ages of the jobs in the system.

7.2.3 ServerFilling in the Exponential Setting. In the exponential setting, ServerFilling starts by finding the minimal set of oldest jobs that collectively require at least $k$ servers. In particular, let job 1 be the oldest job in the system, then job 2, etc. Let $m$ be the minimal number of oldest jobs that collectively require at least $k$ servers:

$$m := \inf_{m \leq N} \left[ m \left\| \sum_{j=1}^{m} v_j \geq k \right\| \right]$$

where $N$ is the number of jobs in the system.

ServerFilling only serves jobs among the $m$ oldest jobs in the system. If there is no such $m$, then all jobs in the system collectively require fewer than $k$ servers, so ServerFilling serves them all. Assuming such an $m$ exists, ServerFilling prioritizes jobs in order of server requirement $v$ among the $m$ oldest jobs. Ties are broken FCFS.

Lemma 7.1. If jobs requiring at least $k$ servers are present, ServerFilling fills all $k$ servers.

Proof deferred to Appendix B.

We also defer the definition of ServerFilling in the divisible setting to Appendix B.

7.3 Prior Work

The Multiserver-Job model has been extensively studied, in both practical [7, 12, 40] and theoretical settings [6, 13, 19, 26, 27, 33, 34, 36]. Characterizing the stability region of policies in this model is already a challenging problem, and there were no bounds on mean response time for any policy in this model, prior to our bound on ServerFilling.

7.3.1 FCFS Scheduling. The most natural policy is FCFS scheduling, where the oldest jobs are placed into service until a job requires more servers than remain, at which point the queue is blocked until the job at the head of the queue can enter service. Therefore, the FCFS policy can leave a large number of servers idle even when many jobs are present. As a result, one can show that FCFS does not in general achieve an optimal stability region. Even worse, deriving the stability region of FCFS is major open problem, and has only been achieved in a few special cases [6, 36]. Policies with better theoretical guarantees, such as ServerFilling, are therefore desirable.

7.3.2 MaxWeight Scheduling. One natural throughput-optimal policy is the MaxWeight scheduling policy [27]. MaxWeight optimizes over all possible packings of jobs onto servers, selecting the packing that maximizes a value function based on the number of jobs in the system requiring each possible number of servers. While MaxWeight is throughput optimal, it has a major drawback: it is very computationally intensive, solving an NP-hard optimization problem whenever a job arrives or departs. For comparison, ServerFilling is also throughput-optimal in the divisible setting, but it is far computationally simpler, requiring approximately linear time as a function of $k$. Moreover, no bounds on mean response time are known on MaxWeight, due in part to its high complexity.

7.3.3 Nonpreemptive Scheduling. In certain practical settings such as supercomputing, a nonpreemptive scheduling policy is preferred. In such settings, a backfilling policy such as EASY backfilling
or conservative backfilling is often used [7, 12, 40]. Backfilling policies start by scheduling jobs in FCFS order, until a job is reached that requires more servers than remain. At this point, newer jobs that require fewer servers are scheduled, but only insofar as this will not delay older jobs, based on user-provided service time upper bounds. While these policies are popular in practice, little is known about them theoretically, including their response time characteristics.

Finding any nonpreemptive throughput-optimal policy is already a challenging problem. Several such policies have been designed [13, 26, 34], typically by slowly shifting between different server configurations to alleviate overhead. Because such policies can have very large renewal times, many jobs can back up while the system is in a low-efficiency configuration. This can empirically lead to very high mean response times. However, no theoretical mean response time analysis exists for any policy in the Multiserver-Job setting. As a result, there is no good baseline policy to compare against novel policies, and it is thus impossible to tell whether a policy has low mean response time in a comparative or absolute sense. Our bounds on the mean response time of ServerFilling can therefore serve as such a baseline, albeit in the more permissive setting of preemptive scheduling.

7.4 Results

The Multiserver-Job model under the ServerFilling policy is a WCFS model in each of the divisible and exponential settings, and can therefore be analyzed using the finite-skip technique. We give our results for the exponential setting here, and defer the divisible setting to Appendix B.2.

The front consists of the $m$ oldest jobs, where $m$ is the minimal number of jobs for which the $m$ oldest jobs require at least $k$ servers (see Section 7.2.3). Without the $m$th oldest job, all $k$ servers cannot be filled completely, and with it they are filled completely by Lemma 7.1, so the $m$th oldest job must be in service and must be the newest job in service. Thus, the front consists the $m$ oldest jobs in the system. Note that $m$ varies over time, which is allowed in a WCFS model. Because every job requires at least one server, $m \leq k$ at all times. As a result, the maximum front size $n \leq k$.

The front is full if and only if all $k$ servers are occupied. The remaining size of a job $j$ in service falls at rate $\frac{v_j}{k}$. As a result, whenever all $k$ servers are occupied, the system is busy, by Definition 2.3. The model has finite $\text{rem}_{\text{max}}$ and nonzero minimum service rate whenever a job is present. Because all of the assumptions in Section 2 are satisfied, we can apply our main result, Corollary 3.8.

To apply Corollary 3.8, we must quantify the amounts of work $w_{\text{nonfull}}$ and $w_{\text{nonbusy}}$, and the service-to-number ratio $r_{\text{min}}$. The system is full if and only if it is busy, so $w_{\text{nonfull}} = w_{\text{nonbusy}}$. Specifically, $w_{\text{nonfull}} \leq (k - 1)\text{rem}_{\text{max}}$. The number of servers filled is at least the number of jobs present, so $r_{\text{min}} \geq 1/k$.

Plugging the requisite values into Corollary 3.8 yields specific bounds on the mean response times $E[T^{MSJ \text{Exp}}]$ in the Multiserver-Job model in the Exponential setting:

$$-(k - 1)\text{rem}_{\text{max}} + E[S] \leq E[T^{MSJ \text{Exp}}] - \frac{\lambda E[S^2]}{2(1 - \rho)} \leq (k - 1)\text{rem}_{\text{max}} + kE[S].$$

These bounds can be improved by focusing on the random variables $V$ and $X$, rather than focusing on the just the size $S$. We give such improved bounds on $E[T^{MSJ \text{Exp}}]$ in Appendix B.1.1.

7.5 Visualization and Comparison to Prior Work

We have introduced the ServerFilling policy, and derived analytical bounds on its mean response time. Our bounds are the first analytical bounds on mean response time under any scheduling policy for the Multiserver-Job setting.

To get an idea of the mean response time behavior of ServerFilling (SF) in the exponential setting, we compare it in simulation to several other policies for the Multiserver-Job system: FCFS [6, 36], MaxWeight [27], Least Servers First (LSF) [19], Most Servers First (MSF) and Preemptive First Fit
Fig. 6. Multiserver-Job system with $k = 4$ servers and a requirement distribution $(V, X)$ of $(1, \text{Exp}(5))$ w.p. 1/3, $(2, \text{Exp}(2))$ w.p. 1/3, $(4, \text{Exp}(0.5))$ w.p. 1/3. $5 \cdot 10^6$ arrivals each.

Fig. 7. Multiserver-Job system with $k = 4$ servers and a requirement distribution $(V, X)$ of $(1, \text{Exp}(1))$ w.p. 4/7, $(2, \text{Exp}(8))$ w.p. 2/7, $(4, \text{Exp}(64))$ w.p. 1/7. $5 \cdot 10^6$ arrivals each.

backfilling (PFF). PFF serves jobs in FCFS order, but it skips over jobs which do not fit into service to serve additional jobs. All of these simulations are compared against our upper and lower bounds.

In Fig. 6, jobs requiring more servers have larger expected size. In this setting, FCFS and LSF have high mean response time, because neither has optimal stability region. MSF also has high mean response time, though it does empirically have optimal stability region. ServerFilling and PFF have good mean response times, both within our bounds on ServerFilling. Finally, MaxWeight has the best mean response time.

In Fig. 7, jobs requiring more servers have smaller expected size. In this setting, some of the policies are swapped around, while some perform similarly. FCFS (off the chart) and LSF still do not have optimal stability region. Now, MaxWeight has relatively high mean response time, while MSF has the best mean response time. ServerFilling and PFF again have good mean response times.

Empirically, PFF and ServerFilling have mean response times that are relatively robust to the job size distribution, while MSF and MaxWeight are highly affected. In the case of ServerFilling alone, we can prove this observation, using our bounds on mean response time.

8 CONCLUSION

We introduce the work-conserving finite-skip (WCFS) class of models, which contains several important multiserver queueing models, including the Heterogeneous M/G/k, the Limited Processor Sharing M/G/1, the Threshold Parallelism model, and the Multiserver-Job model. For each of these models, we derive the first analytic bounds on mean response time. Specifically, we characterize the mean response time behavior of any WCFS model up to an explicit additive constant.

One of the major insights of this paper is that characterizing mean response time primarily rests on understanding the behavior of the system when there are many jobs present. WCFS models are well-behaved when the “front is full,” allowing us to bound mean response time, up to the uncertainty introduced by the model’s behavior when the front is not full.

One direction for future work is applying the WCFS technique to new multiserver models. For instance, one could take an existing model, such as the Threshold Parallelism model, and add heterogeneous servers. Another direction is studying non-work-conserving finite-skip models. Can we prove anything of interest in a model when jobs are served in nearly-FCFS order, but not in a work-conserving fashion?
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servers are present, ServerFilling must fill all of the servers.

As a result, the only point at which jobs can no longer be added to service is when there are no remaining servers. Because jobs requiring at least \( v \) servers is divisible by \( v \), at the end of each step of scheduling jobs requiring a given number of servers \( v \), the remaining number of unfilled servers must be divisible by \( v \), because it decreased by a multiple of \( v \), and was initially divisible by \( v \). Then, when ServerFilling moves to schedule jobs requiring the next smaller number of servers \( v' \), the number of remaining servers is divisible by \( v' \), because \( v'|v \). As a result, the only point at which jobs can no longer be added to service is when there are no remaining servers. Because jobs requiring at least \( k \) servers are present, ServerFilling must fill all of the servers.

B.1.1 Improved bounds on \( E[T_F] \). To derive an improved bound on \( E[T_F] \) in the exponential setting, we can separate time in front into time in service, which is simply \( E[X] \), and time in the front but not in service. Note that if a job requiring \( v \) servers is the \( m \)th job in the front, then the total number of servers demanded by jobs in the front is at most \( k + v - 1 \). As a result, there can be at most \( v - 1 \) jobs in the front but not in service. The fraction of time that a job requiring \( v \) servers
is the \( m \) job in the front, and is therefore in service, can be bounded by the expected time for which jobs requiring \( v \) servers are in service in total. This later quantity is equal to \( \lambda E[X \mathbb{1}\{V = v\}] \). We can therefore bound the expected number of jobs in the front but not in service, and use Little’s law to bound the expected time jobs spend in the front but not in service. This method often gives a significantly better bound on \( E[T_F] \) than the naive bound \( kE[S] \).

### B.2 ServerFilling in the Divisible Setting

In the divisible (but not exponential) setting, ServerFilling uses a fairly conservative policy, for simplicity. ServerFilling tries to fill all \( k \) servers using jobs that require the same number of servers \( v \). For a given \( v \in \text{supp}(V) \), let \( j_v(1), j_v(2), \ldots \) be the jobs in the system requiring exactly \( v \) servers. Let \( j_v^{(k)} \) be the newest job scheduled this way.

Among all \( v \) such that at least \( k \) jobs requiring \( v \) servers are present, ServerFilling selects the \( v \) such that the job \( j_v^{(k)} \) is as old as possible.

If no \( v \) that fills all of the servers exists, ServerFilling picks the \( v \) that fills as many servers as possible, ties broken as above.

We can guarantee that all servers will be filled if at least the following number of jobs are present:

\[
c(k, \text{supp}(V)) = \left( \sum_{v \in \text{supp}(V)} \frac{k}{v} - 1 \right) + 1.
\]

If at least \( c(k, \text{supp}(V)) \) jobs are present, at least one \( v \) will be able to fill the servers.

For an asymptotic understanding of \( c(k, \text{supp}(V)) \), note that regardless of \( V \),

\[
c(k, \text{supp}(V)) \leq \sigma(k) = O(k \log \log k),
\]

where \( \sigma(\cdot) \) is the sum-of-divisors function [14].

#### B.2.1 Results

In the divisible setting, the front contains at most the \( c(k, \text{supp}(V)) \) oldest jobs, as defined in Appendix B.2. As a result, the maximum front size \( n = c(k, \text{supp}(V)) \).

The front is full if and only if all \( k \) servers are occupied. The remaining size of a job \( j \) in service falls at rate \( \frac{k}{v} \). As a result, whenever all \( k \) servers are occupied, the system has a total service rate of 1, in which case the system is busy, by on Definition 2.3. The model has bounded expected remaining size, and nonzero minimum service rate whenever a job is present. Because all of the assumptions in Section 2 are satisfied, we can apply our main result, Corollary 3.8.

To apply Corollary 3.8, we must quantify the amounts of work \( w_{\text{nonfull}} \) and \( w_{\text{nonbusy}} \), and the service-to-number ratio \( r_{\text{min}} \). The system is full if and only if it is busy, so \( w_{\text{nonfull}} = w_{\text{nonbusy}} \). Specifically, \( w_{\text{nonfull}} \leq (c(k, \text{supp}(V)) - 1) \cdot \text{rem}_{\text{max}} \).

If \( N(v) \) is the number of jobs requiring \( v \) servers present in the system, at least \( vN(v) \) servers are filled, for any \( v \in \text{supp}(V) \). The server-to-number ratio is minimized when this value is equal for all \( v \in \text{supp}(V) \), and when \( 1 \in \text{supp}(V) \). As a result,

\[
r_{\text{min}} \geq \frac{N(1)}{k \sum_{v \in \text{supp}(V)} \frac{N(1)}{v}} = \frac{1}{\sum_{v \in \text{supp}(V)} \frac{k}{v}} \geq \frac{1}{\sigma(k)}.
\]
Plugging the requisite values in Corollary 3.8 yields specific bounds on the mean response time $E[T_{MSJ Div}]$ in the Multiserver-Job model in the Divisible setting:

$$
-(c(k, \text{supp}(V)) - 1)\text{rem}_{\max} + E[S] \leq E[T_{MSJ Div}] - \frac{\lambda E[S^2]}{2(1 - \rho)}
$$

$$
\leq (c(k, \text{supp}(V)) - 1)\text{rem}_{\max} + \left( \sum_{v \in \text{supp}(V)} k \right) E[S].
$$

These bounds can be improved significantly by focusing on the specific distributions of the random variables $V$ and $X$, rather than focusing on the just the size $S$. 