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Abstract—In this work, we build a deep neural network architecture which learns a compact numerical representation of genes supervised by numerous sources of pair-wise information, including Protein-Protein Interaction information and Gene Ontology information. We introduce a new network architecture which can process gene expression data and generate the representation of individual genes while governed by pair-wise information. The learnt representation is aimed to be further used for research of bioinformatics on relevant tasks, and even beyond the information sources from embedding learnt. Within this paper, we evaluate the representation on Protein-Protein Interaction task, and it shows a result which is better than learnt representation from traditional dimension reduction and feature selection methods.
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I. INTRODUCTION

Computational biology research lies on the intersection between molecular biology and machine learning. In recent years, a lot of novel solutions have been proposed for biological research and medical application. For example, [1] improved clustering algorithms to differentiate breast cancer patients and normal people from gene expression data. [2] developed a method to use brain wave to help monitor the students’ performance during online education. [3] proposed novel models for the genetic studies. [4] introduced a time series model to monitor the process of mental states. Nowadays, we are expecting to see a blooming of the research area between machine learning and biology. The connection of these two domains can be built by encoding biological processes into numerical representations and feeding the representations into machine learning algorithms. An effective representation of biological processes consequently becomes more and more essential. For a gene, such a representation can be either biological experimental results, Microarray/RNAseq expressions, or sequence information of either amino acid sequence or nucleotide sequence. For example, Protein-Protein Interaction (PPI) prediction is a field that utilizes state-of-art machine learning models and algorithms based on biological data and aims to predict the new PPI pairs statistically. The biological data could be sequence structure ([5]), gene expression data ([6]), or some high level features that extracted from biological experiments ([7]).

However, these data sources may come with problems. Experimental results or gene expression data can hardly represent the corresponding gene comprehensively. Sequence information can hardly be interpreted efficiently. Here in this work, we build a network to learn a vector representation of genes that could encode the relevant information from gene expression and some other experimental results. We believe that the representation can further be used for research of bioinformatics on relevant tasks, or even beyond the information sources from the embedding learned. Another advantage of our work is that we could easily incorporate pair-wise or even group-wise information from genes as the sources of information while learning the representations. However, the group information cannot easily be represented with existing methods for a single gene.

II. RELATED WORK

Several attempts have been made to learn useful representations from gene expression data, although most of them are tailored for specific learning tasks.

As one of the first attempts, [8] learned representation from gene expression data for cluster structure. [9] learned expression by applying ICA to gene expression data and used the result as features for a discriminative classifier for the task of tumor classification. [10] achieved considerable success on feature selection methods applied to genomic microarray data. The feature selection method that they proposed partially focuses on the redundant features, which is a popular problem in the microarray analysis domain. Also, focusing on removing redundant features, [11] proposed a minimum redundancy
maximum relevance (MRMR) feature selection framework for gene expression analysis about the problem of cancer classification. The aforementioned method achieves consistent success for many different classifiers.

Over the last few years, deep learning methods have emerged as the alternatives to traditional machine learning methods, and deliver state-of-the-art performance for many learning tasks [12], [13], [14] used deep architectures, pretrained in an unsupervised manner using denoising auto-encoders, as a preprocessing step to regenerate gene expression time series data for two different data sets and to show promising improvement in performance. [15] took a step further and showed convolutional kernel of deep learning as an effective tool to calculate correlations of two sequences and further used such technique to build a more powerful deep learning architecture to learn the representation of paired-wise information.

In this paper, we further extend the previous work by introducing a new network architecture that can learn the representation of individual genes governed by pair-wise information.

III. METHOD

In this section, we first introduce the new network architecture which can learn the representation of individual genes while governed by pair-wise information, then we will briefly introduce the techniques we use in parameter learning.

A. Model

Figure 1. shows the basic architecture of our network. Each blue component represents the network for learning representations. Each purple component represents a network for solving a single task. Red components are input data. We introduce the network architecture bottom up [16].

a) Representation Learner: The bottom two layers are traditional neural networks that serve as representation learner. The representation of genes will be achieved from the top of the second representation learner.

b) Gene Pairing Layer: This layer pairs the representation generated from below layers and concatenates the representation for pair-wise tasks. In order to guarantee the genuineness of learned representation, we want to reduce the complexity of network architecture above representation learners. Therefore, weights of this gene pairing layer only server as the simple concatenation and do not get tuned while training.

c) PPI Prediction: This task solver takes the output of the previous layer as the input vector to predict PPI. Mean Squared Errors will be backpropagated to previous layers for updating weights.

d) Semantic Similarity Prediction: Semantic similarity prediction solves the task for predicting how similar these two genes are, in terms of three different GO Sub-Ontologies. The similarity is defined with five different approaches, proposed by [17], [18], [19], [20], [21]. Therefore, we have 15 semantic similarity prediction task solvers altogether. The similarity is defined as a continuous value from 0 to 1, so each of these task solvers is to solve a regression problem.

B. Parameter Learning

Based on the introduction above, the parameters of the model are tuned while solving the following optimization problem:

\[
e = \frac{1}{n} \sum_{k=1}^{n} \left( (\hat{y}_k^i - y_k^i)^2 + \sum_{so=1}^{3} \sum_{sim=1}^{5} (\hat{y}_k^{so,sim} - y_k^{so,sim})^2 \right)
\]

\[
+ \lambda_1 ||W||_1 + \lambda_2 ||W||_2^2
\]
where $y^i$ stands for label of prediction, $y^{so,sim}$ stands for similarity of Sub-Ontology so, with similarity defined as Method $sim$, $\hat{y}$ stands for predicted labels. $\lambda$ and $W$ stands for $L_1$ and $L_2$ regularization.

The parameters of the model are learned with ADMM [22], by which we split our multiple tasks into two sets: PPI prediction task and semantic similarity prediction tasks. By splitting the tasks, we could monitor the influences of different sets of tasks over representation learning.

At each iteration, updates of parameters are given by traditional backpropagation, with several techniques plugged in, including dropout [23], layer-wise learning rate and layer-wise regularization weight. Lower layers get larger learning rates, and so that the whole model could be efficiently updated. Lower layers get more regularized due to the high variance nature of data.

### C. Representation Extraction

We use the parameters trained in the previous section for the new network architecture. Then the new neural network that can process gene expression data generates the representation of individual genes while governed by pair-wise information. The learned representation can be used for research of bioinformatics on relevant tasks, such as PPI and so on.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>PPI</th>
<th>PTM</th>
<th>BP</th>
<th>CC</th>
<th>MF</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.4974</td>
<td>0.5161</td>
<td>0.071548</td>
<td>0.105373</td>
<td>0.105426</td>
</tr>
<tr>
<td>40</td>
<td>0.4996</td>
<td>0.5161</td>
<td>0.0707225</td>
<td>0.105053</td>
<td>0.104987</td>
</tr>
<tr>
<td>60</td>
<td>0.4674</td>
<td>0.4434</td>
<td>0.0699832</td>
<td>0.104132</td>
<td>0.104111</td>
</tr>
<tr>
<td>80</td>
<td>0.4936</td>
<td>0.5038</td>
<td>0.0719199</td>
<td>0.097035</td>
<td>0.095230</td>
</tr>
<tr>
<td>100</td>
<td>0.4546</td>
<td>0.4542</td>
<td>0.0693261</td>
<td>0.104177</td>
<td>0.104771</td>
</tr>
</tbody>
</table>

### IV. Experimental Results

In this section, we will validate the performance of our proposed representation extractor on different perspectives. At first, we will show that the performance of model during training process demonstrates that it indeed merges different sources of knowledge into one vector representation. Then, we will present how these representations can be used to other biomedical tasks. We will start from the tasks that offer the information for the training of our model, then we will show that how the representation can behave on novel tasks which are not used to train the model.

#### A. Representation Learning

We set the dimension as what we are interested in, $D = 20; 40; 60; 80; 100$ and then learn a compact representation of dimension $D$. Then we feed learnt representation into traditional classifiers. We assign 1000 to epoch, the results are showed in Table 1.

#### B. Usage of Representation

1) **Using Representation of Knowledge:** We feed learnt representation into traditional classifiers, and intentionally select GaussianNB, kNeighborsClassifier, LogisticRegression and SVC. The results are showed in Table 2, where we compared our learnt representation information with origin data.

2) **Using Representation of Pair-Wise Knowledge:** We feed the learnt pair-wise representation into traditional classifiers, we also select GaussianNB, kNeighborsClassifier, LogisticRegression and SVC. The results are showed in Table 3, where we compared our learnt pair-wise representation information with origin data.

### V. Conclusion

In this paper, we aim at learning a compact knowledge representation of the massive gene expression data supervised by numerous sources of pair-wise information, thus the compact representation can be used further with lighter computation units with almost as much information as the original intact features.

We worked on reducing the dimension of gene expression data supervised by numerous sources of pair-wise information for a specific task: to get a compact and informative representation for Protein-Protein Interactions.

In this work, we build a network to learn a vector representation of genes that could encode the relevant information from gene expression and some other experimental results.

During the evaluation phase, we evaluated our model with classification accuracy for Protein-Protein Interaction compared with learned representation information through the new neural network with origin data. Our experiments have shown that our proposed method works best in two extreme scenarios, 1) when setting dimension to 80 or 100. 2) to learn a representation that can retain as much information as possible.

Our results on the mean squared error of bp, cc and of seem all right. Training on bigger datasets will reduce the error rate even further. Using supervised learning in the Protein-Protein Interaction predicting could also be beneficial. Future work will focus on reducing the classification error of PTM and PPI.

Looking into future, there are many attractive directions that we can explore. We could easily incorporate pair-wise or even group-wise information from genes as sources of information while learning the representations. However, the group information cannot easily be represented with existing methods for a single gene, but we would like to explore some further relevant techniques in this direction.

In terms of deep learning techniques, in the future, we would like to explore more localized method [24], [25], and transfer deep learning method [26]. Recently, Select-Additive Learning [27] has become an important and promising method that will surely improve the performance in many different deep learning applications.
TABLE II

<table>
<thead>
<tr>
<th>Data</th>
<th>GaussianNB</th>
<th>kNeighborsClassifier</th>
<th>LogisticRegression</th>
<th>SVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>origin data</td>
<td>0.0881</td>
<td>0.4689</td>
<td>0.3968</td>
<td>0.4661</td>
</tr>
<tr>
<td>learnt representation D=20</td>
<td>0.5202</td>
<td>0.4620</td>
<td>0.5013</td>
<td>0.5201</td>
</tr>
<tr>
<td>learnt representation D=40</td>
<td>0.5056</td>
<td>0.4445</td>
<td>0.4899</td>
<td>0.4910</td>
</tr>
<tr>
<td>learnt representation D=60</td>
<td>0.5097</td>
<td>0.4625</td>
<td>0.4918</td>
<td>0.5010</td>
</tr>
<tr>
<td>learnt representation D=80</td>
<td>0.3856</td>
<td>0.4510</td>
<td>0.5234</td>
<td>0.5320</td>
</tr>
<tr>
<td>learnt representation D=100</td>
<td>0.4061</td>
<td>0.4569</td>
<td>0.5331</td>
<td>0.5404</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Data</th>
<th>GaussianNB</th>
<th>kNeighborsClassifier</th>
<th>LogisticRegression</th>
<th>SVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>origin data</td>
<td>0.5051</td>
<td>0.4884</td>
<td>0.5229</td>
<td>0.5009</td>
</tr>
<tr>
<td>learnt representation D=20</td>
<td>0.4740</td>
<td>0.4901</td>
<td>0.4741</td>
<td>0.4851</td>
</tr>
<tr>
<td>learnt representation D=40</td>
<td>0.5007</td>
<td>0.4829</td>
<td>0.5032</td>
<td>0.5087</td>
</tr>
<tr>
<td>learnt representation D=60</td>
<td>0.4794</td>
<td>0.4763</td>
<td>0.4955</td>
<td>0.4921</td>
</tr>
<tr>
<td>learnt representation D=80</td>
<td>0.5303</td>
<td>0.5404</td>
<td>0.5302</td>
<td>0.5404</td>
</tr>
<tr>
<td>learnt representation D=100</td>
<td>0.5470</td>
<td>0.5014</td>
<td>0.5186</td>
<td>0.5208</td>
</tr>
</tbody>
</table>
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