
Ex: minimum volume ellipsoid

• Given points x1, x2, …, xk

• min  vol(A)  s.t.
(xi – xC)T A (xi – xC) ≤ 1    i = 1, …, k
A ∈ Sn*n

A ≽ 0

A,xC



Schur complement

• Symmetric block matrix M =
• Schur complement is S =
• M ≽ 0  iff



Back to min-volume ellipsoid
• max  log |A|  s.t.

(xi – xC)T A (xi – xC) ≤ 1    i = 1, …, k
A = AT, A ≽ 0

• max  log |A|  s.t.

A,xC

A,B,u,z



Ex: manifold learning

• Given points x1, …, xm

• Find points y1, …, ym

• Preserving local geometry
– neighbor edges N
– distances

• If we preserve distances 
we also preserve angles



Step 1: “embed” Rn into Rn

• While preserving local distances, move 
points to make manifold as flat as 
possible

• max
s.t.



Step 2: reduce to Rd

• Now that manifold is flat, just use PCA:



Maximizing variance

• max s.t.

• max s.t.



Summary

• Solve SDP to “embed” Rn into Rn

• Use PCA to embed Rn into Rd

• Called “semidefinite embedding” or 
“maximum variance unfolding”

• Problems?



Problem: solving SDP

• Kernel matrix K
• Idea: suppose we know a subspace that 

preserves geometry



Side note: non-Euclidean

• If original distances are not Euclidean, 
might not be able to duplicate them 
exactly in Euclidean Rn

• Would need to soften constraints: 
approximately preserve local distances
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