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Optimal classification PO/IN)
" JE
m Theorem: Bayes classifier hg, ¢ is optimal! ‘Y@‘j&

hBuys®@) = YO € A9 r=ghen) "36%
Thatis er7oTtrue(RBayes)) < errorirue(h), Vh(x)
= Proof: p(erron) = [, p(error|z)p(z)dz
in o) | Wt = e prob g gAY
flomi ¥ T2 s e i)
Py =kl), h@=F m%ktsqﬂ pro
S o Pl=y [¥sy

How hard is it to learn thye optimal
_ classifi .

_,\/\/‘"\

.
Sky  Temp Humid Wind Water Foreest EnjoySpt
Sunny Warm Normal Strong Warm Same Yes

| Data = Sunny Warm High Strong Warm Same Yes

Rainy Cold High Strong Warm Change No
Sunny Warm High Strong Cool Change Yes

m How do we represent these? How many parameters?
Prior, P(Y): [~ & Proha L»Ej ok
= Suppose Y is composed of k classes

-

Likelihood, P(X]Y): K(lh“’g = 7mLi7°"\

= Suppose X is composed of nbi ures Ir’\(,‘\b fb’d‘“ék
%WL?C%\‘/:@\ sl
OKQB\/ KO-CL‘ %

m Complex model — High variance with limited data!!!
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Conditional Independence
“ JEE

m X is conditionally independent of Y given Z, if
the probability distribution governing X is
independent of the value of Y, given the value of Z

(Vi,7,k)P(X =4|Y =4, Z=k)=P(X =1i|Z =k)

m e.g., P(Thunder|Rain, Lightning) = P(Thunder|Lightni
T L R ‘L = Thudes imo(lzplﬂﬂ‘LVJ‘UF
ol nd jgwn Uﬁ)\'?l/’ﬂh‘:}

m Equivalent to: XY 1%

P(X,Y |2)=P(X | 2)P(Y | 2)
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The Naive Bayes assumption _

2Zm VLA«)

= Naive Bayes assumption: YLV
Featur(?s aie independent given class:
il oo

P(X1,X5|Y) = P(X1|X>, Y)P(XQD?)
= P(X1]Y)P(XolY)
More generally: i hﬁ;L i ,>(1+1,---an%\\>’=~

P%Xl...Xn Y) =[] PX;|Y)
; lielihood N gudas 421 -

pr .
[ | How%any parameters now? L"':% S°“’405 “’:
i i ~ ‘kd’l P
N\’\?‘Eb’ = Suppose X is composed of n binary features '\953 f: ' }Q

v (L) predes @i_(f\/_/)
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The Naive Bayes Classifier

- —
. N ]
m Given: A7 s

J ‘"“"7“
Prior P(Y) ~ ©%¢ 0-2 ’
n conditionally independent features X given the class Y
For each X;, we have likelihood P(X-|Y)

.,J-L fv te e,
m Decision rule: oo J Ii fealihoodl
y'=hyp(x) = argmax P(y)P(z1,. ., 2n | y)

= argmax P(y) H P(zily)

m If assumption holds, NB is optimal classifier!
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MLE for the parameters of NB

= JEE
= Given dataset O

Count(A=a,B=b) +— number of examples where A=a and B=b
()vrwf* 0‘\+

wr -k I/ le“\e,( of Aech,
m MLE for NB, simply: Fou ke lg
Prior: P(Y=y) = COvs-r\'} Yv ‘95 e A9y iy

S(D\ &-C“"l-o{%(vo_

Likelinood: P¢=x[Y=y) = Count (Xi2Zi, Vi<y)
Covrrf (YEZDD
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Subtleties of NB classifier 1 —

. lolating the NB assumption

m Usually, features are not conditionally independent:
LT eyt ey,

P(X1..Xn|Y) # HP(XZ-|Y)

A Lo e
m Actual probabilities P(Y|X) often biased towards 0 or 1
m Nonetheless, NB is the single most used classifier out
there
NB often performs well, even when assumption is violated

[Domingos & Pazzani '96] discuss some conditions for good
performance

©2005-2007 Carlos Guestrin 9

Subtleties of NB classifier 2 —

. Insufficiegt training data

m What if you never see a training instance where
X,=a when Y=b? Plizalyeb) =
e.g., Y={SpamEmail}, X,={'Enlargement’}
P(X,;=a | Y=b)=0
m Thus, no matter what the values X,,...,X take:
P(Y=b | X,=a,X,

..... X)=040
R * LY, chlzy/yiw T P6LYEL) =

ic2

m \What now???
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Beta(30,20)

MAP for Beta dlstrlbutlon

s el

gButap—1(1 _ p\Ar+ar—1
P | D)= ( )

~ Bet ,
BBy + o, Br+ ar) etalBr e, Brter)
Xy = 3
Xt =2
m MAP: use most likely parameter: eH ,Br &l

6 = argmax P(6 | D) (B)* 4 -
— /@’ro(\-) @'\"O(T‘Z
P A_/

m Beta prior equivalent to extra thumbtack flips
m As N — oo, prior is “forgotten”

m But, for small sample size, prior is important!

©2005-2007 Carlos Guestrin 11

Bayesian learning for NB
. gRarameters — a.k.a. smoothing

n i rchlef ri \
m Dataset of N examples ( “hﬂ@u\?vl;;m 0+PM:V o

= Brior Motraminh)
“distribution” Q(X,,Y), Q(Y) "‘9?'“‘[‘_‘7 0~ witom
m “virtual” examples Sl 2 .St
ﬁ/;chg

m MAP estimate 3 ]
P(XI\%) Consd (Liza, Veb)+ m, Q(Xsza V=)

(OUW\'J"(7735) r M. CQ (YT-E)
€38 Q15 wifen Iz T =

— ‘ I _ l
QU= Qs ye) o L~

m Now, even if you never observe a feature/class, posterior
probability never zero o Carn o
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Text classification
* JE
m Classify e-mails
Y = {Spam,NotSpam}

m Classify news articles
Y = {what is the topic of the article?}

m Classify webpages

Y = {Student, professor, project, ...}

m What a
The text!

the features X?
f—

©2005-2007 Carlos Guestrin
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Features X are entire document —

. X fori™word in article

Article from rwy

Path: cantaloupe.srv.cs.cmu.edu!das-news.harvard.e
From: xxx@yyy.zzz.edu (John Doe)
Subject: Re: This year’s biggest and worst (opinic
Date: 5 Apr 93 09:53:39 GMT A

Hh war

I can only comment on the(Eii;;? but the most
obvious candidate for pleaBamt surprise is Alex

Zhitnik. He came highly touted as a defensive
defenseman, but he’s clearly much more than that.
Great skater and hard shot (though wish he were
more accurate). In fact, he pretty much allowed
the Kings to trade away that huge defensive
liability Paul Coffey. Kelly Hrudey is only the
biggest disappointment if you thought he was any
good to begin with. But, at best, he’s only a
mediocre goaltender. A better choice would be
Tomas Sandstrom, though not through any fault of

his own, but because some thugs in Toronto decidec
©2005-2007 Carlos Guestrin

yi= gl

IX:) = 10-000

(06 a0
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NB for Text classification
" JEE
m P(X]Y) is huge!!!
Article at least 1000 words, X={X,,...,X 000}
—_————
X; represents i word in document, i.e., the domai is entire
vocabulary, (3; Webster chtlonary (or more) @etc
iy 8P X 1)) ;< (16,0 V)

n NB assumption helps a i‘oﬁ“

P(Xi=x;|Y=y) is just the probability of observing word x; in a
document on topic y fodo . (IOO&J 7);<

engthDoc
hnp(x) = argmaxP(y)  []  Plzily)

©2005-2007 Carlos Guestrin 15

Bag of words model
" J—

m Typical additional assumption — Position in document
doesn’t matter: P(X =xi|Y=y) = (Xk—x [Y=y)
“Bag of words” model — order of words on the page ignored
Sounds really silly, but often works very well!

LengthDoc

Py) [I Plxily)

=1

When the lecture is over, remember to wake up the
person sitting next to you in the lecture room.

©2005-2007 Carlos Guestrin 16




Bag of words model
“ J

m Typical additional assumption — Position in document
doesn’t matter: P(X=x|Y=y) = P(X,=x]|Y=y)

“Bag of words” model — grder-efwe on the page ignored
Sounds really silly, but(often works very well!
LengthDoc

Ply) I Plzily)

=1

in is lecture lecture next over person remember room
sitting the the the to to up wake when you

©2005-2007 Carlos Guestrin 17

Bag of Words Approach

Al Abmut The Company .
TOTAL [y ( aardvark 0

Carpamte Strecturs

TOTAL'S Stony about 2
Upstrvam Siatogy (
"'h“ Bownatrnsm Seategy all 2
Caamicnls Stratay .
‘::E"“ j TOTAL Fn..nsuim.n )
i --::: Hamapags —{> Africa 1
P
e all about the apple 0
compan .
Y { anxious 0

pstributzon

i£5 i enore than 100

At TOTAL, we deaw aur greatest strength Fom sur
fast-grownng oil and gas reserves Our rategic emphasis

gas 1

escpunding ekt

oil 1

Cr dmg refining and mark p m Asia

<n natural gag prowides a strong posibon o a rapady I

and the WMediterranesn Rim complement already sofid

posihons m Europe, Afnca, and the 115
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probit to thie core ensgy busess

Zaire 0
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NB with Bag of Words for text
classification

m Learning phase:

Prior P(Y)

= Count how many documents you have from each topic (+

(rratbpriOT)

PXilY
= For each topic, count how many times you saw word in
documents of this topic (; prior)

m Test phase: Srnoofhong

For each document
= Use naive Bayes decision rule

LengthDoc
hyp(x) = arg m?fxp(y) I Py
=1
©2005-2007 Carlos Guestrin 19

Twenty News Groups results
" JEE

Given 1000 training documents from each group

Learn to classify new documents according to
which newsgrc i ]

comp.graphics misc.forsale
comp.os.mswindows.mise rec.autos
comp.sys.ibm.pe.hardware  rec.motorcycles
comp.sys.mac.hardware rec.sport.baseball
rec.sport.hockey

comp.windows.x

alt.atheism scl.space
soc.religion.christian sci.erypt
talk.religion.misc sci.electronics

talk.politics.mideast sci.med
talk.politics.misc

©2005-2007 Carlos Guestrin 20
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Learning curve for Twenty News

_ Grougs

/Q 100
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20News
T
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(2% T 41_)-

S
Accuracy vs. Training set size (1/3 withheld for test)
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What if we have continuous X; ?

"
Eg., character recongtion®s ith pixel

oY) / i

\/6 {qlb/"’ 7 Zi

MNies=

For b
i € {0,-~,Zﬂj c[assti
Gaussian Naive Bayes (GNB): J 5
i€ (- o) 1 ~an)”
o; ™
 pashant . fss i Gy = for Fochecs
Sometimes assume variance c(qs,g#

m is independent of Y (i.e., o,)= Oooes - D‘Q‘PU"{‘C'[ASS "
m orindependent of X; (i.e., o) &~ Ages i ngm& Lot

; v
= or both (I'e" G) 'K ©20’:J}-2007Ca s Guestrin 22
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Estimating Parameters:

Y discrete, X; continuous
"

Maximum likelihood estimates: Jth training
\D\ example
1

b = : XJs(yI =
#h
Frchorq
e e 8(x)=1if x true,
else O
D) .
G5 = L S (X —fp)?6 (Y9 = yp)

O"k— -
¢ Zjé(YJ :yk)_ 1 T

©2005-2007 Carlos Guestrin
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Example: GNB for classifying

mental states

[Mitchell et al.]

. & CG2_3DTIFL_TAL VMR

~1 mm resolution

~2 images per sec.
15,000 voxels/image

non-invasive, safe

measures Blood

;IEIEIIQ'

Oxygen Level

Dependent (BOLD) Typical

response impulse
response

©2005-2007 Carlos Guestrin
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Brain scans can
track activation
with precision and
sensitivity

J@‘—OL\
veul ;g

[Mitchell et al.]

Gaussian Naive Bayes: Learned p, o, word
P(BrainActivity | WordCategory = {People,Animal}
| _ [Mitchell et al.]

26
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Learned Bayes Models — Means for

_ P‘BrainActivit¥|WordCategory) ichotota

Pairwise classification accuracy: 85%

People words =% = Animal words

©2005-2007 Carlos Guestrin 27

What you need to know about

. Naive Baxes

m Types of learning problems
O Learning is (just) function approximation!
m Optimal decision using Bayes Classifier PO %)
« Naive Bayes dlassifier>  ?07) , Ply) ymse Begesheo.
(What's the assumpfi
Why we useit % W
How do we learn it
Why is Bayesian estimation important
m Text classification
Bag of words model
m Gaussian NB
Features are still conditionally independent
Each feature has a Gaussian distribution given class

©2005-2007 Carlos Guestrin 28




Generative v. Discriminative
classifiers — Intuition
SN

= Wantto Learn: h: XY

X _—_@Z@ I.f.Lj b Lhere
Y — target classes J F\%u}“ ) = argy {P(Yl\ls}

m Bayes optimal classifier — P(Y|X) blle

m Generative classifier, e.g., Naive Ba es/ /
'PG\ Assume some functional form for

Estimate parameters of P(X|Y), P(Y) directly from training data

t"'\“mf Use Bayes rule to calculate P(Y|X= x) < P& Pz 1Y
e Y0t Thisis a ‘generative’ model_y P e # d“yf/ hewr ke
Anedy s"’"?l‘i‘(,,t.,u = Indirect computation o@lhmugh Bayes rule /

e = But, can generate a sample of the data, If‘)r() 2, P(y) P(Xly)

= Discriminative classifiers, e.g., Logistic Regressmn
Assume some flmw_fg i W—OH’J o A {’ Yb()
Estimate parameters of P(Y|X) directly from training data
This i |§ the ‘discriminative’ model A\S wmw\a c&ssxs CJ ) .
= Directly learn P(Y|X) 9730, 7, Gt
= But cannot obtain a sample of the data, because P(X) is not available
©2005-2007 Carlos Guestrin 29

1 - . Luong(:is}t(iﬁ N
Logistic Regression Iorsﬁgmoid)@

" JE os
m Learn P(Y|X) directly! y
Assume a particular functional form .. /e
. . . . . 2l F<0 D >0
Sigmoid applied to a linear function | oupaus<oy Dodpct >
of the data: £l
1 -5 : r.'-
PY =1|X) = z

1 4+ exp(wg + 37— w; X;)
\ikar A chon of

p(y=0 %) = [ = POAIN)

)( , Wl:’l/‘ Pt\rwn‘"ﬁ h

Features can be discrete or continuous! o
©2005-2687-Carles GuasIIT ——————————____
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Understanding the sigmoid
“ J

1
g(wo + ;wz‘fﬂi) = 1 4 ewo+X; wiz;
onL @w‘i‘wvb%\ ;
WO='2, W1='1 WO=O’ W1='1 W0=0, W1='O.5

(/m(’(yvl 1) K\Pvﬂb&\
0.9 ‘ 0.9

§
06 t 0:6
05fm o~ = > %l 70 05
ol o3

h
-
03 X\ Q O \ )]
02 0 , 02 -
0.1 7 = f 01 \ ;) YC/'
% 4 2 3 2 4 6 % 4 2 0 2 4 6
X Xi
©2005-2007 Carlos Guestrin 31

Logistic Regression —

a Linear classifier :
" ; ‘-

zzzzzz

7° g(wo + Z’wixi) =

P(Y=1 IX) > 0.5
W}LU\
—[wo &ZW§%13 >0

(> Wo ch w Y <o¢ﬁ
l

Py=01X)> oF

- Wot 2T W1> O
I

©2005-2007 Carlos Guestrin 32
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Very convenient!

™
P(Y = 1|X =< X1, Xpn >) = !
14 exp(wg + > ; w; X;)

implies

P(Y = 0[X =< X;,. Xp >) = 2w+ 5w X)

1+ exp(wg + > w; X;)
implies
P(Y = 0|X)
— o = exp(wo + > w;X;)
P =11%) 22: o linear
classification
implies rule!
P(Y = 0|X)
nN——= = X
Py = 1) T ot

©2005-2007 Carlos Guestrin 33

Logistic regression v. Naive Bayes
" JEE

m Consider learning f: X 2 Y, where
X is a vector of real-valued features, < X1 ... Xn >
Y is boolean

m Could use a Gaussian Naive Bayes classifier
assume all X are conditionally independent given Y
model P(X; | Y =y,) as Gaussian N(,c;)
model P(Y) as Bernoulli(6,1-0)

m What does that imply about the form of P(Y|X)?

©2005-2007 Carlos Guestrin 34
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Logistic regression v. Naive Bayes
" J

m Consider learning f: X 2 Y, where
Xis a vector of real-valued features, < X1 ... Xn >
Y is boolean

m Could use a Gaussian Naive Bayes classifier
assume all X; are conditionally independent given Y
model P(X; | Y =y,) as Gaussian N(,,c;)
model P(Y) as Bernoulli(6,1-0)

m What does that imply about the form of P(Y|X)?
1

1+ exp(wo + > w; X;)

P(Y — 1|X :< Xl,...Xn >) —

Coollln

©2005-2007 Carlos Guestrin 35

Derive form for P(Y|X) for continuous X

PEY = 11%) = P(Y =1)P(X|Y =1)

P(Y = 1)P(X|]Y = 1)+ P(Y = 0)P(X|Y = 0)

1
P(Y=0)P(X|Y=0)
1+ P(Y=1)P(X|Y=1)
1

P(Y=0)P(X|Y=0
1+ exp(in P%]’:l%PE.\’IY:lg)

1

©2005-2007 Carlos Guestrin 36
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Ratio of class-conditional probabilities
=

. — &g, .2
i POXY =0) . o

P(-X:|Y=1) P(Xi:i:|y:yk):a'i\/2_ﬂ' €

©2005-2007 Carlos Guestrin 37

Derive form for P(Y|X) for continuous X
- B P(Y = 1)P(X|Y = 1)
- ‘P(y =1X)= P(Y = 1)P(X|Y = 1)+ P(Y =0)P(X|Y =0)
_ 1
1+ exp( (In15%) 4+ 1n 7—‘—“%:'52?))

k

3 Hi0 = Hil I #11'20_
2 ! 207

i i

1
1+ exp(wo + 37 wiX;)

P(Y =1|X) =

©2005-2007 Carlos Guestrin 38
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Gaussian Naive Bayes v. Logistic Regression
“ JEE

Set of Gaussian Set of Logistic
Naive Bayes parameters Regression parameters
(feature variance
independent of class label)

Representation equivalence

But only in a special case!!! (GNB with class-independent variances)
But what'’s the difference???
LR makes no assumptions about P(X|Y) in learning!!!

Loss function!!!
Optimize different functions — Obtain different solutions

©2005-2007 Carlos Guestrin 39

Logistic regression for more

. dan.2 classes

m Logistic regression in more general case, where
Y €{Y; ... Yg} : learn R-1 sets of weights

©2005-2007 Carlos Guestrin 40
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Logistic regression more generally
“ JEE

m Logistic regression in more general case, where Y ¢
{Y; ... Yg} : learn R-1 sets of weights

for k<R

PV = g |X) = exp(wpo + 3jq whiXi)

14 Zfz_ll exp(wjo + X% q wyiX;)

for k=R (normalization, so no weights for this class)
1

1+ exp(wjo + X0y wyiX;)

PY =yplX) =

Features can be discrete or continuous!

©2005-2007 Carlos Guestrin 41

Loss functions: Likelihood v.
Conditional Likelihood
A

m Generative (Naive Bayes) Loss function:

Data likelihood
InP(D | w)

N
In P(x, o7 | w)
i=1

N N
CInP@ [ xdw) 4+ Y InP(x | w)
=1 j=1

J

m Discriminative models cannot compute P(xijw)!
m But, discriminative (logistic regression) loss function:
Conditional Data Likelihood N
In P(Dy | Dx,w) = 3 InP(y/ | xI, w)
=1

Doesn’t waste effort learning P(X) — focuses on P(Y|X) all that matters
for classification

©2005-2007 Carlos Guestrin 42
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Expressing Conditional Log Likelihood
" S

I(w) =" InP(y/|x), w) 1+ eap(ug + 5 wiX;)
J exp(wg + ¥ w; X;)

P(Y =1|X, =
( w) 14 explwg 4+ 3 wiX;)

J

©2005-2007 Carlos Guestrin 43

Maximizing Conditional Log Likelihood

P(Y =0|X,W) =

" e e
. . P(Y = 1|X, W) = . r!.-a:;l;{lu-o + L’;*\*i
l(w) = |nHP(y'7|X‘77W) + exp(wg 4+ ¥ wiX;)

J

= Zyj(wo + szxg) —In(1 4 exp(wo + szfﬂg))
J i 7

Good news: I(w) is concave function of w — no locally optimal
solutions

Bad news: no closed-form solution to maximize I(w)

Good news: concave functions easy to optimize

©2005-2007 Carlos Guestrin 44
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Optimizing concave function —
Gradient ascent
"

m Conditional likelihood for Logistic Regression is concave
— Find optimum with gradient ascent

Gradient: vwl(w)z[al(w),. Al(w)

wg 7 Bwnp

]I

Update rule: AW — ﬁv/v‘vl(w)

ol(w)
8’wi

w; — w; +7n

m Gradient ascent is simplest of optimization approaches
e.g., Conjugate gradient ascent much better (see reading)

©2005-2007 Carlos Guestrin 45

Maximize Conditional Log Likelihood:

Gradient ascent
"

(w) = Zyj(wo + zn:wlxg) —In(1 4 exp(wg + En:wzfrg))

Gradient ascent algorithm: iterate until change < ¢

For all i, w; —w; +ny 2y - P =1|x),w)]
J
repeat

©2005-2007 Carlos Guestrin 46
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That’s all M(C)LE. How about MAP?
p(w ‘ Y,X) o< P(Y | X, w)p(w)

m One common approach is to define priors on w
Normal distribution, zero mean, identity covariance
“Pushes” parameters towards zero

m Corresponds to Regularization
Helps avoid very large weights and overfitting
Explore this in your homework
More on this later in the semester

m MAP estimate
.'\r
w* = argmaxin [p(w) [] Py | x7, w)
i=1

©2005-2007 Carlos Guestrin 47

Gradient of M(C)AP

9 N i 2
%ln ?)(W) H P(yJ |XJ’W)] p(w) =H ‘ 1 1?_2'.-5

Jj=1

©2005-2007 Carlos Guestrin 48
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MLE vs MAP
" S

m Maximum conditional likelihood estimate

N
% __ J | 5J
w* =argmaxin {Hl P(y | x ,w)l
j=

wi —w; +n > @y — P(Y) =1|x,w)]
J

m Maximum conditional a posteriori estimate

N
* I ~Jd
w* =argmaxin {p(w) Hl Py | x ,w)]
i=

w; sz'-l-??{)\wi-l-zw‘g[yjp(yj =1 Xj,W)]}
J

©2005-2007 Carlos Guestrin 49

What you should know about

. Logistic Regression (LR)

m Gaussian Naive Bayes with class-independent variances
representationally equivalent to LR
Solution differs because of objective (loss) function
m In general, NB and LR make different assumptions
NB: Features independent given class — assumption on P(X]|Y)
LR: Functional form of P(Y|X), no assumption on P(X|Y)
m LR is a linear classifier
decision rule is a hyperplane
m LR optimized by conditional likelihood
no closed-form solution
concave — global optimum with gradient ascent
Maximum conditional a posteriori corresponds to regularization

©2005-2007 Carlos Guestrin 50
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