
Naïve Bayes and Logistic Regression

Recommended reading: 

• Mitchell, Chapter 6.9, 6.10, 6.11.1

• Bishop, Chapter 3.1.3, 3.1.4

• Ng and Jordan paper
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Function Approximation
• Learn f: X Y
• Learn P(Y | X)



Bayes Rule

Which is shorthand for:

Random Variable It’s ith possible value



Bayes Classifier
Training data:

How will we represent P(X|Y), P(Y)?

How many parameters must we estimate?  



Naïve Bayes
• Suppose X=h X1, …, Xn i
• Naïve Bayes assumes

i.e., that Xi and Xj are conditionally 
independent, given Y



Conditional Independence
Definition: X is conditionally independent of Y  given Z, 

if the probability distribution governing X is 
independent of the value of Y, given the value of Z

Which we often write 



Naïve Bayes uses assumption that the Xi are 
conditionally independent, given Y

then:

How many parameters needed now for P(X|Y)?













MAP for Beta distribution

• MAP: use most likely parameter:

• Beta prior equivalent to extra thumbtack flips

• As N →∞, prior is “forgotten”
• But, for small sample size, prior is important!





Learning to classify text documents

• Classify which email are spam
• Classify which web pages are student 

home pages

How shall we represent text documents 
for Naïve Bayes?







Baseline: Bag of Words Approach

aardvark 0

about 2

all 2

Africa 1

apple 0

anxious 0

...

gas 1

...

oil 1

…

Zaire 0





For code, see
www.cs.cmu.edu/~tom/mlbook.html
click on “Software and Data”

http://www.cs.cmu.edu/~tom/mlbook.html






What if we have continuous Xi



What you should know:

• Learning (generative) classifiers based on Bayes rule

• Conditional independence

• Naïve Bayes assumption and its consequences

• Naïve Bayes with discrete inputs, continuous inputs
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