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(assume target concept is in H, and noise-free training data)



(assume target concept is in H, noise-free training data)



1. Initialize VS to all hypotheses in H

2. For each new training example,

• remove from VS all hyps. that 
misclassify this example





Weighted Majority Algorithm

when β=0, 
equivalent 
to the 
Halving 
algorithm…

Weighted 
vote:



Even algorithms 
that learn or 
change over time…



Proof: relative mistake bound for Wtd Majority

• Let 
– D be any sequence of training examples, 
– A be any set of n prediction algorithms, 
– β = 0.5
– Let aj ∈ A be the prediction algorithm that makes fewest mistakes over D
– Let k be the number of mistakes made by aj over D
– Let M be the number of mistakes made during training by WtdMajority
– Let W =               be the sum of weights for all n algorithms (initially W=n)

• After training, the final weight wj of aj will be ...
• After training, total weight W of entire collection will be …
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• Let 
– D be any sequence of training examples, 
– A be any set of n prediction algorithms, 
– β = 0.5
– Let aj ∈ A be the prediction algorithm that makes fewest mistakes over D
– Let k be the number of mistakes made by aj over D
– Let M be the number of mistakes made during training by WtdMajority
– Let W =               be the sum of weights for all n algorithms (initially W=n)

• After training, the final weight wj of aj will be βk = (1/2)k

• After training, total weight W of entire collection will be at most n(3/4)M

– Note each mistake reduces current W to at most (3/4)W
• But wj must be less than or equal to W
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