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Some useful linear algebra

Scalar, Vector, Matrix

Basic operations (+, -, *)

Dot products (Inner product), Length of a
vector:|| x ||

Transpose, Inverse

Matrix calculus

i(xTA) =A ,E(Ax) =A" ,i(xTx) = 2X
OX OX OX

The chainrule: a4z 4y oz

X x r'J:..-'



The regression problem

* Instances: <x;, t>
e Learn: Mapping from x to t(x)

— Find coeffs w={w,,...,w,} In

AN

L(x) = f(x) = 2_; wihi(x)
~—
data
* Precisely, minimize the sum of squares residua
(SSR):

wo = argrr‘lﬁirnz (t(Xj) — szhz(xj))



Why minimize SSR?

e Learned In class: maximizing log-likelihood
In a Gaussian model
1 — [t_Zi w’ihi (X)] 2
P(t|x,w,o0) = e 202

o\ 27

 Minimizing SSR is also called Least Square
Error



Linear regression

* Problem: Find coeffs w={w,,...,w,} In

AN

t(x) = f(x) = 3, wihi(x)

o Start from linear regression

y=t() =3 wx =w'x

e A trick to deal with the constant term:
X = (Xgyeees X goD)'



Linear regression

Dataset has form
X h
X )2
X h3
xR I

Write matrix X and Y thus:

Each row of X represents a record

Let Y represent the output data and X represent the input data, the

linear regression model assumes a vector w such that

Y = XeW

Here w=




Linear regression

*To find the maximum likelihood estimation of w 1sto ook for
w which minimizes HXW- YH = (Xw-Y) (Xw-Y)
a concave function of w

T
«Solve OXw -Y) (Xw-Y) o
oW

O(Xw - Y)T
Aplly the chain rule, we get: 2Xw-Y) =0
ow

e XT(XW-Y) =0

* Therefore W = (XTX)'l)(TY
_——

What if XTX does not have inverse?
Pseudoinverse!




Linear regression

The max. ikelihood wis w = [(XTXFXTY)
R

X X5
XX s an mx m matnx: iJth eltis ; fiT R

R

X™ is an m-element vector: i elt Z_IH}}
k=]



Linear Regression

DATASET
y ® o inputs outpufts
v, =1 v, =
v, =3 v, =212
v, =2 v, =2
r,= 1.5 v,=19
vy =4 ve=13.1




The regression problem
What If non-linear

e Learn: Mapping from x to t(x)
— Find coeffs w={wg,...,w,} In
H(x) ~ f(x) = 3, wihi(x)

N~
data

 What if h(x) Is a non-linear function?
— Logistic regression



What you need to know

e Linear regression

— Optimizing sum squared error

— A linear regression has a close form solution
 More about regression

— Andrew Moore’s tutorials at
http://www-2.cs.cmu.edu/~awm/tutorials/




Questions?

?




