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INTRODUCTION

Among the most important concepts in number theory is that of quadratic residue.

For all relatively prime $a, m \in \mathbb{N}$, $a$ is a quadratic residue modulo $m$ if and only if $x^2 \equiv a \pmod{m}$ has a solution (if not, $a$ is a quadratic non-residue).

From purely computational considerations the concept is crucial, being of central importance in all recent primality algorithms [12], [16], [18] and in methods for factoring polynomials over finite fields [5], [6].

How hard is it to decide if $a$ is a quadratic residue modulo $m$? Few problems have received more attention [7]. When $m$ is prime, the Legendre symbol, the Jacobi symbol and the Gaussian Law of Quadratic Reciprocity yield a polynomial time algorithm [14]. When $m$ is composite, then the above result for primes together with the Chinese Remainder Theorem yields a polynomial time algorithm assuming $m$ can be factored (thus this problem is probably not $\text{NP}$-complete). Finding $x$'s such that $x^2 \equiv a \pmod{m}$ when $a$ is a quadratic residue is a far more complex problem. In [11] it was shown that finding the least $x$ such that $x^2 \equiv a \pmod{m}$ is $\text{NP}$-complete (even if $m$ is factored). The main result of this paper is:

THEOREM I [Assuming Extended Riemann Hypothesis]. There is a deterministic polynomial time algorithm which on inputs $a$, $p \in \mathbb{N}$, where $p$ is prime, outputs the least $x \in \mathbb{N}$ such that $x^2 \equiv a \pmod{p}$ (or "no" if $a$ is a quadratic non-residue modulo $p$).

The history of this problem is quite interesting [7]. The first reference to it is by Bhaskara Acharya (1150 AD) who considered the very special case $x^2 \equiv 3 \pmod{7}$. General methods have been discussed by many great mathematicians including Lagrange, Legendre, Gauss, Dirichlet and Lebesgue. However, among recent algorithms it appears that those of Berlekamp [5], [6] (as part of a general method to factor polynomials) and Lehmer [10] are the best. Both algorithms run in random polynomial time.

Both are based on a clever trick, where, roughly speaking, the problem $x^2 \equiv a \pmod{p}$ is transformed into a new problem $(x+c)^2 \equiv a \pmod{p}$ which because of the quadratic character of the roots is easy to solve. This trick seems to rely on very subtle features of the additive structure of numbers modulo $n$. As a consequence there seems to be no direct way to apply existing number theoretic results to determine if these algorithms run in deterministic polynomial time. Our algorithm also runs in random polynomial time but since it relies directly on features of the multiplicative structure of numbers modulo $p$, deep number theoretic results due to Ankeny [4] apply. (See below.)

The next theorem contrasts a consequence of Theorem I with a result from [11].

THEOREM II. Let $P_1$ be the problem of finding an $x \in \mathbb{N}$ such that $x^2 \equiv a \pmod{m}$ from inputs $a, m \in \mathbb{N}$, where $a$ is a quadratic residue modulo $m$, and $m$ is presented fully factored. Let $P_2$ be the problem of finding the least $x \in \mathbb{N}$ such that $x^2 \equiv a \pmod{m}$ from inputs $a, m \in \mathbb{N}$, where $a$ is a quadratic residue modulo $m$, and $m$ is presented fully factored.

a) [Assuming Extended Riemann Hypothesis] $P_1$ is in deterministic polynomial time.

b) $P_2$ is $\text{NP}$-complete.

To solve $P_1$, use Theorem I to solve $x^2 \equiv a \pmod{p}$ for each prime divisor of $m$. If $p^a | m$, $a > 1$ is the largest power of $p$ dividing $m$, solve $x_{k-1}^2 \equiv a \pmod{p^k}$, $k \geq 2$, $\ldots$, $a$ as

$x_k = x_{k-1} + v_{k-1} k^{-1}$, $\quad 2x_{k-1} v_{k-1} k^{-1} + x_{k-1}^2 - a = 0 \not\equiv \pmod{p}$

(see [14], Ch. 2.6), and use the Chinese Remainder Theorem to find the solution $x \pmod{m}$. The difficulty of $P_2$ seems to be that we have no way of predicting the size of the solution obtained from the Chinese Remainder Theorem in relation to the choice of solution to $x^2 \equiv a \pmod{p^2}$. (This phenomenon is reminiscent of the difficulty of comparing the sizes of numbers represented in a residue system [9].)

Our methods extend to give the following results:

THEOREM III [Assuming Extended Riemann Hypothesis]. For all $a$, there is a deterministic polynomial time algorithm which on inputs $a$, $p \in \mathbb{N}$, where $p$ is prime, outputs the least $x \in \mathbb{N}$ such that $x^2 \equiv a \pmod{p}$ (or "no" if no such $x$ exists).

THEOREM IV [Assuming Extended Riemann Hypothesis]. There is a deterministic algorithm running in time $O(n \log^c(p^n))$, for some $c > 0$ such that on inputs $a$, $p$, $n \in \mathbb{N}$ where $p$ is prime outputs the least $x \in \mathbb{N}$ such that $x^n \equiv a \pmod{p}$ (or "no" if no such $x$ exists).

Extensions of Theorem IV to include finding roots of arbitrary polynomials of degree $n$ would be of considerable interest. Recent results due to Pila (15) seem to indicate that these algorithms must be exponential in $n$. In this direction, it is straightforward to use Theorem I and the quadratic formula to get:

THEOREM V [Assuming Extended Riemann Hypothesis]. There is a deterministic polynomial time algorithm which on inputs $a, b, c, p \in \mathbb{N}$, where $p$ is prime, outputs both roots of the equation $ax^2 + bx + c \equiv 0 \pmod{p}$ (or "no" if the equation has no roots).
Because of the explicit formulas for solutions to polynomials of degree up to four it is likely that a similar result can be proved for these cases by applying Theorem III. Unfortunately further generally valid extensions by this technique are impossible as a consequence of Galois' famous results (in cases in which solution formulas for equations of higher degree of special forms do exist, the algorithm might again be extended).

THE ALGORITHM

The following three easy lemmas are central to the algorithm:

**LEMMA I.** For all \( N, K, p, a \in \mathbb{N} \) with \( N \leq 2^K(2N+1) \) and \( p \) prime,

If \( a^{2N} \equiv 1 \pmod{p} \), then \( a^{N+1} \) is a solution to \( x^2 \equiv a \pmod{p} \).

**PROOF.** (\( a^{N+1} \)) \( \equiv a^{2N} \equiv (a^{N+2})(a) \equiv (1)(a) \equiv a \pmod{p} \).

**LEMMA II.** For all \( N, K, p, a, g, j \in \mathbb{N} \) with

\[ p = 2^K(2N+1) \], \( p \) prime, and \( g \) a quadratic non-residue modulo \( p \):

\[ a^{2N+1} \equiv 1 \pmod{p} \] and \( a^{2-1}(2N+1) \not\equiv 1 \pmod{p} \) when \( 1 < j < K \)

\[ (a^{2-j})^{2-j}(2N+1) \equiv 1 \pmod{p} \]

**PROOF.** \( (a^{2-j}) \equiv a^{2-j}(2N+1) \), \( a^{2-j}(2N+1) \equiv (-1)(-1) \equiv 1 \pmod{p} \).

**LEMMA III.** For all \( m, g, a, b, y, z \in \mathbb{N} \) and \( y \equiv 0 \pmod{2} \):

\[ b^2 \equiv a^y \pmod{m} \] then \( (b^{2-y})^{2-y} \equiv a \pmod{m} \).

**PROOF.** \( (b^{2-y})^{2-y} \equiv b^{2-y} \) and \( (b^{2-y})^{2-y} \equiv a \pmod{m} \).

The algorithm begins by finding the number \( J_0 \) such that \( a^{2J_0}(2N+1) \equiv 1 \pmod{p} \). If \( J_0 = 0 \) then the algorithm finds a square root by application of Lemma I. If not it uses Lemma II to construct a new number \( a_2 \) for which the least number \( J_2 \) such that \( a_2^{2J_2}(2N+1) \equiv 1 \pmod{p} \) is guaranteed to be such that \( J_2 < J_0 \). It continues in this fashion until for some \( J_0 < J < K \). It then uses Lemma I to find a square root \( b_1 \) of \( a_1 \). It finally uses Lemma III to extract a square root of a from \( b_1 \).

To carry out this process the algorithm needs a quadratic non-residue modulo \( p \). The following deep result due to Ankeny [4] guarantees that this can be found in polynomial time.

**THEOREM (Ankeny)** [Assuming Extended Riemann Hypothesis]. There exists a \( c > 0 \) such that for all primes \( p \) the least quadratic non-residue modulo \( p \) is less than \( c \log p \). [Recent results obtained by P. Weinberger [20] suggest that \( c < 4 \).

Below is a more precise version of the procedure.

**Input a, p**

1. Use the Euclidean Algorithm and Miller's Algorithm [11,12] to reject the input if either \( a \) and \( p \) are not relatively prime or if \( p \) is not prime.

II. If \( a^2 \not\equiv 1 \pmod{p} \) then output "\( a \) is not a quadratic residue modulo \( p \)" (see [4]) and halt.

III. Find the least \( g \) such that \( g^2 \not\equiv 1 \pmod{p} \) (this \( g \) is a quadratic non-residue and by Ankeny's results this step is carried out in polynomial time).

IV. Compute \( K, N \) such that \( p = 2^K(2N+1) \).

V. Set \( L = 1 \).

VI. Find the least \( J \) such that \( a^{2J}(2N+1) \equiv 1 \pmod{p} \).

VII. If \( J = 0 \) (Lemma I applies) then set \( D = a^{N+1} \) and go to VIII. If \( J \neq 0 \) (Lemma II applies) then set

\[ a = a^{2J-1}, \quad L = L \cdot g^{K-J-1} \]

and go to VI. (Note: Step II and Lemma II assure \( J < K \)).

VIII. Compute (using Euclidean Algorithm) the inverse \( L^{-1} \) of \( L \pmod{p} \), output \( \text{MIN}(D \cdot L^{-1} \pmod{p}) \).

\(-\text{MIN}(DL^{-1} \pmod{p})\).

We outline a second proof of Theorem I, which provides further motivation for Lemma II, and for the more general construction of Theorems III and IV. First we note a principle which allows a reduction of the general problem of finding a \( q \)-th root modulo \( p \) to the problem of finding a \( q \)-th root modulo \( p \) of a number whose order is a power of \( q \), i.e. \( b^q \equiv 1 \pmod{p} \) and \( b^q \) is the smallest exponent for which this holds.

**LEMMA IV.** If \( a^t \equiv 1 \pmod{p} \) and \( (s,t) = 1 \), then for any solution \( w \in \mathbb{Z} \) of \( vs + wt = 1 \), we have for \( b = a^w \pmod{p} \), \( c = a^t \pmod{p} \):

\[ bc \equiv a^q \pmod{p} \]

\[ b^q \equiv 1 \pmod{p} \] and \( (0(a),s) = (0(b),s) \)

\[ c^t \equiv 1 \pmod{p} \] and \( (0(a),t) = (0(c),t) \)

where \( (x,y) = \text{gcd}(x,y) \), and \( (0(x)) \) is the order of \( x \) in the multiplicative group of integers modulo \( p \) and prime to \( p \).

The proof is obvious. As small \( q \), \( w \) exist, \( b \) and \( c \) can be obtained quickly.

Let us take (without loss of generality) \( q = 2 \) in the following. With any prime number \( p \), we can associate the binary tree with root \( 1 \) and such that the immediate descendants of any node \( b \), \( 1 < b < p \), a quadratic non-residue mod \( p \), are the two solutions of \( x^2 = b \pmod{p} \), \( 0 < x < p \). Thus the leaves of the tree are quadratic non-residues mod \( p \). All numbers occurring as nodes in the tree have order \( 2^q \) for some \( q > 0 \).

By Lemmas IV and I we can now reduce the problem of solving \( x^2 \equiv a \pmod{p} \) to the case where a occurs in the tree associated with \( p \); this problem can in turn be solved by finding a leaf \( k \) in the subtree with root \( a \) and squaring \( x \) until we obtain one of the immediate descendants of \( a \), which is the desired solution.

Ankeny's result shows that we can quickly find a quadratic non-residue modulo \( p \), which by Lemma IV can again be reduced to a leaf \( k \) of the tree. If \( k \) does not lie in the subtree with root \( a \), let \( b \) be the root of the minimal subtree containing \( k \) and \( a \); say \( k^2 \equiv b \pmod{p} \). By Lemma II we can now find a \( c \) such that \( c^{k-1} \equiv -1 \pmod{p} \); \( k \) is still a quadratic non-residue modulo \( p \) and \( k \) and \( c \) are contained in a strictly smaller subtree than \( k \) and \( a \). Repeating this process, we find a leaf in the subtree with root \( a \), as desired.
For Theorems III and IV we modify the algorithm as follows: To extract an \( n \)-th root, we factor \( \gcd(n,p-1) \) and repeatedly extract a \( q \)-th root, where \( q \) is a prime dividing \( \gcd(n,p-1) \). Finally we extract an \( n/\gcd(n,p-1) \)-th root. This last problem can be solved immediately, using a generalization of Lemma 1:

**Lemma 1:** For any \( n, N, N', a, p, K \in N \) with \( p \) prime, \( p-1 = n^k(n+h') \), \( 0 < N < n \), \( (n+h') = 1 \) and \( h = n^{-1} \mod(n+h') \):

If \( a^{n+h'} \equiv \mod(p) \), then

\[ a^{h} \text{ is a solution to } x^h \equiv a \mod(p). \]

In this case we have \( K = 0 \) and clearly the conditions of Lemma 1 can be satisfied. Thus we can in the following restrict ourselves to consideration of the problem:

\[ x^h \equiv a \mod(p), \quad q, p \text{ primes, } q|p-1. \]

To solve this problem, we apply the original algorithm: steps I-VI are modified in the obvious fashion replacing \( "a" \) by \( "a^q" \) and "quadratic (non-)residue" by "\( q \)-th (non-)residue" and \( 2H+1 \) by \( 2H+1 \mod(p) \), \( 0 < N < q \). Ankeny's theorem applies to the size of the \( q \)-th nonresidue equally well [4], so step III runs in polynomial time.

In step VII, if \( J = 0 \) we apply Lemma I; instead of I; if \( J > 0 \) then we use a similar generalization of Lemma II, with \( g^{2^k-u} \) replaced by \( g^{2^k-u} \), where \( \lambda \) is determined by trial and error to satisfy

\[ (\lambda, n) = 1, \quad 0 < \lambda < n, \quad \lambda \in N \]

\[ a^{2^{-1}(2^{N'+1})} \cdot g^{\lambda^2 \cdot 2^{-1}(2^{N+h'})} \equiv 1 \mod(p). \]

Finally, step VIII is carried out as before, with "\( q \)" replacing "\( a^{h} \" in Lemma III.

Remark. We indicate a different method for finding roots. The algorithms produced by this method are less efficient than those given; however they exemplify a strategy (using primitive roots) which may be more generally applicable in obtaining extensions of these results.

In the algorithms above, take \( g \) to be a primitive root modulo \( p \) rather than an arbitrary \( q \)-th nonresidue. This can be done, using

**Theorem** (Wang [19]) (Extended Riemann Hypothesis)

For some \( c > 0 \), and any prime \( p \): the least primitive root modulo \( p \) is less than \( c (\log p)^{\frac{1}{2}} \), where \( \# \) is the number of prime factors of \( p-1 \).

Unfortunately, there is no known deterministic polynomial time algorithm to decide whether \( g \) is in fact a primitive root modulo \( p \). Thus step III of the algorithm will not work. Instead, steps IV-VIII (as modified for \( q \)-th roots) are run for each number less than \( c (\log p)^{\frac{1}{2}} \) until a correct result is obtained; this can be verified by substitution in the congruence.

**Open Problems**

1. Are the problems of
   a) Primality testing
   b) Solving \( x^2 \equiv a \mod(p) \), \( p \) a prime (inputs: \( a, p \))
   deterministic polynomial time interreducible (without ERH, of course)? This type of question might lead to more insight into the role played by ERH; is ERH being put to a different use in the two problems?

2. Is the problem of finding a solution of \( x^2 \equiv a \mod(m) \), where \( m \) is an arbitrary natural number and the prime factorization of \( m \) is not given, in deterministic polynomial time? Compare Theorem II. If not, is factorization "required" to solve this problem? That is, can the problem be solved in deterministic polynomial time using an oracle for a problem \( Q \) such that factorization cannot be done in deterministic polynomial time with an oracle for \( Q \). (Only a plausibility argument can be expected at present for the latter claim.)

3. Consider the problem

   "on input \( p, y, q, p \text{ prime, } 0 < y < p, \)
   \( q \text{ primitive root modulo } p \), find \( x \): \( 0 < x < p, q^x \equiv y \mod(p) \).

Is there a deterministic polynomial time algorithm to do this? Assume ERH.

The last two problems have practical as well as theoretical interest because of recent developments in cryptography. See [8] and [17].
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