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A system and method for generating Word alignments from 
pairs of aligned text strings are provided. A corpus of text 
strings provides pairs of text strings, primarily sentences, in 
source and target languages. A ?rst alignment betWeen a text 
string pair creates links therebetWeen. Each link links a single 
token of the ?rst text string to a single token of the second text 
string. A second alignment also creates links betWeen the text 
string pair. In some cases, these links may correspond to 
bi-phrases. A modi?ed ?rst alignment is generated by selec 
tively modifying links in the ?rst alignment Which include a 
Word Which is infrequent in the corpus, based on links gen 
erated in the second alignment. This results in removing at 
least some of the links for the infrequent Words, alloWing 
more compact and better quality bi-phrases, With higher 
vocabulary coverage, to be extracted for use in a machine 
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WORD ALIGNMENT METHOD AND SYSTEM 
FOR IMPROVED VOCABULARY COVERAGE 
IN STATISTICAL MACHINE TRANSLATION 

BACKGROUND 

The present exemplary embodiment is directed to the ?eld 
of machine translation. It ?nds particular application in con 
nection With the translation of Words Which are used infre 
quently in a parallel corpus of text used for building a machine 
translation system. 

Out-of-vocabulary (OOV) Words are a problem faced by 
machine translation (MT) systems. Even When translating 
test sets similar in nature to a system’ s training data, there Will 
almost alWays be at least a small number of source-language 
Words for Which the system can produce no target-language 
translation. Current practice varies on the treatment given to 
OOV Words in the output of an MT system. They may be 
simply passed along into the output, deleted from the output, 
looked up in another translation or system resource, or 
handled through a variety of on-the-?y techniques such as 
attempted spelling correction or synonym substitution. 

Phrase-based statistical machine translation (SMT) sys 
tems employ a phrase table as a central resource. This is a 
probabilistic dictionary associating short sequences of Words 
in tWo languages. When translating from a source to a target 
language, the phrase table is accessed to retrieve a set of 
bi-phrases, each of Which includes a target phrase Which 
matches part of a source sentence or other text string. The 
retrieved bi-phrases are input to a scoring model, Which out 
puts an optimal translation of the source sentence using a 
subset of the retrieved bi-phrases. 
The phrase table is often obtained by ?rst aligning a par 

allel corpus at the level of the individual Words. This align 
ment often relies on a tool called GIZA++. GIZA++ is a 
statistical machine translation toolkit that is used to train IBM 
statistical translation models (Models 1-5) and an HMM 
Word alignment model. A further procedure then extracts 
phrase pairs (bi-phrases) and inserts them in a phrase table, 
together With the appropriate frequency statistics. The Moses 
system is the most common package for phrase extraction and 
decoding in statistical machine translation. For a description 
of the GIZA++ system, see, Franz Josef Och and Hermann 
Ney. A Systematic Comparison of Various Statistical Align 
ment Models. ComputationalLinguistics, 29(1):19-51, 2003 
(hereinafter, Och and Ney). For a description of IBM statis 
tical translation models, see Peter F. BroWn, StephenA. Della 
Pietra, Vincent J. Della Pietra, and Robert L. Mercer. The 
Mathematics of Statistical Machine Translation: Parameter 
Estimation. ComputationalLinguistics, 19(2):263-311, 1993 
(hereinafter BroWn, et al.). The Moses system is described in 
Philipp Koehn, et al. Moses: Open Source Toolkit for Statis 
tical Machine Translation. Proc. ACL 2007 Demo and Poster 
Sessions, pages 177-180, Prague, CZech Republic, 2007 
(hereinafter Koehn, et al. 2007). 

In the standard GIZA++ Word alignment of Och and Ney, 
the frequency of a Word can have a large impact on its align 
ment results. It is often dif?cult to obtaining precise align 
ments for loW-frequency Words under the IBM models imple 
mented in GIZA++. 

It has noW been observed that a signi?cant fraction of 
out-of-vocabulary Words (i.e., Words in the source language 
that an SMT system is unable to translate) in a phrase-based 
SMT system do occur in the training data, but they are lost 
While the system is being built because of imprecise rare 
Word alignment during the standard GIZA++ stage. 
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2 
The exemplary embodiment provides a system and method 

Which improves the initial Word-to-Word alignment process, 
such as that output by GIZA++. 

INCORPORATION BY REFERENCE 

The folloWing references, the disclosures of Which are 
incorporated herein in their entireties by reference, are men 
tioned: 

Phrase based machine translation systems are disclosed, 
for example, in US. Pat. No. 6,182,026 entitled METHOD 
AND DEVICE FOR TRANSLATING A SOURCE TEXT 
INTO A TARGET USING MODELING AND DYNAMIC 
PROGRAMMING, by Tillmann, et al.; US. Pub. No. 2004/ 
0024581 entitled STATISTICAL MACHINE TRANSLA 
TION, by Koehn, et al.; US. Pub. No. 2004/0030551 entitled 
PHRASE TO PHRASE JOINT PROBABILITY MODEL 
FOR STATISTICAL MACHINE TRANSLATION, by 
Marcu, et al.; US. Pub. No. 2008/0300857, published Dec. 4, 
2008, entitled METHOD FOR ALIGNING SENTENCES 
AT THE WORD LEVEL ENFORCING SELECTIVE CON 
TIGUITY CONSTRAINTS, by Madalina Barbaiani, et al.; 
US. Pub. No. 2006/0190241, published Aug. 24, 2006, 
entitled APPARATUS AND METHODS FOR ALIGNING 
WORDS IN BILINGUAL SENTENCES, by Cyril Goutte, et 
al.; US. Pub. No. 2007/0150257, published Jun. 28, 2007, 
entitled MACHINE TRANSLATION USING NON-CON 
TIGUOUS FRAGMENTS OF TEXT, by Nicola Cancedda, 
et al.; US. Pub. No. 2007/0265825, published Nov. 15, 2007, 
entitled MACHINE TRANSLATION USING ELASTIC 
CHUNKS, by Nicola Cancedda, et al.; and US. application 
Ser. No. 12/690,504, ?led on Jan. 1, 2010, entitled STATIS 
TICAL MACHINE TRANSLATION SYSTEM AND 
METHOD FOR TRANSLATION OF TEXT INTO LAN 
GUAGES WHICH PRODUCE CLOSED COMPOUND 
WORDS, by Sara Stymne, et al. 

Methods for building libraries of parallel corpora from 
Which bilingual dictionaries can be generated are disclosed, 
for example, in US. Pub No. 20080262826, published Oct. 
23, 2008, entitled METHOD FOR BUILDING PARALLEL 
CORPORA, by Francois Pacull; and US. patent application 
Ser. No. 12/427,149, ?led on Apr. 21, 2009, entitled BI 
PHRASE FILTERING FOR STATISTICAL MACHINE 
TRANSLATION, by Marc Dymetman, et al. 

Methods for evaluating the quality of machine translation 
are disclosed, for example, in US. Pub. No. 2005/0137854, 
published Jun. 23, 2005, entitled METHOD AND APPARA 
TUS FOR EVALUATING MACHINE TRANSLATION 
QUALITY, by Nicola Cancedda, et al., US. Pat. No. 6,917, 
936, issued Jul. 12,2005, entitled METHOD AND APPARA 
TUS FOR MEASURING SIMILARITY BETWEEN 
DOCUMENTS, by Nicola Cancedda; and US. Pub. No. 
20090175545, published Jul. 9, 2009, entitled METHOD 
FOR COMPUTING SIMILARITY BETWEEN TEXT 
SPANS USING FACTORED WORD SEQUENCE KER 
NELS, by Nicola Cancedda, et al. 

BRIEF DESCRIPTION 

In accordance With one aspect of the exemplary embodi 
ment, a method for generating Word alignments from pairs of 
aligned text strings includes, from a corpus of text strings, 
receiving a pair of text strings comprising a ?rst text string in 
a ?rst language and a second text string in a second language. 
With a ?rst alignment tool, a ?rst alignment betWeen the ?rst 
and second text strings is generated Which creates links 
betWeen the ?rst and second text string. Each link links a 
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single token of the ?rst text string to a single token of the 
second text string, the tokens of the ?rst and second text 
strings including Words. With a second alignment tool, a 
second alignment is generated betWeen the ?rst and second 
text strings, Which creates links betWeen the ?rst and second 
text strings. Each link of the second alignment links at least 
one token of the ?rst text string to at least one token of the 
second text string. A modi?ed ?rst alignment is generated by 
selectively modifying links in the ?rst alignment, Which each 
include at least one Word Which is infrequent in the corpus, 
based on links generated in the second alignment. 

In another aspect, a system for generating Word alignments 
from aligned text strings includes instructions stored in 
memory for receiving a source sentence in a source language 
and a target sentence in a target language from a text corpus, 
the target sentence having been automatically identi?ed as 
being a translation of the source sentence; instructions for 
generating a ?rst alignment betWeen the source sentence and 
the target sentence by forming links, including some links 
that each link a source Word With a target Word; instructions 
for generating a second alignment betWeen the source sen 
tence and the target sentence by forming links, including 
some links that each link at least one source Word With at least 
one target Word. The instructions for generating the second 
alignment generate alignments for sentence pairs in the cor 
pus Which include feWer links, on average, than the instruc 
tions for generating a ?rst alignment. Instructions are pro 
vided for identifying links in the second alignment Which 
include infrequent Words and, based on at least some of these 
identi?ed links, modifying the ?rst alignment to remove links 
betWeen the infrequent Words that are present in the second 
alignment links and other Words of the ?rst alignment Which 
do not form a part of one of the identi?ed second alignment 
links. 

In another aspect, a method for generating Word align 
ments from aligned sentences includes receiving a source 
sentence in a source language and a target sentence in a target 
language from a text corpus, the target sentence having been 
automatically identi?ed as being a translation of the source 
sentence. With a processor, a Word alignment is generated 
betWeen the source sentence and the target sentence by form 
ing links, including some links that each link a source Word 
With a target Word. A second alignment is generated betWeen 
the source sentence and the target sentence by a method 
Which generates alignments for sentence pairs in the corpus 
Which include feWer links, on average, than the method for 
generating the ?rst alignment, the second alignment includ 
ing some links that each link at least one source Word With at 
least one target Word. Links in the second alignment Which 
comprise infrequent Words are identi?ed and, based on at 
least some of these identi?ed links, the ?rst alignment is 
modi?ed to remove links betWeen the infrequent Words that 
are present among the second alignment links and other 
Words of the ?rst alignment Which do not form a part of one of 
the identi?ed second alignment links. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is an example of an alignment for tokens of a partial 
French-English sentence Where 95/ 3 5/ CE and 95/ 35/ EC rep 
resent Words Which are singletons, demonstrating the phe 
nomenon Where such Words generate a large number of incor 
rect alignment links; 

FIG. 2 illustrates an alignment of tokens of source and 
target sentences output by the GIZA++ system; 

FIG. 3 illustrates the alignment achieved after modifying 
only rare Word alignments (here, contre-performances) in the 
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4 
alignment of FIG. 2 With the alignment output by a bi-phrase 
alignment system (the Anymalign system); 

FIG. 4 is a How diagram illustrating an alignment method 
in accordance With one aspect of the exemplary embodiment; 

FIG. 5 is a functional block diagram of an alignment sys 
tem in accordance With another aspect of the exemplary 
embodiment; 

FIG. 6 is a graph for a German-English translation system 
shoWing the number of out-of-vocabulary (OOV) Word types 
recorded on a test set (the test2007 set) for each of ?ve 
alignment system con?gurations, Where the vertical bars indi 
cate the exact OOV rate and the vertical lines mark the inter 
val betWeen the OOV counts obtained using the regular and 
strict phrase table vocabulary; and 

FIG. 7 is a graph as for FIG. 6, but for a French-English 
translation system. 

DETAILED DESCRIPTION 

The exemplary embodiment relates to a system, method, 
and computer program product for automatic generation of 
Word alignments for source and target language sentence in a 
training corpus Which ?nds application in phrase-based sta 
ti stical machine translation, and to a bi-phrase table generated 
in accordance With the exemplary method. The system takes, 
as input, a pair of text strings (Which can each be considered 
as a sequence of tokens), one in a ?rst natural language (the 
source language), the other in a second natural language (the 
target language), and outputs an alignment in Which each 
Word of the source sentence is linked to at least one Word of 
the target sentence (and vice versa). From the resulting align 
ment, and many such other alignments, a bi-phase table can 
be generated. 
A “bi-phase,” as used herein, is a pair of phrases (each 

phrase comprising a sequence of one or more Words), one 
phrase from the source language and the other from the target 
language, Which the automated system used for extracting 
bi-phrases has output as a translation of each other in at least 
the source language to target language direction. 

Out-of-vocabulary (OOV) Words are source Words Which 
do not appear in bi-phrases in the phrase table (except, pos 
sibly, in multi-Word combinations), and therefore cannot be 
translated by a translation system Which relies on the phrase 
table (unless the multi-Word combination is present in the 
text). The present system and method enables OOV Words 
that occur in the training data to be retained While the system 
is being built rather than discarding them due to imprecise 
rare-Word alignment during the standard Word alignment 
stage. The number of OOV Words in the output of a phrase 
based SMT system can thus be reduced by speci?cally modi 
fying the system-building process to increase vocabulary 
coverage. It also enables a greater number of meaningful 
bi-phrases to be generated, i.e., bi-phrases Which are short 
enough to be found in a source text to be translated. 

To address the problem of rare Words, a neW technique for 
re?ning the GIZA++ alignment process (or other Word align 
ment method) With rare-Word alignments from alternative 
toolkits is employed. Though the alternative toolkits may be 
unsuitable for aligning the Whole corpus on their oWn, using 
them in a more controlled manner is bene?cial. In particular, 
the present method gives improved vocabulary coverage 
Without loss of output quality. 

Evaluations of the present system shoW that reductions in 
OOV rates on a particular test set of betWeen 24% and 26% 
can be achieved for tWo different language pairs, or up to 77% 
of the distance to the best theoretical test-set OOV rate, given 
the training data. At the same time, human judges rank the 
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re?ned output of the present method higher than output from 
GIZA++ or the alternative toolkits. 

The method is not limited to any particular phrase-based 
SMT system and can be incorporated, for example, into any 
of the systems mentioned above and incorporated herein by 
reference. For other SMT systems in Which the method could 
be used, see, for example, Philipp Koehn, Franz Josef Och, 
and Daniel Marcu. Statistical Phrase-Based Translation. 
Proc. HLT-NAACL 2003, pages 48-54, Edmonton, Canada, 
2003. 

The system and method operate on the assumption that 
OOV Words are not merely Words that do not appear in the 
system’s training data. Rather, it has been found that that a 
signi?cant number of OOV Words do appear in the training 
data. HoWever, they Were lost among the data processing and 
resource extraction steps performed in building the system 
from that data. For example, in one particulartest set, betWeen 
31% and 36% of the OOV Words did appear in the training 
data but did not survive the translation system training phase. 
Some of these Words Which are lost may be singletons, i.e., 
Words Which occur only once in the training corpus, although 
Words Which occur With someWhat higher frequency may also 
be lost. The loss of these Words may occur during ?ltering or 
pre-processing the training corpus, statistically aligning 
Words in a given source-language sentence to their transla 
tions in the target-language sentence, or the extraction of 
scored translation fragment pairs (“bi-phrases”) from those 
Word alignments. In particular, as outlined in the OOV study 
in the Example section beloW, it Was found that virtually all of 
the vocabulary loss occurs because of problems in the Word 
alignment stage. 

While the GIZA++ Word alignment system is prone to 
vocabulary loss, other alignment systems also suffer from 
problems. In a study of tWo existing alternative alignment 
approaches, the Anymalign system and the Berkeley aligner, 
it has been found that these systems do not suffer as much 
from the vocabulary loss problem, but overall performance of 
translation systems built With bi-phases generated from their 
outputs does not match that of GIZA++. For details of the 
Anymalign system, see Adrien Lardilleux and Yves Lepage. 
A Truly Multilingual, High Coverage, Accurate, Yet Simple, 
Subsentential Alignment Method. Proceedings of the Eighth 
Conference of the Association for Machine Translation in the 
Americas, pages 125-132, Waikiki, Hi., 2008 (hereinafter, 
Lardilleux and Lepage 2008). The Berkeley aligner is 
described in Percy Liang and Ben Taskar and Dan Klein. 
Alignment by Agreement. Proceedings of the Human Lan 
guage Technology Conference of the ACL, pages 104-111, 
NeW York, NY, 2006 (hereinafter Liang, et al.). 

The present embodiment provides an alignment approach 
Which combines multiple Word alignment systems, such as 
the GIZA++ Word alignment system With one or both of the 
Anymalign system and the Berkeley aligner in a Way Which 
leverages the different behaviors of each type of system. 
Empirical results on OOV rate and output quality of the 
resulting system are presented beloW. 
The “Garbage Collector” Phenomenon 
One problem addressed by the present method is that the 

frequency of a Word in the training corpus can have a large 
impact on its alignment results. The term “garbage collector” 
Was coined by Peter F. BroWn, and others, to refer to rare 
Words on one side of a parallel sentence that generate large 
numbers of incorrect Word alignment links to the other side. 
The phenomenon has been found to be particularly problem 
atic in IBM Word alignment Model 1, as noted by Moore (see 
Robert Moore. Improving IBM Word-alignment Model 1. 
Proc. 42”“ ACL Meeting, pages 518-525, Barcelona, Spain, 
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6 
July 2004), providing an intuitive example of a parallel sen 
tence Where a rare source-side Word co-occurs With its correct 

target-side translation in the presence of a more common 
source Word that co-occurs With an infrequent target transla 
tion. In such a situation, the overall alignment probability is 
higher if the rare source Word generates both its correct trans 
lation and the infrequent translation of the common source 
Word, each With probability 0.5, rather than the rare source 
Word being correctly aligned With probability 1.0 and the 
common source Word generating its infrequent translation 
With a correspondingly loW probability. 

The problem is not limited to Model 1. Signi?cant evi 
dence for the garbage collector problem can be found using 
the entire GIZA++ cascade of IBM models (through Model 

4). 
The GIZA++ system is able to perform only unidirectional 

alignments: i.e., it can perform one in the source-to-target 
direction, Where each source Word is linked to one or more 

target Words (but not vice versa), and another for the target 
to-source direction Where each target Word is linked to one or 

more source Words (but not vice versa). The results of the tWo 
unidirectional alignments can then be “symmetriZed,” i.e., a 
union of sorts betWeen the tWo alignments is performed to 
generate a single, symmetriZed alignment (this is not neces 
sarily a simple addition of all the alignments from each direc 
tion). This symmetrization often adds additional links to the 
alignment matrix and results in the situation Where a source 
Word can be linked to many target Words and is at the same 
time part of a group of source Words all linked to the same 
target Word. 

FIG. 1, by Way of example, shoWs a partial example sen 
tence from a French-English training corpus. The black 
squares represent symmetriZed alignments. The symmetriza 
tion of the unidirectional alignments Was performed using the 
“groW-diag-?nal” heuristic (see Philipp Koehn, Amittai 
Axelrod, Alexandra Birch Mayne, Chris Callison-Burch, 
Miles Osborne, and David Talbot. Edinburgh System 
Description for the 2005 IWSLT Speech Translation Evalu 
ation. Proceedings of I WSLT 2005, Pittsburgh, Pa., 2005, 
hereinafter Koehn, et al. 2005). The bolded Words “95/35/ 
CE” and “95/35/EC” are singletons, appearing only once in 
their respective sides of the entire French-English parallel 
corpus. Though the correct alignment link betWeen the tWo 
Words is included, the French singleton generates six addi 
tional incorrect links and the English singleton generates 
three. The more common French Word “imposées” should be 
translated as the entire English phrase “Which have been laid 
doWn,” or at least as the key Words “laid doWn.” Instead, these 
less frequent Words are covered by the singleton “95/35/CE,” 
Which represents a Word in the sentence. 

Garbage collector Words, Which are generally loW-fre 
quency (rare in the corpus) Words, have a severe impact on 
phrase extraction from sentences like those in FIG. 1 because 
of the requirement that all extracted bi-phrases must be “con 
sistent” With the underlying Word alignments. That is, all 
Words Within a bi-phrase must only be aligned to other Words 
Within the bi-phrase, and all Words outside of a bi-phrase must 
only be aligned to other Words outside the bi-phrase. FolloW 
ing this requirement, the smallest bi-phrase containing “95/ 
35/CE” that is extractable from the example sentence is 
eleven Words long in French and tWelve Words long in English 
(corresponding to “normes . . . 95/35/CE” in French and 

“relevant. . . 95/35/EC” in English). Unfortunately, this is far 
above the default maximum phrase length of seven Words 
speci?ed in the Moses phrase extraction system (Koehn, et al. 
2007). 
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Nearby Words experience extraction problems as Well: the 
smallest consistent phrase containing “laid,” or any other 
Word in French or English aligned With “95/35/CE” or “95/ 
35/EC,” in this sentence is also 11 by 12 Words. Since small, 
precise bi-phrases are blocked from large areas of the parallel 
sentence, the resulting phrase table risks being less precise 
(and less usable for translating neW sentences) because some 
vocabulary items only appear in large phrases that are 
unlikely to match a neW source sentence. 

Precise Alignments for Rare Words 
A problem With other existing alignment systems is that the 

resulting phrase table can be too large or too small, depending 
on the methods used. Unlike the GIZA++ method, the Any 
malign method does not undergo a Word alignment phase 
prior to bi-phrase extraction. Rather, the output of the Any 
malign system is bi-phrases. In particular, the Anymalign 
alignment and phrase extraction method described in Lardil 
leux and Lepage 2008 detects “perfect alignments” by com 
puting the cosine difference betWeen source-language Words 
or phrases and target-language Words or phrases. Words that 
appear on exactly the same lines in a parallel corpus are 
extracted as bi-phrases. In general, the probability of ?nding 
such perfect alignments decreases as the corpus siZe 
increases, so the Anymalign system carries out its computa 
tions on small, repeated random subsamples of the corpus. 
Bi-phrases Which are extracted from feWer than a predeter 
mined number of these “sub-corpora” are generally ignored. 

In practice, since even in small sub-corpora it is unlikely 
that a common Word Will appear exactly on the same lines as 
a very rare Word, the Anymalign system is able to extract 
precise translations for infrequent Words. However, its overall 
phrasal coverage lags far behind that of GIZA++ and phrase 
based SMT extraction heuristics, by a factor of up to 40 (See, 
Adrien Lardilleux, Jonathan Chevelu, Yves Lepage, Ghislain 
Putois and Julien Gosme. Lexicons or Phrase Tables? An 
Investigation in Sampling-Based Multilingual Alignment. 
Proc. 3rd Workshop on Example-BasedMachine Translation, 
pages 45-52, Dublin, Ireland, 2009). The Anymalign system 
is thus insu?icient as a stand-alone phrase extractor, but in the 
present system, it can provide a complementary strength to 
the GIZA++ system at the unigram level. 

The Berkeley unsupervised aligner (see, Liang, et al.) is 
based on a portion of the same series of IBM Word alignment 
models used in GIZA++, but the models are trained in both 
directions at the same time (unlike the GIZA++ system Where 
a symmetriZation phase folloWs the tWo unidirectional align 
ments). As a consequence, the source-to-target alignments 
are able to take into account the target-to-source alignments 
as they are being learned, and vice versa. This alloWs the 
Berkeley aligner to avoid many instances of the garbage 
collector phenomenon. In the example of FIG. 1, the correct 
alignment “95/35/CE”(—> “95/35/EC” is strengthened during 
training because it is among the links generated in both the 
English-to-French and French-to-English directions, While 
incorrect unidirectional links are not boosted in this Way. The 
result is a sparser alignment. HoWever, this applies not only 
for rare Words, but across the training corpus in general. 
During Moses phrase extraction, the sparser Word alignments 
lead to a much larger and much more ambiguous phrase table, 
more than tWice the siZe of the corresponding table extracted 
from GIZA++ alignments. When ?ltered to a given test set, 
around four times as many bi-phrases are kept. 

The problem With the Berkeley aligner is, in some sense, 
complementary to the problem With Anymalign. Whereas the 
Anymalign phrase table is too small to be used in isolation, 
the Berkeley phrase table may be too large. 
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8 
The Exemplary Alignment Re?ning Technique 

For reasons outlined above, the present system and method 
retain most of the GIZA++ alignment links. Here GIZA++ is 
used as an example ?rst Word alignment system, bearing in 
mind that other available or later developed Word alignment 
systems Which attempt to provide an alignment for every 
source Word With at least one target Word are also contem 
plated. To reduce the elimination of rare Words, a portion of 
the alignments are re?ned, speci?cally, those in the problem 
area of loW-frequency Words, using an alternative, second 
alignment process. This combination enforces a neW hard 
alignment replacement constraint for loW-frequency Words, 
as detailed beloW. 
By Way of example, FIG. 2 illustrates an example of 

GIZA++ alignment 2 of a source-target sentence pair (here, 
the source sentence 4 is in French and the target sentence 6 is 
in English). Blocks represent links 8 in the alignment. Each 
link 8 links exactly one source token With exactly one target 
token. (Note, hoWever, that the system has not been able to 
provide an alignment for the French Word les). FIG. 3 shoWs 
a modi?ed alignment of the same sentence pair after re?ning 
the GIZA++ alignment With the bi-phrase “contre-perfor 
mances”<—> “under-performance” and dropping other links 
stemming from both these Words. As can be seen, the result 
ing alignment includes feWer links 8 Which involve the rare 
Word. 

FIG. 4 illustrates the exemplary method. A system for 
performing the method is shoWn in FIG. 5. The method begins 
at S100. 
At S102 a parallel corpus 10 is provided. The corpus 

includes a text corpus 12 comprising a large body of text in a 
source language, such as French, and a text corpus 14 com 
prising a large body of text in a target language, such as 
English. The corpus 10 includes portions of text in each 
language that have been determined to be mutual translations 
of each other. The text in the parallel corpus 10 is aligned at 
the sentence level, i.e., each source sentence is matched With 
a corresponding target sentence as a sentence pair. Methods 
for automatically identifying sentences Which are expected to 
be mutual translations of each other are Well knoWn. For 
example, tWo documents Which are expected to be mutual 
translations are ?rst aligned at the paragraph level, e.g., by 
considering the layout of the tWo documents. Then, Within 
each aligned pair of paragraphs, the sentences can be aligned 
by considering various heuristics, e.g., the order, number of 
Words, etc. All of this can by performed automatically by a 
suitable computer Which includes a processor for executing 
the instructions. Methods for aligning sentences in parallel 
corpora are described, for example, in W. A. Gale and K. W. 
Church, A program for aligning sentences in bilingual cor 
pora, CompuZaZionalLinguislics 1991: 75-102 (1993). Meth 
ods for identifying parallel corpora are disclosed, for 
example, in US. Pub No. 20080262826, published Oct. 23, 
2008, entitled METHOD FOR BUILDING PARALLEL 
CORPORA, by Francois Pacull. 
Once the pairs of matching sentences have been identi?ed, 

other preprocessing may be performed on the corpus 10 to 
?lter out sentences Which may be expected to contribute 
negatively to the SMT system performance. For example, 
sentences Where the number of Words or other tokens in one 
sentence of a pair is substantially larger than in the other may 
be ?ltered out. Additionally pairs Which include sentences 
Which exceed a predetermined length may be ?ltered out. The 
sentence pairs are tokeniZed, i.e., each sentence (or more 
generally, a text string) is converted to a sequence of tokens. 
The tokens are primarily Words but may also include other 
tokens, such as numbers and punctuation, e.g., periods and 
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commas. Hyphenated or compound Words may be extracted 
as a single token or processing may be performed to split them 
into shorter tokens With the appropriate structure for the lan 
guage in question. 

At S104, the optionally preprocessed parallel corpus 10 of 
sentence pairs is processed With a primary alignment soft 
Ware tool 16, such as GIZA++. This tool takes each of a large 
set of sentence pairs in the corpus and generates an alignment 
for each sentence pair betWeen Words of the source sentence 
and Words of the target sentence in the sentence pair. The 
primary alignment software tool 16 generates the ?rst align 
ment Without generation of bi-phrases or other restricted text 
sequences from Which the Word alignments are required to be 
draWn. (This, on average, may result in a larger number of 
links than Would be the case With a secondary alignment tool 
18, such as the Anymalign or Berkeley systems, although it is 
not alWays the case for every sentence pair). 

In particular, the ?rst alignment process generates an align 
ment comprising a set of links 8. Each link 8 links a single 
token of the source sentence to a single token of the target 
sentence. Each token may participate in one or more of these 
links. As a result, each Word (or other token) in the source text 
string is generally aligned With at least one Word (or other 
token) in the target text string and vice versa. In a feW cases, 
Where there is no Word With Which to align, the system may 
generate a special NULL alignment to indicate that the source 
(or target) Word has no real alignment. In the exemplary 
embodiment, the primary alignment softWare tool may be run 
separately in source-to-target and target-to-source directions. 
The resulting unidirectional alignments can then be symme 
triZed With a heuristic, such as the “groW-diag-?nal” heuristic 
(see, Koehn, et al., 2005) to produce the ?rst alignment. The 
Word alignments for each sentence pair can be stored in the 
form of a matrix, such as that shoWn in FIG. 2, or analogous 
data structure in computer memory 36. 
At S106, the same, optionally preprocessed parallel corpus 

10 is processed With the secondary alignment softWare tool 18 
such as the Anymalign or Berkeley softWare tool to produce a 
second alignment. In the case of the Berkeley alignment tool, 
Word alignments are generated, from Which bi-phrases can be 
extracted. In the case of the Anymalign system, bi-phrases, 
rather than Word alignments are output by the system. The 
Word/phrase alignments can be stored in the form of a matrix 
or analogous data structure in computer memory 36. 
At S108, Working on the Word alignment output of S104, 

alignments for loW-frequency Words are modi?ed in situ 
based on the alignments generated in the second alignment. 
Speci?cally, the Word alignments derived from the phrase/ 
Word pairs, extracted on the same parallel corpus 10 in S106, 
are used to modify only a subset of the links 8 generated in the 
?rst alignment, in particular, those links Which are associated 
With the loW-frequency Words (or bi-phrases comprising loW 
frequency Words in the case of a phrase alignment, such as 
Anymalign). In this step, only a small portion of the align 
ment links generated at S104 are modi?ed. For those align 
ments Where there are no loW-frequency Words or phrases 
identi?ed, no modi?cations are made to the ?rst alignment. 

The scope of the replacements can be varied by adjusting at 
least one of the folloWing tWo parameters. A ?rst selectable 
parameter is a loW-frequency cutoff f Which sets the maxi 
mum number of times a Word can appear in the corpus and 
still count as a “loW-frequency” Word. These Words are those 
that may have their alignments re?ned according to the 
phrase/Wordpairs output in S106. For example f 21 and in one 
embodiment, fslO. For example, fcan be 1, 2, 3, 4, 5, or 6, 
e.g., up to 4. For example, When f is 4, all Words Which are 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

10 
present more than four times in the source side of the corpus 
are not candidates for replacement. 

Another parameter (applicable to the Anymalign system) 
relates to the bi-phrases from Which the Word alignments are 
extracted in the second alignment (S106). If there are too feW 
occurrences of the bi-phrases, these alignments can be 
ignored. In the case of the Anymalign tool, for example, the 
Anymalign cutoff k sets the minimum number of sub-corpora 
that anAnymalign bi-phrase must have been extracted from in 
order for it to count as a valid replacement bi-phrase. The 
sub-corpora are randomly sampled portions of the corpus 10, 
that may overlap in content. 

This method therefore acts as a hard constraint: all align 
ments Will be replaced provided they satisfy the tWo thresh 
olds: i.e., Where Word frequency is no greater than f (e.g., s4) 
and bi-phrase frequency in the sub-corpora is at least k (e. g., 
24). In other embodiments, only parameter f is considered. 

Thus, part of the exemplary method may include de?ning a 
value of fand/or k, e.g., by a trial and error approach in Which 
translation systems built With different values of the param 
eters are evaluated. These values are then used on the entire 

corpus. 
As an example, consider the sentence pair in FIG. 2, Where 

the French Word “contre-performances” is a singleton in an 
exemplary French-English parallel training corpus 10. Using 
the same corpus, the Anymalign system is run for 18 hours 
and the resulting phrase table is examined. (The public 
release of the Anymalign system is parameteriZed by time 
rather than by number of corpus subsamples.) It contains the 
bi-phrase “contre-performances”<—> “under-performance” 
With a count of four. Accordingly, With thresholds fzl and 
ks4, all alignment links in the sentence for the source-side 
phrase “contre-performances” Will be removed except for the 
link pointing to the target side “under-performance”. 
At S110, in order to remain consistent, any alignment links 

from the target phrase of one of the bi-phrases or Word pairs 
extracted in S106 not pointing to a Word Within the corre 
sponding source phrase/Word Will also be removed. As Will be 
appreciated, S108 and S110 can be performed in a single step. 
The re?ned alignment for the example of FIG. 2 is shoWn 

in FIG. 3. By comparing FIGS. 2 and 3, it can be seen that 
several links 8 have been removed by the exemplary process. 
Speci?cally, the links betWeen the loW frequency Word (“con 
tre-performances”) on the source side of the replacing bi 
phrase and all Words in the target sentence 6 Which are not in 
the target side of the replacing bi-phrase are removed in S108. 
This results in the removal of the links betWeen “contre 
performances” and the target Words “assured,” “consistent,” 
and “must”. Similarly, all the links betWeen the target side 
“under-performance” of the replacing bi-phrase and Words of 
the source sentence 4 Which are not in the source side of the 
replacing bi-phrase are removed. This results in the removal 
of the links betWeen “under-performance” and the Words 
“immanquablement” and “menent” from the alignment at 
S110. As Will be appreciated, only those sentence pairs With 
infrequent Words may be modi?ed in this process. 

Because the Anymalign system generates bi-phrases rather 
than Word pair alignments, the bi-phrase selected to re?ne the 
links in the ?rst alignment 2 may include one or more frequent 
Words (i.e., a Word Which has a frequency f in the corpus 10 
Which is greater than the upper threshold). For example, if in 
the case of the sentences of FIG. 2, Anymalign produced an 
alignment in Which the bi-phrase “contre-performances 
menent”<—> “under-performance must” Was generated, then 
all the links for these Words in the ?rst alignment 2 Would be 
removed, except for the existing ones betWeen these four 
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Words: i.e., “contre-performances” Would remain aligned 
With both “under-performance” and “must.” 

While the Berkeley system outputs Word alignments, in the 
exemplary embodiment, bi-phrases are extracted from these 
Word alignments and used in the same Way as the Anymalign 
bi-phrases, although it is also contemplated that in other 
embodiments, Word alignments from the Berkeley system 
may be used directly. In the exemplary embodiment, since 
bi-phrases are used, the entire source and/or entire target side 
of an Anymalign bi-phrase generated in S106, or bi-phrase 
generated from a Berkeley alignment, is required to be made 
up of loW-frequency Words in order for it to be used in the 
modi?cation of the ?rst alignment 2. Given the loW-fre 
quency cutoff f, the parallel corpus 10 is preprocessed to 
identify the source and target Words that appear only f times 
or feWer. These are the loW-frequency Words. Then, the bi 
phrases for the second alignment are revieWed to identify 
those Whose source and/or target sides are made up entirely of 
loW-frequency Words. These are the candidate bi-phrase 
replacements, Which, if the Anymalign system is being used, 
may be ?ltered based on frequency count according to the 
Anymalign cutoff k. Then, any surviving phase pair align 
ment is imposed on the ?rst alignment 2. 
As Will be appreciated from the foregoing, the second 

alignment step S106 may be performed prior to or during the 
?rst alignment step S104. Indeed, in one embodiment, the 
entire corpus 10 of preprocessed sentence pairs may be pro 
cessed ?rst With the secondary alignment tool 18 to identify 
bi-phrases Which meet the f (and, optionally, k) thresholds. 
All other bi-phrases are ?ltered out. Then, When the ?rst 
alignment has been performed, any remaining bi-phrases 
from the second alignment of the sentence pair can be used to 
modify the ?rst alignment. 

At S112, phrase extraction is performed on the modi?ed 
Word alignment 19 of the text strings output at the end of 
S110, in order to extract bi-phrases for a bi-phrase table. This 
step can be performed With a standard bi-phrase extraction 
system, such as the Moses system described in Koehn, et al. 
2007. Each extracted bi-phrase includes one or more Words 
from a source string 4 and one or more Words from a corre 

sponding target string 6, Which obey certain constraints such 
as: 

a) a requirement that all Words Within a bi-phrase must only 
be linked, in the alignment, to other Words Within the same 
bi-phrase, and 

b) all Words outside of a bi-phrase must only be aligned to 
other Words outside the bi-phrase. 

Other constraints, such as that the bi-phrase can only be up 
to N Words in length on either side, or be exactly N Words, 
may also be applied. Some of the bi-phrases may also be 
?ltered out based, for example, on their frequency of occur 
rence, to reduce the overall siZe of the bi-phrase table (see for 
example, US. application Ser. No. 12/427,149, ?led on Apr. 
21, 2009, entitled BI-PHRASE FILTERING FOR STATIS 
TICAL MACHINE TRANSLATION, by Marc Dymetman, 
Nadi Tomeh, and Nicola Cancedda). 

At S114, a bi-phrase table 20 is generated from the 
extracted bi-phrases and stored in computer memory 38 and/ 
or output. In contrast to the single Word to single Word links 
output at S110, the bi-phrase table 20 includes at least some 
bi-phrases Which include more than one Word on the target 
side, source side, or both, but may also include bi-phrases 
Which include only one Word on both the source and target 
sides. Associated With each bi-phrase is a measure represen 
tative of its frequency in the corpus 10. The bi-phase table 20 
may be used in a phrase-based statistical machine translation 
system for translation of input source texts into the target 
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12 
language. Such a translation system retrieves bi-phrases from 
the bi-phrase table 20 Which cover portions of an input text 
string and identi?es an optimal translation using a subset of 
the retrieved bi-phrases (see for example, US. Pub. Nos. 
2008/0300857, 2006/0190241, 2007/0150257, 2007/ 
0265825). A suitable phrase-based SMT system is the 
MATRAXTM system developed by Xerox, although the 
method is not limited to such a translation system. 

The method ends at S116. 
While the method has been described in terms of perform 

ing tWo alignments, e.g., GIZA++/Anymalign or GIZA++/ 
Berkeley, it is also contemplated that more than tWo align 
ments could be performed. For example, if the Anymalign 
alignment results in a bi-phrase of tWo or more Words to be 
used in replacing the rare Word, the Berkeley system could be 
used instead, although this may not necessarily lead to an 
optimal bi-phrase. 

With reference to FIG. 5, an alignment system 30 suitable 
for generating a phrase table 20 is shoWn. The system 30 may 
be in the form of hardWare or a combination of softWare and 
hardWare. In the exemplary embodiment, the system 30 is in 
the form of softWare instructions stored in main memory 32 of 
a computing device 33, Which are executed by an associated 
processor 34. The instructions 30 stored in memory 32 gen 
erate a Word alignment 19 for each of a set of text strings of a 
parallel corpus 10, Which may be stored in data memory 38 
during processing. The Word alignments 19 are used in gen 
erating a bi-phrase table 20. The computer 33 includes one or 
more input/output devices 40, 42 for communicating With a 
remote memory storage device Which stores the corpus 10. 
Alternatively, the corpus 10 may be stored in memory of the 
computing device 30. Components 32, 34, 38, 40, 42 of the 
computer device 33 communicate via a data/control bus 44. 
The exemplary system 30 includes or has access to the 

primary and secondary alignment tools 16, 18 and may 
include various softWare subcomponents 50, 52, 54, 56 for 
performing the exemplary method, including a component 50 
for generating a ?rst Word alignment 2 With the primary 
alignment tool 16 for each of a large set of pairs of aligned 
sentences from the corpus 10 (S104), a component 52 for 
generating a second, potentially different, Word or phrase 
based alignment With the secondary alignment tool 18 for 
each of the large set of pairs of aligned sentences from the 
corpus 10 (S106), a component 54 for selectively replacing 
only a portion of the previously generated links 8 in the ?rst 
Word alignment 2 With those generated using the secondary 
alignment tool 18 (Where the output of the second tool is 
different) and optionally removing any extraneous links 
(S108, S110), and a component 56 for extracting bi-phrases 
(S112) and generating a bi-phrase table 20 (S114) using the 
re?ned Word alignments. In some embodiments, tWo or more 
components may be combined. For example a single set of 
softWare instructions could replace the tools 16 and 18. 
The digital processor 34 can be variously embodied, such 

as by a single-core processor, a dual-core processor (or more 
generally by a multiple-core processor), a digital processor 
and cooperating math coprocessor, a digital controller, or the 
like. The digital processor 34, in addition to controlling the 
operation of the computer, executes instructions stored in 
memory 32 for performing the method outlined in FIG. 3. 
The term “software” as used herein is intended to encom 

pass any collection or set of instructions executable by a 
computer or other digital system so as to con?gure the com 
puter or other digital system to perform the task that is the 
intent of the softWare. The term “softWare” as used herein is 
intended to encompass such instructions stored in storage 
medium such as RAM, a hard disk, optical disk, or so forth, 
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and is also intended to encompass so-called “?rmware”that is 
software stored on a ROM or so forth. Such software may be 

organized in various ways, and may include software com 
ponents organized as libraries, Intemet-based programs 
stored on a remote server or so forth, source code, interpretive 

code, object code, directly executable code, and so forth. It is 
contemplated that the software may invoke system-level code 
or calls to other software residing on a server or other location 

to perform certain functions. 
Memory 32, 38 may include, for example, read only 

memory (ROM), random access memory (RAM), ?ash 
memory, or any combination of the above as a single compo 
nent or distributed components. 

The method illustrated in FIG. 4 may be implemented in a 
computer program product that may be executed on a com 
puter. The computer program product may be a tangible com 
puter-readable recording medium on which a control pro 
gram is recorded, such as a disk, hard drive, or the like. 
Common forms of computer-readable media include, for 
example, ?oppy disks, ?exible disks, hard disks, magnetic 
tape, or any other magnetic storage medium, CD-ROM, 
DVD, or any other optical medium, a RAM, a PROM, an 
EPROM, a FLASH-EPROM, or other memory chip or car 
tridge, or any other tangible medium from which a computer 
can read and use. Alternatively, the method may be imple 
mented in a transmittable carrier wave in which the control 
program is embodied as a data signal using transmission 
media, such as acoustic or light waves, such as those gener 
ated during radio wave and infrared data communications, 
and the like. 

The exemplary method may be implemented on one or 
more general purpose computers, special purpose com 
puter(s), a programmed microprocessor or microcontroller 
and peripheral integrated circuit elements, an ASIC or other 
integrated circuit, a digital signal processor, a hardwired elec 
tronic or logic circuit such as a discrete element circuit, a 
programmable logic device such as a PLD, PLA, FPGA, 
Graphical card CPU (GPU), or PAL, or the like. In general, 
any device, capable of implementing a ?nite state machine 
that is in turn capable of implementing the ?owchart shown in 
FIG. 4, can be used to implement the alignment method. 

Without limiting the scope of the exemplary system and 
method, the following Examples compare the present method 
with existing methods. 

EXAMPLES 

Example 1 

A Comparison of Different Alignment Systems 

Phrase tables 20 for a phrase-based machine translation 
system were constructed according to the exemplary method 
using as the corpus 10, the French-English and German 
English versions of the Europarl corpus, described in Philipp 
Koehn. Europarl: A Parallel Corpus for Statistical Machine 
Translation, Proc. 10th Machine Translation Summit, pages 
79-86, Phuket, Thailand, 2005 (hereinafter Koehn 2005). The 
performance of such a translation system was compared with 
those using phrase tables derived using existing word/phrase 
alignment methods. Performance was calculated by deter 
mining OOV statistics with respect to the Europarl “test2007” 
test set from the 2007 Workshop in Machine Translation 
(available at www.statmt.org/wmt07/shared-task.html). The 
test set includes a set of source sentences in the same language 
as used in the generation of the bi-phrase table which are 
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translated by the SMT into target sentences. Five different 
systems for word alignment and phrase extraction were 
evaluated as follows: 

1. GIZA++: Baseline GIZA++ word alignment, using the 
grow-diag-?nal symmetrization heuristic (see Koehn, et al. 
2005), followed by standard Moses phrase extraction (see 
Koehn, et al. 2007). 

2. Anymaliqn: Baseline Anymalign phrase extraction, run 
for 18 hours on French-English and 19.75 hours on German 
English (the time difference is proportional to the difference 
in siZe of the two corpora). 

3. Berkeley: Baseline Berkeley word alignment, followed 
by standard Moses phrase extraction. 

4. Ref-Anym: The exemplary re?nement method, using the 
GIZA++ output (as for 1) modi?ed by anAnymalign phrase 
table generated from the same corpus, using thresholds f:4 
and k:1, followed by standard Moses phrase extraction. 

5. Ref-Berk: The exemplary re?nement method, using the 
GIZA++ output (as for 1) modi?ed by a Berkeley phrase table 
generated from the same corpus, and a threshold f:4, fol 
lowed by standard Moses phrase extraction. 
The bi-phrase tables built by each of these methods were 

then incorporated into a statistical machine translation system 
and tested using the Europarl “test2007” test set, as noted 
above. The machine translation system used was of the type 
described in Koehn, et al. 2007. 

A. OOV Rate Results 
In terms of the test-set OOV rate, the Anymalign, Berkeley, 

Ref-Anym, and Ref-Berk phrase tables all produce signi? 
cantly improved results over the GIZA++/Moses baseline 
results. FIGS. 6 and 7 show graphical representations of the 
test2007 OOV rate for all ?ve con?gurations and a respective 
language pair. For each con?guration, a vertical line indicates 
the range of OOV rates between the “regular” (lower end) and 
“strict” (upper end); phrase table vocabulary. The regular 
phrase table vocabulary speci?es the OOV rate that would be 
achieved if, for a given source-language word w appearing in 
the test set, all bi-phrases containing w exactly matched the 
test set. If, however, w only appears in a phrase also contain 
ing a number of other words, then the only way to translate w 
is if the entire phrase matches the test set. To be sure of 
providing a translation for w in any test-set context, w must 
appear in the phrase table as a phrase of exactly length one: 
then w is de?ned as also belonging to the strict phrase table 
vocabulary. 
More formally, w is “strict” if and only if (w, T) is in the 

phrase table, for some sequence T of target words, w is 
“actual” if and only if for every source sentence in the test set 
containing w, there is an (S w S', T) in the phrase table such 
that S w S' matches the source sentence (S and S' are some 
sequences of source words); and w is “regular” if there is an 
(S w S', T) in the phrase table. OOV-strict, OOV-actual and 
OOV-regular are the complements (relative to the vocabulary 
in the test set) of strict, actual, and regular. S and S' may be 
allowed to be of length 0 too. This means a word in the strict 
vocabulary may also be actual or actual and regular as well. 
As an example, consider the bi-phrase from FIG. 1 con 

sisting of “normes . . . 95/35/CE” in French and “relevant . . . 

95/35/EC” in English. Even though “95/35/CE” appears on 
the source side of the phrase, the phrase cannot be applied in 
translation of the test set unless a test sentence matches the 
entire 1 1-word French string “normes . . . 95/ 3 5/ CE.” In order 

for the word “95/35/CE” to be included in the strict phrase 
table vocabulary, a phrase table entry like “95/35/ 
CE”<—> “95/ 3 5/ EC” would be needed, where the source word 
appears alone. The actual number of test-set OOV words lie 
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Within the range de?ned by the regular and strict phrase table 
vocabulary. The bars in FIGS. 6 and 7 indicate the actual OOV 
rate on the test set. 

For German-English, the best theoretical OOV rate given 
the present (?ltered) training corpus 10 is 265 Words (see 
Table 4 of Example 2 below). This Would be achieved if every 
Word in the training data appeared as its oWn phrase in the 
phrase table. FIG. 6 shoWs the actual results obtained. System 
1 (baseline GlZA++/Moses) is unable to ?nd English trans 
lations for 415 German Words. With exemplary System 5 
(GIZA++ alignments re?ned based using Berkeley for the 
replacement technique), this ?gure Was loWered to 308, or 
71% of the difference betWeen System 1 and the theoretical 
minimum of 265. However, the OOV performance of the 
exemplary technique is someWhat Worse than System 3 (the 
baseline Berkeley phrase table), Which has an OOV rate of 
287. 

For the French-English systems, the theoretical loWer limit 
is 137 OOV words. In FIG. 7, it can be seen that the baseline 
performance With Method 1 is 199. Of the tWo combination 
techniques (Systems 4 and 5), the Berkeley-based re?nement 
(System 5) gives the best results, reducing the number of 
OOV types to 151, or 77% of the difference betWeen System 
1 and the minimum of 137. Again, the Berkeley baseline 
(System 3) performs better at an OOV count of 144. 

B. Other Translation Scoring Results 
It should be noted that OOV is generally not the only factor 

to be considered in evaluating a machine translation system. 
The Berkeley baseline (System 3) has feWer untranslated 
Words than the exemplary re?ned techniques (Systems 4 and 
5) for both language pairs. HoWever, the difference in OOV 
score comes With a cost in the case of the Berkeley system. All 
three baselines (Systems 1-3) suffer from different problems 
in terms of output machine translation quality, Which are 
largely avoided With the present method. 

Table 1 shoWs an assessment of output quality according to 
the BLEU metric, a popular automatic metric for assessing 
MT system performance. A higher score on the BLEU system 
suggests a higher quality translation overall. For a description 
of the BLEU system, see Kishore Papineni, Salim Roukos, 
Todd Ward, and Wei-Jing Zhu. BLEU: A Method for Auto 
matic Evaluation of Machine Translation. Proceedings of the 
40th Annual Meeting ofthe Association for Computational 
Linguistics, pages 31 1-318, Philadelphia, Pa., 2002. 

TABLE 1 

BLEU scores for all con?guration 

Average of 
System De—-En Fr—-En tWo corpora 

1. GIZA++ 0.2742 0.3294 0.3018 
2. Anymalign 0.2147 0.2630 0.23 89 
3. Berkeley 0.2776 0.3280 0.3028 
4. Ref-Anym 0.2763 0.3290 0.3027 
5. Ref-Berk 0.2777 0.3291 0.3034 

As can be seen from Table 1, the Anymalign baseline 
(System 2) suffers from a signi?cant loss in overall transla 
tion quality. This is largely due to its very small phrase table 
coverage beyond the unigram level. 

To differentiate the similar-scoring remaining systems, the 
automatic evaluation Was folloWed With a small human evalu 
ation of 60 sentences from the French-English test set. For 
each sentence, judges Were presented With the French source 
sentence and the English translations output by each of the 
?ve MT system con?gurations. Judges ?uent in both lan 
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16 
guages Were asked to rank the English translations from best 
to Worst, With ties alloWed. Tables 2 and 3 give a summary of 
the 900 collected judgments, With systems ordered from 
Worst to best in Table 3, according to overall average rank 
(1 :best, Savorst). Cell values in Table 2 indicate the number 
of times each system received each rank from a human judge. 
In Table 3 a distinction is made betWeen OOV and Non-OOV 
sentences. Non-OOV sentences are those in Which all systems 
can translate all Words. 

TABLE 2 

Aggregate human assessment results 

Rank 

System 1 2 3 4 5 

1. GIZA++ 97 36 27 12 8 
2. Anymalign 19 19 4 25 113 
3. Berkeley 81 14 11 52 22 
4. Ref-Anym 94 44 19 22 1 
5. Ref-Berk 99 49 20 6 6 

TABLE 3 

Mean human assessment rank and standard 
deviation for each system 

System Non-OOV Overall 

2. Anymalign 4.19 r 1.37 4.08 r 1.42 
3. Berkeley 2.74 r 1.70 2.56 r 1.57 
1.G1ZA++ 1.50:0.86 18811.16 
4. Ref-Anym 1.50 z 0.72 1.84 z 1.07 
5. Ref-Berk 1.45 z 0.64 1.73 z 1.01 

The Anymalign system (System 2) predictably scores the 
Worst. The tWo re?ned systems (Systems 4 and 5) and the 
GIZA++ baseline (System 1) score consistently quite Well. 
The Berkeley system (System 3), hoWever, perfomed less 
Well than the tWo re?ned systems, although better than Any 
malign system. Despite its high vocabulary performance, it is 
unable to consistently use its large phrase table to produce 
high-quality translations. Indeed, judges gave System 3 
nearly as many loW rankings (74) as high ones (95). The 
Berkeley system’ s relative performance is even Worse in sen 
tences Where no system produces an OOV Word, as shoWn by 
the “Non-OOV” column in Table 3. 

These results underscore a strength of the exemplary align 
ment re?ning approaches: although they are not able to trans 
late quite as many source-language Words as the Berkeley 
baseline, they are still perceived by humans as producing 
better translations, especially in situations Where no other 
system has a speci?c OOV advantage. 
The exemplary system and method address the problem of 

vocabulary loss in the phrase-based SMT system-building 
pipeline. This can be achieved by combining the results of 
existing Word alignment toolkits, although the method is not 
limited to existing techniques. In the exemplary embodiment, 
the system and method combine GIZA++ (the existing Word 
alignment standard Where coverage for a signi?cant number 
of Words Was being lost due to the problem of treating loW 
frequency Words) With another alignment toolkit, such as the 
Anymalign or the Berkeley aligner (Which are able to align 
more precisely loW-frequency Words, but suffer elseWhere). 
The resulting re?nement technique combines Anymalign or 
Berkeley alignments for rare Words With the rest of the 
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GIZA++ alignments. Using this method, up to 77% percent of 
the mid-pipeline vocabulary loss can be regained. 

Combining the GIZA++ With Anymalign, output quality 
equal to GIZA++ and OOV rates better than both GIZA++ 
and Anymalign can be achieved. While the Berkeley baseline 
suffers from inconsistent output quality as judged by human 
evaluators, by combining GlZA++ and Berkeley alignments, 
better perceived output quality can be achieved than for any 
baseline, With only a slight loss in vocabulary coverage. 

Example 2 

Evaluating OOV Rate Across the SMT Pipeline 

A directed study Was conducted of hoW each step in the 
SMT system-building process contributes to the eventual 

18 
At each step in the above system-building procedure, the 

source- and target-side unigram vocabulary of the relevant 
processed data resource (corpus, Word alignments, phrase 
table) Was computed as Well as What the OOV performance 
Would be on the test2007 set if that processed resource Were 

to form the basis of the ?nal SMT system. For example, if the 
entire un?ltered German-English Europarl corpus Were used 
directly to translate the test2007 data, there Would be 262 
German Word types in the test set Whose English translations 
could not be produced. This serves as a loWer bound on the 

OOV rate given the input data resources 10. HoWever, When 
translating the German test2007 test set, 415 OOV tokens are 
found. 

Table 4 shoWs What happens in betWeen for both language 
pairs. 

TABLE 4 

Unigraln vocabulary size and test set OOV rate as measured at different points in 
the system-building pipeline for German-English and French-English MT svsterns 

De En De/ En Fr En Fr/ En 
Pipeline Stage Vocab Vocab OOV Vocab Vocab OOV 

Tokenized parallel corpus 317,216 119,869 262 33,671 126,679 133 
Filtered parallel corpus 311,823 117,652 265 128,874 123,109 137 
Compound-split parallel 204,313 117,652 265 i i i 

corpus 
Source-to-target alignments 204,312 117,474 265 128,874 122,863 137 
Target-to-source alignments 204,192 117,652 265 128,769 123,109 137 
Syrnrnetrized alignments 204,313 117,652 265 128,874 123,109 137 
Moses phrase table 116,094 69,249 370 90,397 79,090 178 
Moses “strict” phrase table 94,898 54,375 427 74,128 62,179 209 
Test set test2007 * i 415 i i 199 

OOV rate on a particular test set. For this evaluation, the 
Europarl corpus Was used for the training corpus, as discussed 
above (see Koehn 2005). For the evaluation, the Europarl 
derived “test2007” test set, described above, Was used. The 
MT system used Was a typical baseline Moses system (see 
Koehn, et al. 2007). 
As a ?rst step, the corpus Was tokeniZed. Then, parallel 

sentences Where the token length of one side exceeds the 
token length of the other by a ratio greater than 4:1 Were 
?ltered out. In this step, sentences Where either side is longer 
than 95 tokens Were also ?ltered out. The GIZA++ Word 

alignment system (see, Och and Ney) Was run in both source 
to-target and target-to-source directions. The resulting align 
ments Were then symmetriZed With the “groW-diag-?nal” 

heuristic (see, Koehn, et al. 2005). The phrase table Was built 
according to the extraction heuristics of Koehn, et al. 2003 
and is used to by the machine translation system to translate 
the test set after the system has been tuned. 

Tests Were performed on German-to-English and French 
to-English translations. The German system includes a fur 
ther pre-processing step of splitting apart some long com 
pound nouns based on the unigram probabilities of their 
components, as calculated on the training data. This step 
reduces the siZe of the German vocabulary, but does not 
impact test-set OOV rate because no neW unigrams are cre 
ated that Were not already seen in the training data. Nor are 
any removed, compared to the test set, because the German 
test set is pre-processed With the same compound-splitting 
algorithm. The real effect of this extra processing is to make 
German-English Word alignment easier. 
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In Table 4, a distinction is made betWeen the “regular” 
phrase table vocabulary and the “strict” phrase table vocabu 
lary (as de?ned above). The distinction betWeen the tWo 
captures the expectation that Words that appear in the phrase 
table only Within multi-Word phrases may not be as useful in 
translating a test set: unless a test set sentence matches the 

entire phrase containing the Word, the system Will have no 
Way to produce a translation for it and save it from otherWise 
becoming OOV. Therefore, the source-side “strict” phrase 
table vocabulary is measured only from the subset of phrase 
table entries Whose source sides contain exactly one Word, 
and the target-side strict phrase table vocabulary is de?ned 
analogously. Another Way to state this is that the German 
English phrase table can provide English translations for 
94,898 German Words that appear in any context, While it can 
provide English translations for 116,094 German Words that 
appear in some contexts. 

The results of our OOV pipeline study can be summariZed 
by assigning “blame” for a certain percentage of OOV Words 
to each of the three major pipeline processes: data pre-pro 
cessing, Word alignment, and phrase extraction, or to a default 
category of not being in the original training data. Broken 
doWn in this Way, the results are shoWn in Table 5. 

TABLE 5 

Categorization of test set OOV Words by cause 

OOV Cause De —> En Fr —> En 

Not in original training data 63.1% 66.8% 
Lost in corpus pre-processing 0.7% 2.0% 
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TABLE 5-continued 

Categorization of test set OOV words by cause 

OOV Cause De —> En Fr —> En 

Lost in word alignment 0.0% 0.0% 
Lost in phrase extraction 36.1% 31.2% 

The OOV pipeline study demonstrates that the vast major 
ity of the theoretically preventable OOV (and vocabulary 
size) damage, from the test set’s point of view, occurs during 
the process of bi-phrase extraction. In German-English, 65% 
of the total OOV degradation from the un?ltered parallel 
corpus to test set output occurs in this step alone, while in 
French-English the ?gure is 57%. Table 5 shows a nearly a 
bimodal distribution: if an OOV word is not OOV because of 
not having appeared in the parallel corpus, it is almost cer 
tainly because it was lost in phrase extraction. Table 4 also 
reveals a feature about phrasal context: having access to all 
the bi-phrases of length on the source side (96% or 97% of the 
phrase table, depending on language pair) only improves the 
OOV rate in each system’s test set by 12 (German) or 10 
(French) types. This is far below the upper bound of 57 types 
(for German) or 31 (for French) if all phrase table contexts 
matched the test set. This suggests that the impact of the 
phrase extraction mechanism on OOV rate should be inves 
tigated. 

To do this, the identities of the vocabulary items that are 
present in the word-aligned corpus but not in the phrase table 
were examined. Even a quick, informal look at a few of these 
words reveals their key characteristic: they are all very low 
frequency words in the parallel data. This was con?rmed with 
a large-scale veri?cation. Among the French words lost in 
French-English phrase extraction, 82% of them appear only 
once in the French side of the training corpus, and all but one 
of them appear less than 10 times. In the German-English 
system similar proportions are found: 79% of the lost words 
are singletons, and all but 30 of them occur less than 10 times. 

Given this result and the knowledge that the frequency of a 
word should a priori in no way affect its ability to be extracted 
by standard SMT phrase extraction heuristics, the sharp 
decrease in vocabulary siZe (and thus the sharp increase in 
OOV rate) can be inferred to be due to a problem in the input 
to the phrase extraction step: namely the word alignments. 
The present system and method address this problem by 
re?ning the word alignments, leading to smaller and more 
manageable bi-phrases. 

It will be appreciated that various of the above-disclosed 
and other features and functions, or alternatives thereof, may 
be desirably combined into many other different systems or 
applications. Also that various presently unforeseen or unan 
ticipated alternatives, modi?cations, variations or improve 
ments therein may be subsequently made by those skilled in 
the art which are also intended to be encompassed by the 
following claims. 

What is claimed is: 
1. A method for generating word alignments from pairs of 

aligned text strings comprising: 
from a corpus of text strings, receiving a pair of text strings 

comprising a ?rst text string in a ?rst language and a 
second text string in a second language; 

with a ?rst alignment tool, generating a ?rst alignment 
between the ?rst and second text strings which creates 
links between the ?rst and second text string, each link 
linking a single token of the ?rst text string to a single 
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20 
token of the second text string, the tokens of the ?rst and 
second text strings including words; 

with a second alignment tool, generating a second align 
ment between the ?rst and second text strings which 
creates links between the ?rst and second text strings, 
each link linking at least one token of the ?rst text string 
to at least one token of the second text string, and 

generating a modi?ed ?rst alignment by selectively modi 
fying links in the ?rst alignment which include a word 
which is infrequent in the corpus, based on links gener 
ated in the second alignment, the selective modi?cation 
of the links comprising identifying links in the ?rst 
alignment to be retained which include the infrequent 
word and a linked target word where there is a corre 
sponding link present in the second alignment which 
includes the infrequent word and the same linked target 
word and identifying for removal, at least a portion of the 
links in the ?rst alignment which include the infrequent 
word and a linked target word for which there is no 
corresponding link between the infrequent word and the 
linked target word in the second alignment, 

wherein the generation of at least one of the ?rst, second, 
and modi?ed alignments is performed with a computer 
processor. 

2. The method of claim 1, wherein the generation of the 
?rst alignment comprises: 

generating a unidirectional source to target alignment; 
generating a unidirectional target to source alignment; and 
symmetriZing the two unidirectional alignments to gener 

ate the ?rst alignment. 
3. The method of claim 2, wherein the second alignment 

tool generates a symmetrical alignment without separately 
generating unidirectional source to target and target to source 
alignments. 

4. The method of claim 1, wherein the ?rst alignment tool 
comprises a GIZA++ alignment tool. 

5. The method of claim 1, wherein the second alignment 
tool comprises at least one of an Anymalign alignment tool 
and a Berkeley alignment tool. 

6. The method of claim 1, wherein the second alignment 
tool enforces a constraint not applied by the ?rst alignment 
tool which limits which tokens of the ?rst and second text 
strings are able to be aligned. 

7. The method of claim 1, wherein the second alignment 
tool generates a bi-phrase alignment in which each alignment 
link includes at least one source token and at least one target 
token, and wherein for at least some alignments of text strings 
in the corpus, at least one of the links includes at least one of: 
more than one source word from the source text string; and 
more than one target word from the target text string. 
8. The method of claim 7, wherein the modi?cation retains 

links in the ?rst alignment existing between the target and 
source words which are present in a bi-phrase alignment 
output by the second alignment tool. 

9. The method of claim 1, wherein the generation of the 
modi?ed alignment includes establishing a threshold fre 
quency for infrequent words, and the selective modi?cation 
of the ?rst alignment is conditional at least on there being at 
least one link in the ?rst alignment which includes a word 
which is present in the text corpus at no greater than the 
threshold frequency. 

10. The method of claim 1, wherein the selective modi? 
cation includes removing links in the ?rst alignment which 
include an infrequent word and which are not present in the 
second alignment, either in a word link or in a phrase link 
which includes more than one word from at least one of the 
target and source text strings. 
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11. A method for generating Word alignments from pairs of 
aligned text strings comprising: 

from a corpus of text strings, receiving a pair of text strings 
comprising a ?rst text string in a ?rst language and a 
second text string in a second language; 

With a ?rst software alignment tool, generating a ?rst align 
ment betWeen the ?rst and second text strings Which 
creates links betWeen the ?rst and second text string, 
each link linking a single token of the ?rst text string to 
a single token of the second text string, the tokens of the 
?rst and second text strings including Words; 

With a second software alignment tool, Which outputs Word 
alignments or aligned bi-phrases, generating a second 
alignment betWeen the ?rst and second text strings 
Which creates links betWeen the ?rst and second text 
strings, each link linking at least one token of the ?rst 
text string to at least one token of the second text string, 
and 

generating a modi?ed ?rst alignment by selectively modi 
fying links in the ?rst alignment Which include a Word 
Which is infrequent in the corpus, based on links gener 
ated in the second alignment, the selective modi?cation 
being conditional on there being a bi-phrase identi?ed in 
the second alignment to be used as a basis for the modi 
?cation Which has at least a threshold frequency k in the 
corpus or in a set of sub-corpora generated by sampling 
the corpus, 

Wherein the generation of at least one of the ?rst, second, 
and modi?ed alignments is performed With a computer 
processor. 

12. The method of claim 11, Wherein the selective modi? 
cation comprises identifying links in the ?rst alignment to be 
retained Which include the infrequent Word and a linked target 
Word Where there is a corresponding link present in the sec 
ond alignment Which includes the infrequent Word and the 
same linked target Word and identifying for removal, at least 
a portion of the links in the ?rst alignment Which include the 
infrequent Word and a linked target Word for Which there is no 
corresponding link betWeen the infrequent Word and the 
linked target Word in the second alignment. 

13. The method of claim 1, Wherein the selective modi? 
cation further comprises, for linked target Words Which are in 
a link to be retained, removing any other links Which include 
that target Word and a source Word Which are not identi?ed for 
being retained. 

14. The method of claim 1, further comprising storing the 
modi?ed alignment in computer memory. 

15. The method of claim 1, further comprising extracting 
bi-phrases based on the links in the modi?ed alignment. 

16. The method of claim 15, further comprising building a 
bi-phrase table based on the bi-phrases extracted from many 
of the text strings in the text corpus and a measure of their 
frequency in the text corpus. 

17. The method of claim 16, further comprising construct 
ing a statistical machine translation system incorporating the 
bi-phrase table. 

18. A computer program product comprising a non-transi 
tory computer-readable recording medium storing instruc 
tions, Which When executed by a computer, perform the 
method of claim 1. 
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19. A system for generating Word alignments from Word 

aligned text strings comprising: 
memory Which stores the ?rst alignment tool, the second 

alignment tool, and instructions for performing the 
method of claim 1; and 

a processor Which executes the instructions. 
20. A system for generating Word alignments from Word 

aligned text strings comprising: 
instructions stored in memory for receiving a source sen 

tence in a source language and a target sentence in a 
target language from a text corpus, the target sentence 
having been automatically identi?ed as being a transla 
tion of the source sentence; 

instructions for generating a ?rst alignment betWeen the 
source sentence and the target sentence by forming 
links, including some links that each link a source Word 
With a target Word; 

instructions for generating a second alignment betWeen the 
source sentence and the target sentence by forming 
links, including some links that each link at least one 
source Word With at least one target Word, the instruc 
tions for generating the second alignment generating 
alignments for sentence pairs in the corpus Which 
include feWer links, on average, than the instructions for 
generating a ?rst alignment; 

instructions for identifying of links in the second alignment 
Which comprise infrequent Words and based on at least 
some of these identi?ed links, modifying the ?rst align 
ment to remove links betWeen the infrequent Words 
present in the second alignment links and other Words of 
the ?rst alignment Which do not form a part of one of the 
identi?ed second alignment links and for identifying 
links in the ?rst alignment to be retained Which include 
an infrequent Word and a linked target Word Where there 
is a corresponding link present in the second alignment 
Which includes the infrequent Word and the same linked 
target Word. 

21. A method for generating Word alignments from aligned 
sentences comprising: 

receiving a source sentence in a source language and a 
target sentence in a target language from a text corpus, 
the target sentence having been automatically identi?ed 
as being a translation of the source sentence; 

With a processor, generating a ?rst, Word alignment 
betWeen the source sentence and the target sentence by 
forming links, including some links that each link a 
source Word With a target Word; 

generating a second alignment betWeen the source sen 
tence and the target sentence by a method Which gener 
ates alignments for sentence pairs in the corpus Which 
include feWer links, on average, than the method for 
generating the ?rst alignment, the second alignment 
including some links that each link at least one source 
Word With at least one target Word; 

identifying links in the second alignment Which comprise 
infrequent Words and based on at least some of these 
identi?ed links, modifying the ?rst alignment to remove 
links betWeen the infrequent Words present in the second 
alignment links and other Words of the ?rst alignment 
Which do not form a part of one of the identi?ed second 
alignment links and retaining links in ?rst alignment 
Which include an infrequent Word and a linked target 
Word Where there is a corresponding link present in the 
second alignment Which includes the infrequent Word 
and the same linked target Word. 

* * * * * 


