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    I lead the Machine Learning Team at the National Institute of Mental Health(NIMH).
Please follow that link for more information about our research group.

    
      Prior to this, I was a researcher at Medical Imaging Technologies, Siemens Healthcare, where I managed the Computational Neuroscience program. I was also the PI of a team in the IARPA Knowledge Representation in Neural Systems program. I was a postdoc in the Botvinick Lab 
      (and a frequent lurker in the Computational Memory Lab) at the Princeton Neuroscience Institute.

      I got my Ph.D. in the
      Computer Science Department
      at 
      CMU,
      working with 
      Tom Mitchell
      and 
      Geoff Gordon.
      I was also a student in the graduate training program of the
      Center for the Neural Basis of Cognition,
	  working in collaboration with the
	  Center for Cognitive Brain Imaging. I got my undergraduate degree at the Computer Science Department of the University of Porto, in Portugal.
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My primary role as a researcher is leading the NIMH Machine Learning Team. The mission of the Machine Learning Team is to support researchers in the NIMH and NIDA intramural research programs who want to address research problems in clinical and cognitive neuroscience using machine learning approaches. We do this by consulting with individual researchers and guiding them in the use of the appropriate tools and methods, or by taking on the analysis process ourselves, if this is more expedient. In parallel, we develop new machine learning methods and analysis approaches, motivated by the needs of researchers or by the practical possibilities arising from advances in the field.

I also have a personal interest in the question of how semantic knowledge is represented in the brain. I have worked on methods to extract semantic information from text corpora and combine it with structured knowledge databases, in order to build models of human performance on various semantic tasks. I also worked on methods to relate models of semantic mental processes to brain imaging data, validating those models through brain decoding tasks. 
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Supplementary material (visualizations of the topic model used in the paper)


Morgan Kelly wrote a
 nice article 
describing the research and it was mentioned in a few media outlets and sites:
Economist,
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Popular Science,
Engadget,
Slashdot


	  [abstract]
   
Recent work has shown that it is possible to take brain images acquired during viewing of a scene and reconstruct an approximation of the scene from those images. Here we show that it is also possible to generate text about the mental content reflected in brain images. We began with images collected as participants read names of concrete items (e.g., "Apartment")  while also seeing line drawings of the item named. We built a model of the mental semantic representation of concrete concepts from text data and learned to map aspects of such representation to patterns of activation in the corresponding brain image. In order to validate this mapping, without accessing information about the items viewed for left-out individual brain images, we were able to generate from each one a collection of semantically pertinent words (e.g., "door," "window" for "Apartment"). Furthermore, we show that the ability to generate such words allows us to perform a classification task and thus validate our method quantitatively.
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	"Reproducibility Distinguishes Conscious from Nonconscious Neural Representations"
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	  [abstract]
	  	  
What qualifies a neural representation for a role in subjective experience? Previous evidence suggests that the duration and intensity of the neural response to a sensory stimulus are factors. We introduce another attributbethe reproducibility of a pattern of neural activity across different episodebsthat predicts specific and measurable differences between conscious and nonconscious neural representations indepedently of duration and intensity. We found that conscious neural activation patterns are relatively reproducible when compared with nonconscious neural activation patterns corresponding to the same perceptual content. This is not adequately explained by a difference in signal-to-noise ratio.
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	  [abstract]
	  	  
In machine learning problems with tens of thousands of features and
only dozens or hundreds of independent training examples,
dimensionality reduction is essential for good learning performance.
In previous work, many researchers have treated the learning problem
in two separate phases: first use an algorithm such as singular value
decomposition to reduce the dimensionality of the data set, and then
use a classification algorithm such as naive Bayes or support vector
machines to learn a classifier.  We demonstrate that it is possible to
combine the two goals of dimensionality reduction and classification
into a single learning objective, and present a novel and efficient
algorithm which optimizes this objective directly.  We present
experimental results in fMRI analysis which show that we can achieve
better learning performance and lower-dimensional representations than
two-phase approaches can.
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	[divided by chapters]
	  
Coming soon...
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	  [abstract]
	  	  
We propose a family of supervised dimensionality reduction (SDR) algorithms that combine feature extraction (dimensionality reduction) with learning a predictive model in a unified optimization framework, using data- and class-appropriate generalized linear models (GLMs), and handling both classification and regression problems. Our approach uses simple closed-form update rules and is provably convergent. Promising empirical results are demonstrated on a variety of high-dimensional datasets.
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	  [abstract]
	  	  
In machine learning problems with tens of thousands of features and
only dozens or hundreds of independent training examples,
dimensionality reduction is essential for good learning performance.
In previous work, many researchers have treated the learning problem
in two separate phases: first use an algorithm such as singular value
decomposition to reduce the dimensionality of the data set, and then
use a classification algorithm such as naive Bayes or support vector
machines to learn a classifier.  We demonstrate that it is possible to
combine the two goals of dimensionality reduction and classification
into a single learning objective, and present a novel and efficient
algorithm which optimizes this objective directly.  We present
experimental results in fMRI analysis which show that we can achieve
better learning performance and lower-dimensional representations than
two-phase approaches can.
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	"Learning to Decode Cognitive States from Brain Images"

	
	  Mitchell T., Hutchinson R., Niculescu S., Pereira F., Wang X., Just M., Newman S.

	  Machine Learning Journal, Vol. 57, Issue 1-2, pp. 145-175, 2004

	  [abstract]
	  
	  
Over the past decade, functional Magnetic Resonance Imaging (fMRI) has
emerged as a powerful new instrument to collect vast quantities of data about
activity in the human brain.  A typical fMRI experiment can produce a
three-dimensional image related to the human subject's brain activity every
half second, at a spatial resolution of a few millimeters.  As in other
modern empirical sciences, this new instrumentation has led to a flood of new
data, and a corresponding need for new data analysis methods.  We describe
recent research applying machine learning methods to the problem of
classifying the cognitive state of a human subject based on fRMI data
observed over a single time interval.  In particular, we present case studies
in which we have successfully trained classifiers to distinguish cognitive
states such as (1) whether the human subject is looking at a picture or a
sentence, (2) whether the subject is reading an ambiguous or non-ambiguous
sentence, (3) whether the word the subject is viewing is a noun or a verb,
and (4) whether the noun the subject is viewing is a word describing food,
people, buildings, etc.  This learning problem provides an interesting case
study of classifier learning from extremely high dimensional ($10^5$
features), extremely sparse (tens of training examples), noisy data.  This
paper summarizes the results obtained in these four case studies, as well as
lessons learned about how to successfully apply machine learning methods to
train classifiers in such settings.	  
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