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Abstract

We describe a project to advance security in distributed systems via the application
of logical frameworks. At the heart of the effort lies an authorization logic which plays
a triple role: (1) to specify an access-control policy as a logical theory, (2) to enforce
the policy by mechanically verifying proofs in the logic, and (3) to reason about the
policy by characterizing the space of all possible proofs. We are deploying a security
infrastructure based on these ideas using mobile phones as a universal access-control
device at Carnegie Mellon University.

ACM subject classifiers: C.2.0 General—Security and protection; D.4.6 Security and
Protection—Access controls; F.4.1 Mathematical Logic—Computational Logic; K.6.5
Security and Protection—Authentication

Keywords: Security, logical frameworks, authorization, access control.

1 Introduction

Our goal is to advance security in distributed systems via the application of logical frame-
works. Our research targets multiple facets of the life-cycle of a distributed system, ranging
from design through execution, and from sound mechanism design through sound policy
enforcement. It consists of three major interconnected thrusts.

First, we use logical frameworks for encoding and enforcing access-control policies in a
practical distributed system. Access-control mechanisms today, whether it be physical keys
for doors or password protection for computer accounts, reflect access-control policies that
are explicit only in the manual procedures of the organization that manages these resources.
As such, any change in policy, e.g., creating a new computer account, or permitting a person
to unlock a door, is effected through a manual process. We utilize logical frameworks to
encode organizational policies within computer systems, thereby harnessing the power of
these frameworks to support the management and enforcement of access-control policy, and
gaining security and flexibility by doing so. We have demonstrated this capability in a
ubiquitous computing test-bed that we are developing at Carnegie Mellon called Grey [6]. In
this test-bed we use “smart” mobile phones as a universal access control device, for example,
to open an office door or logging into a machine when approaching it.

Second, we exploit existing technologies to mechanically reason about security policies
as specified in a logical framework. This closes an important security gap, helping users
and managers understand the consequences of their policies. We are particularly interested
in verifying non-interference properties of policies which guarantee that some principals’
assertions can have no bearing on access to a a certain resource.

Third, we are developing and implementing a framework for the specification of distributed
and concurrent systems and their implementations, specifically targeting the architecture
outlined in the remainder of this paper. This work extends a collaboration between NRL
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and Carnegie Mellon that resulted in the design of CLF, an innovative logical language for
the specification of concurrent systems. CLF incorporates ideas from logical frameworks,
linear logic, and monads into an expressive meta-language.1 CLF is now fully specified and
has been successfully validated on mainstream concurrency formalisms (e.g., Petri nets, the
π-calculus), advanced concurrent programming languages (Concurrent ML), and security
protocol specification languages (MSR). The goal of our current research is to facilitate the
transition of CLF from a foundational language into an implemented tool that can be applied
to the specification of complex distributed and concurrent systems. The current prototype is
called LolliMon [21].

2 A Logic-Based Approach

Distributed systems are notoriously error-prone in virtually all phases of their life-cycle, in-
cluding design, implementation and management. They are particularly susceptible to secu-
rity breaches; since distributed systems are more complex than their centralized counterparts,
modes of attack may be difficult to foresee, and defenses are often subtle and fragile. As such,
distributed system security is an area that demands rigor, and there is a well-documented
history of security failures resulting from informal design, implementation and management.

The last several years have witnessed substantial progress in verification methodologies
based on formal logic. Nevertheless, there remain significant gaps between verifying specifica-
tions on the one hand, and translating these specifications into verified implementations and
policy enforcement on the other. We have made progress toward closing this gap, through
three related but complementary research thrusts. First, we are developing and deploying
a system for day-to-day use in which access-control policy is expressed in and enforced via
a logical framework, permitting us to utilize the sound footing of the framework to reason
about the correctness of the access-control decisions it renders. Second, we are applying tools
based on LF to reasoning about formally specified security policies. Third, we are devel-
oping an extended logical framework in which we can in addition formalize our distributed
enforcement mechanism.

2.1 Logical Frameworks

A logical framework is a meta-language for specification and implementation of logical sys-
tems. Logical frameworks have a rich history and numerous applications in programming
languages, logic, and automated reasoning [29, 27]. The particular logical framework most
relevant to this application is LF [18] and its implementation in Twelf [31]. One of its cen-
tral characteristics is that formal proofs with respect to a specified set of inference rules are
first-class objects, and that checking if a given proof is well-formed is efficiently decidable.

The use of a logical framework in such applications as proof-carrying code [26, 2] or
proof-carrying authorization [5] can be sketched broadly as followed.

1. Principal A would like to convince principal B of a certain claim C, such as his right
to access a resource.

2. Principal B has announced what he is willing to accept as evidence of such a claim by
publishing rules of proof for establishing claims. These rules of proof embody a certain
security policy.

1This prior work was supported by ONR Grants N00014-01-1-0432 and N00173-00-C-2086 – Efficient
Logics for Reasoning about Security Protocols and Their Implementations.
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3. Principal A constructs a formal proof of C, represents this proof as an object in LF,
and transmits it to B.

4. Principal B checks the proof of claim C with respect to his rules (and therefore with
respect to his security policy). If the proof is correct, he accepts the claim C, otherwise
he rejects it.

We will explain the particular variation of this general scenario adopted for our work in the
next section, but it should already be clear that it is critical that formal proofs are objects.

This methodology is well established and there are several practically efficient implemen-
tations. However, how do we know that a given set of proof rules correctly implements an
intended security policy? One of the central items of our work has been to exploit the re-
cently developed meta-reasoning facilities of the Twelf implementation [32, 33] in order to
formally reason about the policies that are specified and enforced by the access-control ar-
chitecture sketched in the next section. Successes in reasoning about standard classical [28]
and modal logics [25] provide some hints, but access-control logics are more complex along
certain dimensions and remain a significant challenge for automated tools. Initial results in
this direction have been reported in [30].

Another use for logical frameworks is explained in Section 2.3.

2.2 Implementation of Access Control via Logical Frameworks

Distributed authorization systems (e.g., [9, 15, 19]) provide a way to implement and use
complex security policies that are distributed across multiple hosts. The methods for dis-
tributing and assembling pieces of these security policies can be described using formal log-
ics [20, 17]—such formalization can dramatically increase confidence in the systems’ correct-
ness. Distributed authorization systems have been built by first designing an appropriate
logic and then implementing the system around it [1, 4].

Most distributed authorization systems try to provide support for notions such as the
ability to delegate privileges and aggregate principals into groups. While these systems
strive to be as expressive as possible—that is, to be able to represent as many security
policies as possible—they are constrained by how they choose to implement these ideas. The
SPKI/SDSI [15] notion of delegation, for example, includes a Boolean flag that describes
whether the delegated privilege may be redelegated by the recipient. PolicyMaker [9], on
the other hand, requires any redelegation to be explicitly approved by the security policy.
Each choice may be the best one for a particular situation, but no one particular choice can
be the ideal one for all situations. The necessity of making these design choices limits the
generality and expressivity of each such system. A system may be well suited for a particular
environment but cannot scale to all plausible distributed-authorization scenarios, and systems
developed for use in different environments may not be able to interoperate.

Proof-carrying authorization (PCA), a particularly promising, recent approach to dis-
tributed authorization, follows a different strategy to achieving generality [3, 8]. Unlike other
systems, in which axioms that define ideas like delegation are part of the logic which de-
scribes the system, PCA is based on a standard, and completely general, higher-order logic
(HOL) [13]. Higher-order logic is undecidable—there is no algorithm which will always be
able to prove the truth of every true statement—which raises the question: how can such
a logic can be used in an authorization system? A server is typically presented with a list
of credentials and has to decide whether they are sufficient for access to be granted. If the
logic that models this is undecidable, the server might not be able to come to the correct
conclusion.

PCA solves this problem by making it the client’s responsibility to prove that access should
be granted. The server’s task then becomes to verify that the client’s proof is valid, which
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can be done efficiently even if the proof is expressed in an undecidable logic. Transferring
the burden of proof from the server to the client ensures that the server’s task is tractable,
but doesn’t explain how the client is able to construct a proof. What makes the client’s task
possible is that any particular client doesn’t need the full expressivity of the undecidable logic.
Instead, a particular client is probably content to construct proofs in some decidable subset of
higher-order logic—an application-specific subset that corresponds to a particular notion of
delegation, a particular way of defining groups or roles, etc. This application-specific subset
can be exposed to a client as a regular authorization logic, for example, a logic that models
SPKI/SDSI. The client can manipulate this logic and construct proofs without knowledge
of the underlying, more general (and more confusing) framework. The server verifying the
proof, on the other hand, doesn’t care which particular application-specific logic the client
uses. As long as the application-specific logic is presented as a subset of higher-order logic,
the server sees the client’s proof as just another higher-order logic proof, which it knows how
to verify.

This approach gives PCA great flexibility. Unlike traditional distributed authorization
systems, a PCA-based system can be customized to describe many different sets of autho-
rization scenarios. At the same time, because the different scenarios are expressed in the
same underlying framework, all of these components can be made to inter-operate.

Logical frameworks, such as LF and CLF, are ideal tools for describing and reasoning
about security logics including PCA and the higher-order logic on which it is based, and
thus for providing assurance that certain security properties are achieved. However, incon-
sistencies between the model of an authorization system and its implementation can negate
some of the conclusions of such reasoning. It is thus worthwhile to consider integrating logical
frameworks directly into the implementation of a system, i.e., so that the implementation of a
distributed system explicitly uses the data structures and proof-generation and proof-checking
techniques of logical frameworks. An earlier proof-of-concept experiment [5, 8] suggested this
to be feasible, and we are in the process of extending the use of logical frameworks in the
implementation of access-control mechanisms in real systems.

Technology has evolved to the point where it is no longer necessary for access control in
the physical world and access control on computers to be separate domains. The development
and proliferation of high-powered and relatively inexpensive mobile computing devices (PDAs
and “smart” mobile phones) and abundance of local communications options (Bluetooth and
WiFi) have extended the reach of computers into everyday life. At the same time, recent
advances in logic-based access-control suggest that it is possible to build practical access-
control systems with nearly unlimited flexibility. The convergence of these developments
makes it possible to introduce powerful new paradigms in which mobile devices take the place
of both physical keys and computer passwords, eliminating the need for many separate access-
control systems and introducing into the world of physical access-control drastic advances in
flexibility, convenience, and security.

In particular, we envision an environment in which a Bluetooth-enabled, “smart” mobile
phone will be the sole access-control token that a person will need to carry, replacing keys,
smart cards, and passwords. The mobile phone will enable its bearer to enter his car, unlock
his office door, and log onto his computer. To make this possible the mobile phone will
generate PCA proofs that demonstrate that the bearer of the phone is authorized to access his
office, computer, etc. The office door and computer logon program will contain a proof checker
that will verify proofs prior to allowing access. The policy itself, which must be reflected in
the proof of access, may remain distributed until the moment of proof construction, with
each piece housed on a different device or provided by a different entity. In addition to the
convenience of having to carry only one device, such a system greatly increases security by
permitting the use of flexible, distributed, and precise policies. In practice, for example, the
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policy authorizing an employee access to his office often culminates in handing to the employee
a key, which he can then use as he sees fit; in our system, on the other hand, the policy could
be evaluated at the time of access, perhaps permitting accesses that a physical key could not
and denying others, in response to pieces of the policy that have been dynamically changed.

Such uses of mobile devices will vastly increase the importance of preventing their misuse,
as is particularly of concern if the device is physically captured. Ultimately the utility of
a PCA proof rests on the protection of cryptographic keys from unintended disclosure, and
those stored on a mobile device are especially vulnerable to an attacker who physically reverse-
engineers this device. An aspect of the system currently under development are “capture
protection” services to render devices far less susceptible to misuse if captured, by utilizing
a remote “capture protection server” to confirm that a device remains in its proper owner’s
possession before permitting its cryptographic key to be used. This can be accomplished
without disclosing the device’s key to the servers; while permitting the device to move the
capture protection server it is utilizing as convenient; and in the face of arbitrary efforts to
obtain the key from the device by reverse-engineering [23, 22].

We have deployed this access-control system for our own daily use, with a limited set of
resources (e.g., our own office doors, computer logins) and users. As the system matures, we
intend to broaden its use to a larger user base and a range of resources and activities on the
CMU campus (e.g., purchases). Deploying such a system for everyday use involved solving or
making progress on a range of issues that had not been fully addressed in such applications
before, some specific to our logic-based approach and others merely exacerbated by it:

• Utilizing such a general approach for access control requires that the unintended con-
sequences of this generality can be constrained. For example, in such a logic-based
approach, authority is proved in a formal framework to which a variety of parties
(users, computers) contribute “statements” (credentials). This raises the question of
what unintended consequences result from participants who behave unexpectedly, e.g.,
by uttering contradictory statements. This issue is fundamental to the viability of this
approach, but remained largely unexplored until recently [30], as sketched in Section 2.1.

• Logic-based approaches have previously been demonstrated in narrow contexts, where
proof-generation strategies were neatly laid out with human assistance. This does not
scale, and we further conjecture that different proof strategies may be appropriate for
different environments. We have developed an approach in which the task of generating
a proof is automatically distributed among the set of entities best qualified to construct
it. Additionally, we are designing mechanisms that permit the proof-generation in-
frastructure to learn from experience, i.e., in which proof generation strategies are
discovered and refined automatically, over time, and made available for use by other
devices as needed. Initial results are reported in [7].

• Previous work on implementing distributed authorization systems has typically been
in the context of networks of well-connected machines with plentiful computational
abilities. A practical system such as the one we are deploying must explicitly account
for the limitations of severely resource-constrained devices (e.g., smartphones) that
communicate via a range of protocols with highly variable capacity, latency, and avail-
ability (e.g., GPRS, SMS). We have developed several strategies for coping with these
difficulties, including designing a modular and lightweight communications framework
well suited to such a heterogeneous environment, and intuitive and streamlined user
interfaces that facilitate interaction between users and smartphones. We report on the
design and describe the initial implementation of our system in [6].
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• Keeping authorization credentials within a device obviously raises concerns surround-
ing the device’s capture. We are experimenting with the aforementioned techniques for
“capture resilience” in our setting, i.e., techniques that render devices largely invulner-
able to capture and misuse, despite their not being physically tamper-resistant [23, 22].

2.3 Distributed Architecture Specification with a Framework Ex-
tension

With the techniques sketched in the previous section we can formally specify security policies,
reason about their correctness, and enforce them in a distributed implementation. However,
we cannot reason about the distributed implementation itself.

We are currently taking the first critical step towards formally reasoning about the dis-
tributed implementation by designing and implementing an extension of the logic framework
LF that directly supports the specification of distributed and concurrent systems. This builds
on prior research on the Concurrent Logical Framework (CLF) [34, 10]. CLF allows speci-
fying a distributed system at a high level of abstraction. It is based on a novel combination
of linear logic [16], type theory [14], and monads [24]. Our current work follows two related
threads in pursuing this goal:

• We have resolved some implementation challenges of CLF, resulting in a prototype
called LolliMon [21], but more remain. Specifically, the efficiency of concurrent simula-
tion does not yet allow larger-scale experiments. Nonetheless, LolliMon has been very
useful for describing implementations in CLF, as the resulting programs are too large
for visual inspection, while type-checking and simulation would provide at least partial
assurance.

• While the LolliMon implementation allows simulation of a distributed system, it is not
suited to testing reachability. This requires a theorem prover or, in some fragments, a
model checker. The initial design and implementation of a theorem prover for linear
logic is described in [11, 12]; current research is aimed at making it more easily applicable
to CLF.

We are in the process of formally specifying the evolving PCA architecture described
in the previous section in CLF. A future direction of research would be to also formalize
the meta-reasoning about the architecture itself (and not just specific policies as proposed
in Section 2.1). The above items of current research are promising pre-requisites for this
planned future work.

3 Conclusion

We have described a distributed security architecture based on a logical framework. The
logical framework plays several roles: it serves to specify the security policy as a logical
theory in an authorization logic, enforce it via checking of formal proofs, and reason about
it by proof-theoretic analysis. We have realized a prototype for our framework at Carnegie
Mellon University, exploiting the computational power and communication capabilities of
“smart” cell phones for flexible distributed access control. Our experience so far has been
positive: while the logical machinery provides a sound, uniform, and inherently extensible
foundation, typical situations do not require to understand this underlying machinery for
day-to-day tasks.
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