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Abstract

We derive a family of algorithms around the theme of higher-order unification. The main derivation starts with a concise, abstract specification and ends with a version of Huet's algorithm for higher-order unification. Next we derive some very useful high-level optimizations. Finally, we describe how to extend the algorithm to give a complete treatment of products and an incomplete but very useful treatment of polymorphism, yielding a new and significantly more powerful algorithm (which we have implemented).
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1. Introduction

1.1 Motivation

There were two different motivations for the work reported in this paper.

Firstly, we recognized the importance and utility of higher-order abstract syntax (generalizing Huet and Lang's idea in [12]) as the central, language independent data structure for the representation of programs and other syntactic objects in a program development system [23]. Application of a transformation or inference rule then requires higher-order matching and substitution instead of the usual first-order matching and substitution. Besides program transformation systems, higher-order unification has applications in logic programming [18], natural deduction [22], and automated theorem proving [1,13].

Secondly, we wanted to synthesize the algorithm from an abstract and concise specification. We hoped this would provide a deeper understanding of the algorithm and facilitate correctness-preserving improvements and extensions. We believe our results justify our approach.

After setting the stage with a brief introduction to our theory of unification, we give a specification for the set of unifiers of two terms in the typed lambda calculus. From this specification we derive a set of recursive equations describing the set of unifiers. These equations are then specialized in the context of several different specifications, yielding related, but different algorithms. The specifications include unifiability, finding complete sets of unifiers, and higher-order matching. Our algorithms are close to Huet's [11], but we derive improvements that lower its complexity for many commonly occurring second- and third-order matching problems from exponential to quadratic or even linear time.

It seems difficult to view the derivations as a sequence of program transformations, since none of the intermediate stages has an algorithmic interpretation. This led us to view the derivation as proving facts about elements of a semantic domain, arriving at a set of statements that can be recognized as describing the meaning of a concrete functional program. This approach can be used to reinterpret the well-known program transformation method of Burstall and Darlington [3], providing new justification and generalization of their work.

1.2 Derivational Methodology

By the "derivational" approach to programming, we mean a methodology that captures the decisions and inferences made in constructing programs from specifications. Program derivation differs from program verification in that, in a derivation, the reasoning is explicitly part of the synthesis of the program, while in verification, the reasoning comes after the program is constructed.
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Besides the benefit of ensuring correctness, program derivation is valuable as a way of recording and communicating the conceptual development of a program (this is its "derivation"). This leads to greater understanding of why a program works, and thus facilitates improvement of the program (in terms of efficiency and/or functionality) and modification of the program to meet altered specifications. These considerations are especially important with complex algorithms, such as higher-order unification.

In the program transformation methodology \cite{3,20,27}, one begins with an initial program, designed for clarity rather than efficiency, and transforms it, step by step, into a more efficient program, in which relationships between program parts are made explicit and exploited. See \cite{3} for several good examples of this.

A related methodology is programming by proving theorems \cite{2,8,14}. Here, one starts out with a statement of the form \(\forall x \exists y R(x,y)\), and constructs a proof in a suitable constructive logic. Because of the constructiveness of the logic, it is possible to extract from the proof a functional program that, given an \(x\), computes a \(y\) such that \(R(x,y)\). Similar in spirit is the approach of "propositions as types" \cite{17,4}, in which very rich type systems are used, and the problem of constructing a program to meet a given specification is viewed as finding a term of a given type.

Our methodology does not fall into either of these categories, but contains elements of both. We begin with an abstract specification, i.e. a description of a mathematical object. We want to construct a program whose meaning satisfies the specification. Sometimes this is too difficult or even impossible (because of undecidability), and we settle for a program whose meaning approximates (is perhaps less defined than) an object satisfying the specification.

To be more concrete, suppose we have a specification \(\phi(f)\) of a function \(f\) in our semantic domain. Our derivations consist of assuming \(\phi(f)\) and performing some deductions whose conclusion is of a special form, saying that \(f\) is (or approximates) the meaning of some program \(P\). We find the method of denotational semantics (see e.g. \cite{23}) used in the context of higher-order abstract syntax \cite{23} most suitable for defining meanings of programs and making the transition from meanings to programs in this context. In this paper, we leave out this final step, as it obscures rather than clarifies our results.

In the higher-order unification derivations, we begin with axiomatic descriptions of the problems and the \(\alpha, \beta\) and \(\eta\) conversion. We first "generalize" our function \(f\) by finding an \(f'\) and \(H\) such that \(f = Hf'\). Then, by mainly equational reasoning, we then deduce an equation of the form \(f' = Gf'\), for some \(G\). It then follows that \(f\) is approximated by \(H(YG)\) (where \(YG\) is the least fixed point of \(G\). For these \(G\), it is then easy to construct a functional program whose meaning is \(H(YG)\).

The feel of the derivations is similar to the "unfold/fold" derivations in \cite{3}. In fact, the unfold/fold approach can be looked at as transforming equational specifications, rather than as transforming programs. The reason that this system of transformation rules may lose termination can then be explained as in the previous paragraph.

1.3 The Significance of Higher-Order Unification

One important paradigm in traditional program transformation systems is first-order matching and substitution. The left-hand side of a rule with pattern variables is matched against a program or program fragment. The resulting substitution is then applied to the right-hand side. Complications arise when the language under consideration contains binding constructs. Restrictions like not-free-in and assumptions about renaming of bound variables are commonplace. A new approach was proposed by Huet and Lang \cite{12} in which the usual trees (first-order terms) representing the abstract syntax of programs were replaced by higher-order terms in a typed lambda calculus. This framework allows much more concise
program transformation rules with easier correctness proofs. They used second-order matching (which is decidable) and substitution to apply program transformations. Although second-order matching can be very prolific, practical experience has underscored its utility and practicality.

We found that many natural transformation rules actually required patterns with third-order variables, thus necessitating higher-order matching. Plotkin has recently shown that third- and higher-order matching is decidable, no one has proposed a practical algorithm. In the ERGO project, we expect that higher-order abstract syntax (in the sense of [12]) will be at the heart of our program transformation system, and that higher-order matching and substitution will be the main engine carrying out program and specification transformations.

A choice similar to higher-order abstract syntax was made by Paulson [22] to implement logical deduction rather than program transformation. Higher-order unification has also been successfully applied in automated theorem proving [1] and logic programming [18].

1.4 Related Work

First-order unification algorithms have often been presented in a way may be characterized as “informal program development”. Some of the steps could be expressed as correctness-preserving program transformations, others are obtained “by analogy”. Examples are in [16,15,21,5].

There have also been formal syntheses of first-order unification algorithms. Manna and Waldinger [14] develop a theory of substitutions in a constructive first-order logic to prove a statement that most general unifiers exist. From the proof they extract a program in a functional language. Eriksson [7] synthesizes an algorithm in a first-order natural deduction calculus.

There is little similarity between our derivation and the first-order syntheses. This is partly due to the non-deterministic nature of the higher-order unification algorithm. Other reasons are our different methodology, and the great simplification achieved by the integration of terms and substitutions.

Related in a different way is recent work by Gallier and Snyder [9] who present an algorithm for equational unification as a set of rules for transforming sets of equations, and give a brief exposition of how their method may apply to higher-order unification. In comparison, we derive facts relating solutions of unification problems to solutions of other unification problems. We could very naturally describe our algorithms as sets of rules justified by these facts.

2 Preliminaries

Our presentation of the unification problem is somewhat unusual. We first briefly present the traditional approach, and then ours.

2.1 The Traditional Approach

In a conventional presentation, e.g. [26,11], an instance of the unification problem is given by two terms containing free variables. A solution, or “unifier”, is in the form of a substitution, assigning terms to the
free variables to make the two terms equivalent (in some sense). For instance, take the two terms

\[ h(Fx) \] \text{ and } \[ F(hy), \]

where \( F \) and \( h \) have type \( \alpha \to \alpha \) and \( x \) and \( y \) have type \( \alpha \), for some base type \( \alpha \).

There are infinitely many unifiers of the form

\[ \{ h \leftarrow \lambda z . F^\alpha z, \ x \leftarrow y \} \]

for each \( n \geq 0 \). There are other solutions, but this collection forms a complete set of unifiers in that any other unifier is a specialization of one of these. One makes this precise by introducing a notion of composition of substitutions and, from that, a (preorder) relation between substitutions \([12,11]\).

### 2.2 Our Approach

The main difference in our approach is that we explicitly abstract over what are usually considered to be free variables. This applies to terms being unified and to substitutions. We can then use a natural notion of composition of abstractions, \( \circ \), defined in terms of \( \beta \)-reduction, to carry out the substitutions. For instance, the terms in the example above would be presented as

\[ \lambda hxy . h(Fx) \] \text{ and } \[ \lambda hxy . F(hy), \]

Since these abstractions have three arguments, the applicable substitutions will be a triple of abstractions. For convenience, we will often write an abstraction over a sequence to mean a sequence of abstractions, e.g.,

\[ \lambda x . \langle a, b, c \rangle \] means \[ \langle \lambda x . a, \lambda x . b, \lambda x . c \rangle \]

Unifiers for the example problem analogous to the ones shown above are

\[ \lambda y . \langle \lambda z . F^\alpha z, y, y \rangle. \]

This integration of terms with substitutions yields great simplification.

Composition of two substitutions is the natural extension, which we will also write as \( \circ \). The specialization preordering is then

\[ s' \leq s \ \Leftrightarrow \ \exists \hat{s} . s' = s \circ \hat{s} \]

We are working on extending the derivation to handle products with "pattern" binding as in ML \([10]\) (see section 9.1). This is almost complete and will yield a full integration of terms with substitutions, making composition be exactly the standard notion.

---

\[ ^1 \text{We use fonts to distinguish between variables and Constants.} \]
3. Formal Specifications

3.1 The Unification problems

In this section, we formally specify the problems, relative to the notion of \(\lambda\)-convertibility, which is defined in section 4.

First, a notion of "substitution type" (the set of possible substitutions for trying to unify abstractions of type \(\alpha_0 \to \cdots \to \alpha_m \to \beta\) for some type \(\beta\):

\[
\Sigma^{(\alpha_1, \ldots, \alpha_m)} \triangleq \{ \lambda x_1, \ldots, x_r . (Z_1, \ldots, Z_m) \mid Z_i : \alpha_i \ 1 \leq i \leq m \}
\]

We first define the set of unifiers of two abstractions \(f\) and \(g\) (of type \(\alpha_1 \to \cdots \to \alpha_m \to \alpha_0\), where \(\bar{\alpha} = (\alpha_1, \ldots, \alpha_m):\)

\[
U_{\bar{\alpha}}(f, g) = \{ s \in \Sigma^{\bar{\alpha}} \mid f \circ s = g \circ s \}
\]

This simple specification is mainly for organizational use. We would not want to implement it as is because along with the unifiers we want, we would also get all of their (infinitely many) instances. Rather, we want a subset that can generate (by taking instances) all the unifiers. Thus, the property of being a complete subset of a set of substitutions,

\[
\text{complete}_{\bar{\alpha}}(\hat{S}, S) \iff S = \{ s \in \Sigma^{\bar{\alpha}} \mid \exists \hat{s} \in \hat{S}. s \leq \hat{s} \}
\]

This says that \(S\) consists of all the instances of elements of \(\hat{S}\). (Not all \(S\) have complete subsets, only those closed under specialization. This will be true in our use of \text{complete}.)

Finally, the property of being a minimal set of substitutions (no substitution is an instance of any other substitution):

\[
\text{minimal}(\hat{S}) \triangleq \forall s, s' \in \hat{S}. s \leq s' \Rightarrow s = s'
\]

Our family of unification problems is described as follows:

\[
U_{\bar{\alpha}}(f, g) = \{ s \in \Sigma^{\bar{\alpha}} \mid f \circ s = g \circ s \}
\]

\[
\text{unifiable}_{\bar{\alpha}}(f, g) \iff U_{\bar{\alpha}}(f, g) \neq \{ \}
\]

\[
\text{MCSU}_{\bar{\alpha}}(f, g, \hat{S}) \triangleq \text{complete}_{\bar{\alpha}}(\hat{S}, U_{\bar{\alpha}}(f, g)) \land \text{minimal}(\hat{S})
\]

The analogous matching problems are most simply specified as restrictions of the unification problems to the case that one of the terms, say \(g\), is a constant function.
4 Conversion Rules

The most important conversion rule is the $\beta$ rule, for dealing with terms of the form $(\lambda z \cdot M)Z$. Usually this is expressed in terms of performing a substitution of $Z$ for $z$ in $M$ (under the right conditions or performing renaming to avoid capturing). However, it is more convenient for our purposes to specify it incrementally and separately for each kind of term $M$.

\[(\lambda z \cdot v)Z = Z\]
\[(\lambda z \cdot u)Z = u \quad \text{if } z \neq u\]
\[(\lambda z \cdot c)Z = c\]
\[(\lambda z \cdot MN)Z = ((\lambda z \cdot M)Z)((\lambda z \cdot N)Z)\]
\[(\lambda z \cdot \lambda v \cdot M)Z = \lambda v \cdot M\]
\[(\lambda z \cdot \lambda u \cdot M)Z = \lambda u \cdot (\lambda z \cdot M)Z \quad \text{if } z \neq u \land u \text{ not free in } Z\]

Next, $\eta$-conversion:

\[\lambda x \cdot Mx = M \quad \text{if } x \text{ not free in } M\]

Finally, $\alpha$-conversion is just an $\eta$-conversion followed by $\beta$-conversion:

\[\lambda y \cdot M = \lambda x \cdot (\lambda y \cdot M)x \quad \text{if } x \text{ not free in } \lambda y \cdot M\]

5 Some Useful Properties of Convertibility

We make vital use of some facts about convertibility and normal forms. Here we list them with some comments and refer to them as they are used in the derivation. The first involves convertibility of abstractions:

\[\lambda x \cdot M = \lambda x \cdot M' \Leftrightarrow M = M'\]

Next, let $a$, $a'$ be "atoms", i.e. variables or constants. Then for any $n$, $n'$, $h_1, \ldots, h_n$, and $h'_1, \ldots, h'_{n'}$,

\[a h_1 \cdots h_n = a' h'_1 \cdots h'_{n'} \Leftrightarrow a = a' \land n = n' \land \bigwedge_{1 \leq j \leq n} h_i = h'_i\]

Terms in this form are called "$\lambda$-free head normal".

Finally, every term is uniquely convertible to one in "long $\eta$ head normal form":

\[\lambda z_1 \cdots \lambda z_n \cdot a h_1 \cdots h_n\]
where the $z_i$ are distinct, $a_1 \cdots a_n$ is head normal, and not of function type (because otherwise it could be $\eta$-expanded.) For convenience, we will often write these terms as $\lambda x_1, \ldots, x_m \cdot a(h_1, \ldots, h_n)$ or even $\lambda \bar{x} \cdot a(h)$.

We will often write a substitution $\lambda x_1, \ldots, x_r \cdot (Z_1, \ldots, Z_m)$ as $\lambda \bar{x} \cdot \bar{Z}$. Similarly, we will write a type $\alpha_1 \to \cdots \to \alpha_m \to \alpha_0$ as $\alpha_1, \ldots, \alpha_m \to \alpha_0$ or even $\bar{\alpha} \to \alpha_0$ where $\alpha_0$ is not a function type.

6 The Main derivation

Our approach in deriving the higher-order unification algorithms is to expand the problem specification in the context of a few special kinds of terms, proving a collection of useful facts relating the set of unifiers of one problem to the sets of unifiers of other problems. Then, to extend these results to all possible terms, we use two facts, (a) all terms can be $\lambda$-converted to one in long $\eta$ head normal form, and (b) $\lambda$-conversion leaves the set of unifiers unchanged.

Because of space limitations, we give only enough details of the derivations to give a feel for what is involved. More details may be found in [6].

Algorithms that manipulate $\lambda$-calculus expressions have one point in common: distracting details involving renaming bound variables to avoid capture. All of these naming details can be derived with certainty using the specification of $\beta$-conversion. However, for simplicity of this exposition, we will gloss over this issue, giving informal notes to assist a would-be implementor.

6.1 Abstractions

Consider the unification problem $f \circ s = g \circ s$ when the bodies of $f$ and $g$ are abstractions (the "body" is what follows the binding of the variables being substituted for):

$$(\lambda \bar{x} \cdot \lambda y \cdot M) \circ (\lambda \bar{x} \cdot \bar{Z}) = (\lambda \bar{x} \cdot \lambda y \cdot M') \circ (\lambda \bar{x} \cdot \bar{Z})$$

$\Leftrightarrow \lambda \bar{x} \cdot (\lambda \bar{x} \cdot \lambda y \cdot M) \bar{Z} = (\lambda \bar{x} \cdot \lambda y \cdot M') \bar{Z}$

$\Leftrightarrow \lambda \bar{x} \cdot \lambda y \cdot (\lambda \bar{x} \cdot M) \bar{Z} = (\lambda \bar{x} \cdot \lambda y \cdot M') \bar{Z}$

$\Leftrightarrow \lambda y \cdot (\lambda \bar{x} \cdot M) \bar{Z} = \lambda y \cdot (\lambda \bar{x} \cdot M') \bar{Z}$

$\Leftrightarrow (\lambda \bar{x} \cdot M) \bar{Z} = (\lambda \bar{x} \cdot M') \bar{Z}$

$\Leftrightarrow \lambda \bar{x} \cdot (\lambda \bar{x} \cdot M) \bar{Z} = (\lambda \bar{x} \cdot M') \bar{Z}$

$\Leftrightarrow (\lambda \bar{x} \cdot M) \circ (\lambda \bar{x} \cdot \bar{Z}) = (\lambda \bar{x} \cdot M') \circ (\lambda \bar{x} \cdot \bar{Z})$

Notes: Being careful with variables names, we would require that $y$ not be among the $z$ or $\bar{z}$. Also, we might need to perform $\alpha$-conversion to make this fact applicable, i.e. to get the same bound variable, $y$, on both sides. In an efficient implementation we would probably want to do this conversion lazily.

This is typical of the reductions we use. The algorithmic interpretation is

$\lambda \bar{x} \cdot \lambda y \cdot M''$, $\alpha$-convert the second one to $\lambda \bar{x} \cdot \lambda y \cdot M'$ and unify the (smaller) terms $\lambda \bar{x} \cdot M$ and $\lambda \bar{x} \cdot M'$. 
6.2 \(\lambda\)-free Head Normal Terms

Now consider \(f \circ s\) when the body of \(f\) is \(\lambda\)-free head normal:

\[
(\lambda \bar{z} \cdot a(h_1, \ldots, h_n)) \circ (\bar{\lambda} \bar{x} \cdot \bar{Z}) = \lambda \bar{x} \cdot (\lambda \bar{z} \cdot a(h_1, \ldots, h_n)) \bar{Z}
\]

\[
= \lambda \bar{x} \cdot (\lambda \bar{z} \cdot a) \bar{Z}(g_1, \ldots, g_n)
\]

where \(g_j = (\lambda \bar{z} \cdot h_j) \bar{Z}\). There are two important cases here:

- If \(a = \bar{z}_{i1}\) (the \(i\)th variable in \(\bar{z}\)) for \(1 \leq i \leq m\). Then the term is called flexible and \((\lambda \bar{z} \cdot a) \bar{Z} = \bar{Z}_{i1}\).
  
  In this case,
  \[
  (\lambda \bar{z} \cdot a(h_1, \ldots, h_n)) \bar{Z} = \bar{Z}_{i1}(g_1, \ldots, g_n)
  \]
  so we have to perform more \(\beta\)-reductions to get \(\lambda\)-free head normal form.

- Otherwise, the term is called rigid and \((\lambda \bar{z} \cdot a) \bar{Z} = a\). In this case,
  \[
  (\lambda \bar{z} \cdot a(h_1, \ldots, h_n)) \bar{Z} = a(g_1, \ldots, g_n)
  \]
  which is in \(\lambda\)-free head normal form.

These two cases give rise to four main cases in the algorithm, called rigid-rigid, rigid-flexible, flexible-rigid, and flexible-flexible. These are examined in the next few sections.

6.3 The Rigid-rigid Case

Consider the case of unifying two rigid terms. Take \(a\) and \(a'\) not in \(\bar{z}\). Then by the previous section,

\[
(\lambda \bar{z} \cdot a(h_1, \ldots, h_n)) \circ (\bar{\lambda} \bar{x} \cdot \bar{Z}) = (\lambda \bar{z} \cdot a'(h'_1, \ldots, h'_n)) \circ (\bar{\lambda} \bar{x} \cdot \bar{Z})
\]

\[
\Leftrightarrow \lambda \bar{x} \cdot a(g_1, \ldots, g_n) = \lambda \bar{x} \cdot a'(g'_1, \ldots, g'_n)
\]

\[
\Leftrightarrow a(g_1, \ldots, g_n) = a'(g'_1, \ldots, g'_n)
\]

where \(g_j = (\lambda \bar{z} \cdot h_j) \bar{Z}\) and \(g'_j = (\lambda \bar{z} \cdot h'_j) \bar{Z}\). Since these are in \(\lambda\)-free head normal form we have

\[
\Leftrightarrow a = a' \land n = n' \land \bigwedge_{1 \leq j \leq n} (\lambda \bar{z} \cdot h_j) \bar{Z} = (\lambda \bar{z} \cdot h'_j) \bar{Z}
\]

Then putting back the \(\bar{\lambda} \bar{x} \cdot \) we have

\[
\Leftrightarrow a = a' \land n = n' \land \bigwedge_{1 \leq j \leq n} (\lambda \bar{z} \cdot h_j) \bar{Z} = (\lambda \bar{z} \cdot h'_j) \bar{Z}
\]

\[
\Leftrightarrow a = a' \land n = n' \land \bigwedge_{1 \leq j \leq n} (\lambda \bar{z} \cdot h_j) \circ (\lambda \bar{x} \cdot \bar{Z}) = (\lambda \bar{z} \cdot h'_j) \circ (\lambda \bar{x} \cdot \bar{Z})
\]
or, replacing $\lambda \vec{x} . \vec{Z}$ by $s$,

\[
(\lambda \vec{x} . a(h_1, \ldots, h_n)) \circ s = (\lambda \vec{x} . a'(h'_1, \ldots, h'_n)) \circ s
\]

\[
\Leftrightarrow \quad a = a' \land n = n' \land \bigwedge_{1 \leq j \leq n} (\lambda \vec{x} . h_j) \circ s = (\lambda \vec{x} . h'_j) \circ s
\]

In fact, the condition $n = n'$ can be eliminated because the types of $a$ and $a'$ determine the values of $n$ and $n'$.

In summary, given two rigid terms, we can show that either they are nonunifiable (if they have different heads) or that the set of unifiers is equal to the set of substitutions that simultaneously unify a finite collection of pairs of terms.

### 6.4 Disagreement Sets

The previous section suggests that in order to obtain a recursive formulation of the problem, we will need to generalize the specification of unification to handle "disagreement sets", i.e. collections of pairs of terms to be simultaneously unified. The generalized specification is

\[
U'_g(D) \triangleq \big\{ s \in \Sigma^\bar{\alpha} \mid \bigwedge_{(g, h) \in D} f \circ s = g \circ s \big\}
\]

We can see our problem to be a specialization:

\[
U'_g(f, g) = U'_g(\{ \{ f, g \} \})
\]

If $D$ is empty, the specification simplifies to

\[
U'_g(D) = U'_g(\{ \}) = \Sigma^\bar{\alpha}
\]

Note: it is easy to come up with a minimal complete set of unifiers, namely the singleton $\{ I_\bar{\alpha} \}$, where $I_\bar{\alpha}$ is the identity substitution in $\Sigma^\bar{\alpha}$, i.e.

\[
\lambda z_1, \ldots, z_m . \langle z_1, \ldots, z_m \rangle
\]

When $D$ is nonempty, the general strategy is to focus one unification problem and use it to transform the whole problem to another one of hopefully simpler structure. Thus we try to fill in the following:

\[
(f_0, g_0) \in D \quad \Rightarrow \quad U'_g(D) = \cdots
\]
6. The Main derivation

6.5 Rigid-rigid Case Continued

First, let $D'$ be such that

$$D' \cup \{ (\lambda \tilde{z} \cdot a(\tilde{h}), \lambda \tilde{z} \cdot a'({\tilde{h}}')) \} = D.$$

Let $D'' = \{ (\lambda \tilde{z} \cdot a(\tilde{h}), \lambda \tilde{z} \cdot a'({\tilde{h}}')), \ldots, (\lambda \tilde{z} \cdot a_n(\tilde{h}), \lambda \tilde{z} \cdot a_n'({\tilde{h}}')) \}$. Then we have

$$U_\alpha'(D) = U_\alpha'((\lambda \tilde{z} \cdot a(\tilde{h}), \lambda \tilde{z} \cdot a'({\tilde{h}}')))$$

$$= \{ s \in \Sigma^\tilde{g} \mid (\lambda \tilde{z} \cdot a(\tilde{h})) \circ s = (\lambda \tilde{z} \cdot a'({\tilde{h}}')) \circ s \land \bigwedge_{(\tilde{u}, \tilde{v}) \in D'} f \circ s = g \circ s \}$$

$$= \{ s \in \Sigma^\tilde{g} \mid a = a' \land \bigwedge_{(\tilde{u}, \tilde{v}) \in D''} f \circ s = g \circ s \land \bigwedge_{(\tilde{u}, \tilde{v}) \in D'} f \circ s = g \circ s \}$$

$$= \{ s \in \Sigma^\tilde{g} \mid a = a' \land \bigwedge_{(\tilde{u}, \tilde{v}) \in D'' \cup D'} f \circ s = g \circ s \}$$

$$= \begin{cases} U_\alpha'(D'' \cup D') & \text{if } a = a' \\ \{ \} & \text{otherwise} \end{cases}$$

6.6 The Rigid-flexible Case

In the previous case, we replaced the chosen disagreement pair with some number of other disagreement pairs to get a new disagreement set with exactly the same set of unifiers. Our strategy for this case is different. Here we deduce a useful constraint on the possible unifiers of the chosen disagreement pair and hence on the unifiers of the whole disagreement set. We then use this constraint to generate a finite collection of new disagreement sets and show how to use the unifiers of the new disagreement sets to construct the unifiers of the old disagreement set.

The constraint takes the form that any unifier must be an instance of one a finite set $\tilde{S}$ of very simple substitutions. That is,

$$f_0 \circ s = g_0 \circ s \Rightarrow \exists \tilde{s} \in \tilde{S} \cdot \exists \tilde{s}' \in \Sigma^{\tilde{g}_1} \cdot s = \tilde{s} \circ \tilde{s}'$$

These are the "imitations and projections" described in [11].

Now, since we have shown this constraint to follow from the conjunction, we may add it to the conjunction:

$$U_\alpha'(D) = \{ s \in \Sigma^\tilde{g} \mid \bigwedge_{(\tilde{u}, \tilde{v}) \in D} f \circ s = g \circ s \}$$

$$= \{ s \in \Sigma^\tilde{g} \mid \bigwedge_{(\tilde{u}, \tilde{v}) \in D} f \circ s = g \circ s \land (\exists \tilde{s} \in \tilde{S} \cdot \exists \tilde{s}' \in \Sigma^{\tilde{g}_1} \cdot s = \tilde{s} \circ \tilde{s}') \}$$

\(^2\)Note that this $D'$ might or might not contain $(\lambda \tilde{z} \cdot a(\tilde{h}), \lambda \tilde{z} \cdot a'({\tilde{h}}'))$. This gives us freedom in our eventual implementation of disagreement-sets. For instance, they could really be sets, and we would use set subtraction to get $D'$, or they could be multisets, and we would only remove one copy of $(\lambda \tilde{z} \cdot a(\tilde{h}), \lambda \tilde{z} \cdot a'({\tilde{h}}'))$. 
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Widening the scope of the quantifiers on $\tilde{s}$ and $s'$, and replacing $s$ by $\tilde{s} \circ s'$,

$$\{ s \in \Sigma^{\tilde{s}} \mid \exists \tilde{s} \in \tilde{S}, \exists s' . s \equiv \tilde{s} \circ s' \land (\bigwedge_{(f,g) \in D} f \circ (\tilde{s} \circ s') = g \circ (\tilde{s} \circ s') \}$$

Now using associativity of composition

$$\{ s \in \Sigma^{\tilde{s}} \mid \exists \tilde{s} \in \tilde{S}, \exists s' . s \equiv \tilde{s} \circ s' \land (\bigwedge_{(f,g) \in D} (f \circ \tilde{s}) \circ s' = (g \circ \tilde{s}) \circ s') \}$$

$$= \bigcup_{\tilde{s} \in \tilde{S}} \{ s \in \Sigma^{\tilde{s}} \mid \exists s' . s \equiv \tilde{s} \circ s' \land (\bigwedge_{(f,g) \in D} f' \circ s' = g' \circ s') \}$$

$$= \bigcup_{\tilde{s} \in \tilde{S}} (\tilde{s} \cup \{ s \mid s \in \tilde{S} \})$$

where the notation $\tilde{s} \circ S$ means the set of all $\tilde{s} \circ s$ for $s \in S$, and $D \circ \tilde{s}$ means the set of all $(f \circ \tilde{s}, g \circ \tilde{s})$ for $(f,g) \in D$.

In summary, we used the chosen disagreement pair to derive a constraint on possible unifiers. Rephrasing this constraint in terms of composition, we constructed a finite collection of new disagreement sets that are partial instantiations of the old one, and whose unifiers lead, by composition, to unifiers of the old unification problem.

For the flexible-rigid case, we exploit the symmetry of unification, and handle this case by reflecting the problem and appealing to the rigid-flexible case as follows:

$$U'_\alpha(D' \cup \{ (f_0, g_0) \}) = U'_\alpha(D' \cup \{ (g_0, f_0) \})$$

6.7 The Flexible-flexible Case

The flexible-flexible case, which is the easiest case in first-order unification, turns out to be the most difficult case to give a complete treatment of in higher-order context. We treat it differently in the various other specifications, as described in the next section.

7 The Other Specifications

In this section, we briefly describe how to specialize the results of previous few sections about the function $U$ to implement the other specifications.

7.1 Unifiability

Recall the definition of unifiability:

$\text{unifiable}_\alpha(f, g) \iff U_\alpha(f, g) \neq \{ \}$
To give an indication of how to use the previous results in this context, here is the rigid-flexible case:

\[ \text{unifiable}_e(D) \Leftrightarrow U'_a(D) \neq \{ \} \]
\[ \Leftrightarrow \bigcup_{i \in I} U'_a(D \circ i) \neq \{ \} \]
\[ \Leftrightarrow \bigvee_{i \in I} U'_a(D \circ i) \neq \{ \} \]
\[ \Leftrightarrow \bigvee_{i \in I} \text{unifiable}_e(D \circ i) \]

Notice how the computation of composing each \( i \) with unifiers of \( D \circ i \) is eliminated. In fact, since these compositions are exactly how unifiers are built up, we end up determining whether the set of unifiers is nonempty without constructing any. Also, by using about properties of disjunction, we derive an algorithm that terminates as soon as it has determined that there is a unifier. This is an example of a "continuation-based transformation" [29].

To handle the flexible-flexible case, Huet made the crucial observation that one can always save these pairs until all the others are eliminated, at which time the resulting disagreement set is always unifiable. For this to be useful though, we have to assume that we have constants at all base types.

### 7.2 Minimal Complete Set of Unifiers

Here the specification is relational rather than functional:

\[ \text{MCSU}_a(f, g, \hat{S}) \triangleq \text{complete}_a(\hat{S}, U_a(f, g)) \land \text{minimal}(\hat{S}) \]

The trickiest part is proving minimality. We give a summary of our results. Here, assume that \( a \) and \( a' \) are not in \( \hat{z} \):

- **MCSU in terms of the generalized function MCSU':**
  \[ \text{MCSU}_a(f, g, \hat{S}) \Leftrightarrow \text{MCSU}'_a(\{ (f, g) \}, \hat{S}) \]

- **The empty disagreement set case:**
  \[ \text{MCSU}'_a(\{ \}, \{ l \_a \}) \]

- **Abstractions:**
  \[ \text{MCSU}'_a(D' \cup \{ (\lambda \_z \cdot (\lambda y \cdot A), \_z \cdot (\lambda y \cdot A') \} , \hat{S}) \Leftrightarrow \text{MCSU}'_a(D' \cup \{ \_z \cdot A, \_z \cdot A' \} , \hat{S}) \]

- **Rigid-rigid:**
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\[ \text{MCSU}'_{\dot{\alpha}}(D' \cup \{ (\lambda \dot{z}. a(h_1, \ldots, h_n), \lambda \dot{z}. a(h'_1, \ldots, h'_n)) \}, \dot{S}) \Leftarrow \text{MCSU}'_{\dot{\alpha}}(D' \cup \{ (\lambda \dot{z}. h_1, \lambda \dot{z}. h'_1), \ldots, (\lambda \dot{z}. h_n, \lambda \dot{z}. h'_n) \}, \dot{S}) \]

\[ \text{MCSU}'_{\dot{\alpha}}(D \cup \{ \} ) \Leftarrow (\lambda \dot{z}. a(h), \lambda \dot{z}. a'(h')) \in D \land a \neq a' \]

- Rigid-flexible:

\[ \text{MCSU}'_{\dot{\alpha}}(D, \bigcup_{\dot{\alpha} \in \dot{S}} \dot{S}_\dot{\alpha}) \Leftarrow \bigwedge_{\dot{\alpha} \in \dot{S}} (\lambda \dot{z}. a(\dot{h}), \lambda \dot{z}. a(\dot{h}')) \in D \land \dot{S} = \text{fr-subst}(\dot{a}, a, \dot{S}) \land \bigwedge_{\dot{\alpha} \in \dot{S}} \text{MCSU}'_{\dot{\alpha}}(D \circ \dot{S}, \dot{S}_\dot{\alpha}) \]

- Flexible-rigid:

\[ \text{MCSU}'_{\dot{\alpha}}(D' \cup \{ (\lambda \dot{z}. \dot{a}(\dot{h}'), \lambda \dot{z}. a(\dot{h})) \}, \dot{S}) \Leftarrow \text{MCSU}'_{\dot{\alpha}}(D' \cup \{ (\lambda \dot{z}. a(\dot{h}), \lambda \dot{z}. \dot{a}(\dot{h}')) \}, \dot{S}) \]

If we know the set of constants whose type has as its eventual range a given base type, we can use a technique very similar to the rigid-flexible case to give a full treatment to the flexible-flexible case.

7.3 Matching

The matching specifications are straightforward specializations of the unification specifications. We can make certain simplification, e.g. not instantiating the constant term in the rigid-flexible case to form the new disagreement sets. Also, the flexible-flexible case does not arise.

8 Improvements to the Algorithms

In this section, we develop some high-level improvements to the algorithms derived in the previous few sections. The first improvement allows for a complete algorithm (if a unifier exists it will be found). The second is a way to "factor" the state of a unification problem to prevent redundant computation.

8.1 Matching Trees

The algorithms suggested by our derivation perform a depth-first search of an implicit or-tree in their search for unifiers, where the branching nodes are from the rigid-flexible case. The first improvement is to make this tree explicit in order to gain control over the order in which it is traversed. We represent these trees as a set of triples \((\dot{S}, \dot{a}, D)\) where the \(\dot{a}, D\) correspond to the nodes and the \(\dot{S}\) correspond to the paths from the root. The generalized specification is

\[ U_{\text{tree}}(T) = \bigcup_{(\dot{S}, \dot{a}, D) \in T} \dot{S} \circ U'_{\dot{a}}(D) \]
The interesting case is rigid-flexible:

\[
\mathcal{U}_{\text{tree}}(T' \cup \{ \langle \bar{s}, \bar{a}, D \rangle \}) \\
= \mathcal{U}_{\text{tree}}(T') \cup \mathcal{S} \circ \mathcal{U}'_a(D) \\
= \mathcal{U}_{\text{rec}}(T') \cup \mathcal{S} \circ \bigcup_{\bar{s} \in \mathcal{S}} \mathcal{U}'_a(D \circ \bar{s}) \\
= \mathcal{U}_{\text{rec}}(T') \cup \bigcup_{\bar{s} \in \mathcal{S}} \langle \bar{s} \circ \bar{a}, \bar{s}, D \circ \bar{s} \rangle \\
= \mathcal{U}_{\text{rec}}(T') \cup \{ \langle \bar{s} \circ \bar{a}, \bar{s}, D \circ \bar{s} \rangle \mid \bar{s} \in \mathcal{S} \}
\]

This reformulation lets us choose which disagreement-set to work on. For instance, we can use breadth-first search to get a complete algorithm.

### 8.2 Matching Dags

Considering the specification of \( \mathcal{U}_{\text{rec}} \), we notice that some triples might share the same \( \bar{a}, D \), causing unnecessary recomputation of \( \mathcal{U}_a'(D) \). We can "factor out" common \( \bar{a}, D \) to save work, using triples \( \langle \bar{s}, \bar{a}, D \rangle \), where \( \bar{s} \) is a set of substitutions:

\[
\mathcal{U}_{\text{dag}}(D) = \bigcup_{\langle \bar{s}, \bar{a}, D \rangle \in \mathcal{D}} \bar{s} \circ \mathcal{U}'_a(D)
\]

where we write a composition of two sets of substitutions to mean the set of all compositions of elements of the first with elements of the second.

Carrying along the tree analogy from the previous section, interpreting the set \( \bar{s} \) as a collection of paths to the nodes \( \bar{a}, D \) we call these sets of triples "matching dags". The relation to the tree unifier specification is

\[
\mathcal{U}_{\text{dag}}(D) = \mathcal{U}_{\text{tree}}(\bigcup_{\langle \bar{s}, \bar{a}, D \rangle \in \mathcal{D}} \{ \langle \bar{s}, \bar{a}, D \rangle \mid \bar{s} \in \bar{s} \})
\]

Note that the amount of factoring is not at all constrained by this specification. Even though it is in general expensive to check for the existence of identical disagreement sets, there is a simple sufficient condition for factorization. Briefly, when a disagreement set can be partitioned into subsets that do not share free variables, these subsets can be solved independently and their solutions can be combined easily to form the set of all solutions to the original set. In many cases the exponentially large matching tree is reduced to a matching dag linear or quadratic in the size of the original disagreement set.

We illustrate this using the example of a common the second-order unification problem, namely \( f\bar{a} = \bar{T} \) where \( \bar{T} \) is a constant term with \( n \) occurrences of \( a \). For simplicity of presentation and implementation, the prefix of free variables has been collected outside the disagreement pair. This change is not formally presented in our derivation overview. In our notation we have the initial disagreement set

\[
\lambda f. \{ \langle f\bar{a}, \bar{T} \rangle \}.
\]
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In such a case there will be $2^n$ possible matches. For example:

$$\lambda f \cdot \{fa, gaa\}$$

has solutions $\lambda x \cdot gxx$, $\lambda x \cdot gax$, $\lambda x \cdot gxa$, $\lambda x \cdot gaa$.

With the use of matching dags these can be represented and computed in a way that is linear in the size of the constant term rather than exponential as a matching tree would have to be. Figure 1 shows an example of a matching dag for the problem $fa = g(gaa)a$.

Note that there are $2^n$ different paths from the root to the success node, which means that there are as many unifying substitutions. Also note that there are only $2*n + c$ different arcs, which means that the second-order unification algorithm will run in linear time in this simple but frequent case of matching a second-order variable applied to a constant against a constant term. In the more general case of matching $fT_1 = T_2$ the matching dag including the failure nodes will have size $|T_1| * |T_2|$, still a significant improvement over the exponential size of a matching tree.

8.3 Matching Graphs

Huet's heuristic improvements (subsumption and rigid-path check), which lead to more frequent termination, can be given a new interpretation in our framework. Integrating subsumption generalizes from a matching dag to a possibly cyclic matching graph. An idea of Gallier and Snyder [9] provides a simple sufficient condition for subsumption. This is subject of current research and the preliminary results are encouraging.

9 Extensions to the Algorithm

9.1 Products

We have extended the basic higher-order unification algorithms to handle a typed $\lambda$-calculus enriched with products. Our motivation came from using typed $\lambda$-calculus to encode the syntax of programming languages and higher-order unification to mechanically apply program transformation rules, as suggested in [12], and more recently in [23,19]. Some language constructs are most naturally represented with tuples, e.g. multiple argument function definitions and parallel let binding. Another example, representing and transforming functional programs is discussed at the end of section 10.

The usual way of adding products to introduce a type $\sigma \times \tau$ for types $\sigma$ and $\tau$ and terms $\text{fst}M$, $\text{snd}M$, and $\langle M, N \rangle$ for terms $M$ and $N$. We prefer the notational convenience of languages like ML [10], in which one may write patterns (also known as "variants") built up from variables and pairing, rather than simply variables following a lambda.
Figure 1: Example of a matching dag
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Here is our extended language. First expressions:

\[ E ::= V_T \quad \text{typed variables} \]
\[ \mid C_T \quad \text{typed constants} \]
\[ \mid EE \quad \text{applications} \]
\[ \mid \lambda P . E \quad \text{abstractions} \]
\[ \mid \langle E, E \rangle \quad \text{pairs} \]

Next types,

\[ T ::= Bt \quad \text{base types} \]
\[ \mid T \rightarrow T \quad \text{function types} \]
\[ \mid T \times T \quad \text{product} \]

Finally, patterns

\[ P ::= V \quad \text{variable} \]
\[ \mid \langle P, P \rangle^{T \ldots T} \quad \text{pairing patterns (the P’s must have distinct variables)} \]

As an example, here is a function that takes a pair and returns its reversal. Its type is \( \sigma \times \tau \rightarrow \tau \times \sigma \)

\[ \lambda (u_\sigma, v_\tau) . \langle v, u \rangle \]

This is certainly clearer than \( \lambda p_{\sigma \times \tau} . (\operatorname{snd} p, \operatorname{fst} p) \), especially for complex expressions.

Now suppose we want a function that takes a function that produces pairs and returns a function that produces the reversal of those pairs. One way would be

\[ \lambda f_\sigma \rightarrow \sigma \times \tau . \lambda x_\alpha . (\lambda (u_\sigma, v_\tau) . \langle v, u \rangle)(f x) \]

Instead, we generalize the tuple patterns to what we call “pairing” patterns. The pattern \( \langle f, g \rangle^{\sigma \ldots \gamma} \) will “destructure” a function of type \( \alpha \rightarrow \cdots \rightarrow \gamma \rightarrow \sigma \times \tau \) by binding \( f \) to an object of type \( \alpha \rightarrow \cdots \rightarrow \gamma \rightarrow \sigma \) and \( g \) to an object of type \( \alpha \rightarrow \cdots \rightarrow \gamma \rightarrow \tau \). (Actually \( f \) and \( g \) may be patterns themselves performing further destructuring.) This is similar to “target tupleiing”, but generalized to any number of (curried) arguments. We may also use this notation for terms, but it seems less useful than in patterns, so we prefer to have only simple pairs in the language proper. The interpretation is

\[ \langle M, N \rangle^{\sigma \ldots \gamma} \overset{\Delta}{=} \lambda x_\alpha . \ldots \lambda z_\gamma . \langle M x \ldots z, N x \ldots z \rangle \]

where \( x, y, z \) are not free in the \( M \) or \( N \). Now we may state our previous example as

\[ \lambda (g, h)^{\sigma} . (h, g)^{\sigma} \]

or in the language proper

\[ \lambda (g, h)^{\sigma} . \lambda x_\alpha . (h x, g x) \]

In what follows, we will use the term “pairing type” to refer to types \( \alpha \rightarrow \cdots \rightarrow \gamma \rightarrow \sigma \times \tau \) and “pairing constant” or “pairing variable” to refer to a constant or variable having pairing type.
9.2 Conversion Rules

First we add a rule of pair formation

\[ M_{\sigma \times \tau} = (\lambda (u_\sigma, v_\tau) \cdot u)M, (\lambda (u_\sigma, v_\tau) \cdot v)M \]

In addition to the \( \beta \)-conversion rules from section 4, we have one more for pairing patterns:

\[ (\lambda (p, q)^{\alpha_1, \ldots, \alpha_\gamma} \cdot A)(\lambda (M, N)^{\alpha_1, \ldots, \alpha_\gamma}) = (\lambda p \cdot \lambda q \cdot A)MN \]

or, in the language proper

\[ (\lambda (p, q)^{\alpha_1, \ldots, \alpha_\gamma} \cdot A)(\lambda x_\alpha \cdot \ldots \lambda z_\gamma \cdot (M, N)) = (\lambda p \cdot \lambda q \cdot A)(\lambda x_\alpha \cdot \ldots \lambda z_\gamma \cdot M)(\lambda x_\alpha \cdot \ldots \lambda z_\gamma \cdot N) \]

Also, we generalize the \( \eta \) rule to all patterns:

\[ \lambda p \cdot Mp = M \quad \text{if no } v \text{ in } p \text{ is free in } M \]

(If it is a slight abuse of notation to use the pattern \( p \) as a term here. We will always mean the obvious term associated with the pattern.)

This gives us a correspondingly generalized derived \( \alpha \) rule:

\[ \lambda p \cdot M = \lambda q \cdot (\lambda p \cdot M)q \]

9.3 Normal Forms

The generalized \( \alpha \)-conversion rule turns out to be crucial to normal forms and hence to our algorithm. The key idea is to introduce structure wherever possible by "renaming", or more appropriately, "restructuring", variables of pairing type into pairings of variables of simpler type. For instance, we would perform the following conversion

\[ (\lambda p_{\sigma \times \tau} \cdot \ldots p \cdot \ldots) = \lambda (x_\alpha, ybe) \cdot (\lambda p_{\sigma \times \tau} \cdot \ldots p \cdot \ldots)(x, y) = \lambda (x, y) \cdot \ldots (x, y) \ldots \]

For now, let us assume that our terms contain no pairing constants or free variables. (The latter assumption is reasonable in the context of unification, since we explicitly abstract over what would be the free variables.) Then by a translation of the results of [24] into our language, we have the following normal form:

\[ \lambda p_1 \ldots \lambda p_m \cdot ah_1 \ldots h_n \quad \text{or} \quad \lambda p_1 \ldots \lambda p_m \cdot \langle h_1, \ldots, h_n \rangle \]

where
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- All variables bound in the \( p_i \) are distinct and not of pairing type.
- The head, \( a \), is a non-pairing variable or constant.

To handle the case of pairing constants and free variables, we introduce the notation of a "locator", which is a term \( \lambda p . v \) in which none of the variables in \( p \) has pairing type, and \( v \) is in \( p \). Then our normal form is just like the above except that \( a \) is either
- A variable not of pairing type, or
- of the form \( Lc \) for a locator \( L \) and constant \( c \).

9.4 Algorithm Modifications

Somewhat surprisingly, there are only a few modifications required to our higher-order unification algorithms derived in the previous sections.

- There is one more case, the tuple-tuple case, which is handled similarly to the rigid-rigid case, i.e. replace the tuple-tuple disagreement pair by the set of pairs of corresponding elements. Note that the first alternative of our normal form is constrained not to have pairing type, so there are no "rigid-tuple", "flexible-tuple", etc. cases.
- In the rigid-rigid case, we again require equality of heads, but now this means comparing locators as well as constants.
- There are more possible "projections" [11] because unification variables (conventionally, the free variables) may take arguments of pairing type.

10 Polymorphism

We can also give an incomplete but very useful treatment of polymorphism similar to that done by \( \lambda \)Prolog [18]. Here we mean "implicit", or "global", polymorphism as in ML [10], rather than the more powerful "explicit" polymorphism of the second-order polymorphic \( \lambda \)-calculus [25].

The idea is very simple: For two terms to be unifiable, they must have the same type. Thus before unifying any disagreement pair, first perform first-order unification on their types. If the type unification fails, the term unification must fail. Otherwise, use the resulting most general type unifier to instantiate the types of all of the disagreement pairs. The place we can get into trouble is the flexible-rigid case. If the type of the flexible head is not yet determined, we cannot know the possible projection substitutions. In our experience, this case seems to be rare.

Polymorphism is especially useful in conjunction with products because it lets us express general transformation and inference rules that apply to constructs of any arity. For instance, we have proved and mechanically applied an extremely simple and general rule of "unfolding" [3] that can simultaneously unfold any subset of a collection of recursive functions at any subset of their call sites. It is simply

\[
\forall g . (\text{Rec} \lambda f . g f f) = (\text{Rec} \lambda f . g (g f f) f)
\]

Here, \( f \) is a tuple of functions each of which will likely take a tuple as its argument. Unification with a concrete program will cause \( g \) to be instantiated to a function of two arguments, the first of which occurs where unfolding will take place. In practice we would often want to specialize this rule (by substitution) so as not to become overwhelmed by the nondeterminism.
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