
Chapter 7

Linear Type Theory

The distinction between logic and type theory is not always clear in the litera-
ture. From the judgmental point of view, the principal judgments of logic are
A is a proposition (A prop) and A is true (A true). This may be different for
richer logics. For example, in temporal logic we may have a basic judgment A
is true at time t. However, it appears to be a characteristic that the judgments
of logic are concerned with the study or propositions and truth.

In type theory, we elevate the concept of proof to a primary concept. In
constructive logic this is important because proofs give rise to computation
under reduction, as discussed in the chapter on linear functional programming
(Chapter 6). Therefore, our primary judgment has the form M is a proof of A
(M : A). This has the alternative interpretation M is an object of type A. So
the principal feature that distinguishes a type theory from a logic is the internal
notion of proof. But proofs are programs, so right from the outset, type theory
has an internal notion of program and computation which is lacking from logic.

The desire to internalize proofs and computation opens a rich design space for
the judgments defining type theory. We will not survey the different possibilities,
but we may map out a particular path that is appropriate for linear type theory.
We may occasionally mention alternative approaches or possibilities.

7.1 Dependent Types

The foundation of linear type theory was already laid in Section 6.1 where
we introduced a propositional linear type theory through the notion of proof
terms. We call it propositional, because the corresponding logic does not allow
quantification.

Propositions A ::= P Atoms
| A1(A2 | A1 ⊗A2 | 1 Multiplicatives

| A1NA2 | > | A1 ⊕A2 | 0 Additives
| A⊃ B | !A Exponentials
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142 Linear Type Theory

We now reconsider the quantifiers, ∀x. A and ∃x. A. In the first-order linear
logic we developed, the quantifiers range over a single (unspecified) domain. We
may thus think of first-order logic as the study of quantification independently
of any particular domain. This is accomplished by not making any assumptions
about the domain of quantification. In contrast, first-order arithmetic arises if
we introduce natural numbers and allow quantifiers to range specifically over
natural numbers. This suggests to generalize the quantifiers to ∀x:τ. A and
∃x:τ. A, where τ is a type.

In type theory, we may identify types with propositions. Therefore, we may
label a quantifier with A instead of inventing a new syntactic category τ of types.
Data types, such as the natural numbers, then have to be introduced as new
types A together with their introduction and elimination rules. We postpone
the discussion of numbers and other data types to Section ??. Here, we are
most interested in understanding the nature of the quantifiers themselves once
they are typed.

Universal Quantification. Before, the introduction rule for ∀x. A required
us to prove [a/x]A for a new parameter a. This stays essentially the same,
except that we are allowed to make a typing assumption for a.

Γ, a:B; ∆ ` [a/x]A true
∀Ia

Γ; ∆ ` ∀x:B. A true

Note that the parameter a is treated in an unrestricted manner. In other words,
the object a we assume to exist is persistent, it is independent of the state. This
avoids the unpleasant situation where a proposition C may talk about an object
that no longer exists in the current state as defined via the linear hypotheses.
See Exercise ?? for an exploration of this issue.

The rule above is written as part of a logic, and not as part of a type theory.
We can obtain the corresponding type-theoretical formulation by adding proof
terms. In this case, the proof of the premise is a function that maps an object
N of type B to a proof of [N/x]A. We write this function as an ordinary λ-
abstraction. We will also now use the same name x for the parameter and the
bound variable, to remain closer to the traditions functional programming and
type theory.

Γ, x:B; ∆ `M : A
∀I

Γ; ∆ ` λx:B. M : ∀x:B. A

It is implicit here that x must be new, that is, it may not already be declared
in Γ or ∆. This can always be achieved via renaming of the bound variable x
in the proof term and the type of the conclusion. Note that the variable x may
occur in A. This represents a significant change from the propositional case,
where the variables in Γ and ∆ occur only in proof terms, but not propositions.

In the corresponding elimination rule we now need to check that the term
we use to instantiate the universal quantifier has the correct type. The proof
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term for the result is simply application.

Γ; ∆ `M : ∀x:B. A Γ; · ` N : B
∀E

Γ; ∆ `M N : [N/x]A

Because x:B may be used in an unrestricted manner in the proof of A, the proof
of B may not depend on any linear hypotheses.

The local reduction is simply β-reduction, the local expansion is η-expansion.
We write these out on the proof terms.

(λx:B. M)N −→β [N/x]M
M : ∀x:B. A −→η λx:B. M x

When viewed as a type, the universal quantifier is a dependent function type.
The word “dependent” refers to the fact that the type of the the result of the
function M : ∀x:B. A depends on the actual argument N since it is [N/x]A.
In type theory this is most often written as Πx:B. A instead of ∀x:B. A. The
dependent function type is a generalization of the ordinary function type (see
Exercise ??) and in type theory we usually view B ⊃ A as an abbreviation for
∀x:B. A for some x that does not occur free in A. This preserves the property
that there is exactly one rule for each form of term. In this section we will
also use the form B → A instead of B ⊃ A to emphasize the reading of the
propositions as types.

As a first simple example, consider a proof of ∀x:i. P (x)(P (x) for some
arbitrary type i and predicate P on objects of type i.

u
x:i; u:P (x) ` u : P (x)

( I
x:i; · ` λu:P (x). u : P (x)(P (x)

∀I
·; · ` λx:i. λ̂u:P (x). u : ∀x:i. P (x)(P (x)

This proof is very much in the tradition of first-order logic—the added expressive
power of a type theory is not exploited. We will see more examples later, after
we have introduced the existential quantifier.

Existential Quantification. There is also a dependent version of existential
quantification. For reasons similar to the existential quantifier, the witness N
for the truth of ∃x:A. B is persistent and cannot depend on linear hypotheses.

Γ; · ` N : A Γ; ∆ `M : [N/x]B
∃I

Γ; ∆ ` N !⊗∃x. B M : ∃x:A. B

Unfortunately, we need to annotate the new term constructor with most of its
type in order to guarantee uniqueness. The problem is that even if we know
N and [N/x]B, we cannot in general reconstruct B uniquely (see Exercise ??).
The notation N !⊗M is a reminder that pairs of this form are exponential, not
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additive. In fact, ∃x:A. B is a dependent generalization of the operator A !⊗
B defined either by introduction and eliminations or via notational definition
as (!A) ⊗ B. We have already seen the reverse, A ⊗! B in Section 5.5 and
Exercise 5.2.

The corresponding elimination is just a dependent version of the ordinary
existential elimination.

Γ; ∆ `M : ∃x:A. B Γ, x:A; ∆′, u:B ` N : C
∃E

Γ; (∆,∆′) ` letx !⊗ u = M inN : C

Here, x and u must be new with respect to Γ and ∆′. In particular, they cannot
occur in C. Also note that x is unrestricted while u is linear, as expected from
the introduction rule.

Again, we write out the local reductions on proof terms.

let x !⊗ u = M1 !⊗M2 inN −→β [M1/x][M2/u]N
M : A !⊗ B −→η let x !⊗ u = M inx !⊗ u

Here we have omitted the superscript on the !⊗ constructor for the sake of
brevity.

Type Families. In order for a dependent type to be truly dependent, we
must have occurrences of the quantified variables in the body of the type. In
the example above we had ∀x:i. P (x)(P (x). But what is the nature of P ?
Logically speaking, it is a predicate on objects of type i. Type-theoretically
speaking, it is a type family. That is, P (M) is a type for every object M of
type i. In such a type we call M the index object. It should now be clear that
well-formedness of types is not longer a trivial issue the way it has been so far.
We therefore augment our collections of judgments with a new one, A is a type
written as A : type.

Since a type such as P (x)(P (x) may depend on some parameters, we
consider a hypothetical judgment of the form

Γ; · ` A : type.

There are no linear hypotheses because it not clear what such a judgment would
mean, as hinted above. One possible answer has been given by Ishtiaq and
Pym [IP98], but we restrict ourselves here to the simpler case.

Most rules for this judgment are entirely straightforward; we show only three
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representative ones.

Γ; · ` A : type Γ; · ` B : type
(F

Γ; · ` A(B : type

Γ; · ` A : type Γ, x:A; · ` B : type
∀F

Γ; · ` ∀x:A. B : type

Γ; · ` A : type Γ, x:A; · ` B : type
∃F

Γ; · ` ∃x:A. B : type

Atomic types a M1 . . .Mn consist of a type family a indexed by objects M1, . . . ,Mn.
We introduce each such family with a separate formation rule. For example,

Γ; · `M : i
PF

Γ; · ` P M : type

would be the formation rule for the type family P considered above. Later it will
be convenient to collect this information in a signature instead (see Section ??).

In the next section we will see some examples of type families from functional
programming.

7.2 Dependently Typed Data Structures

One potentially important application of dependent types lies functional pro-
gramming. Here we can use certain forms of dependent types to capture data
structure invariants concisely. As we will see, there are also some obstacles to
the practical use of such type systems.

As an example we will use lists with elements of some type A, indexed by
their length. This is of practical interest because dependent types may allow us
to eliminate bounds checks statically, as demonstrated in [XP98].

Natural Numbers. First, the formation and introduction rules for natural
numbers in unary form.

natF
Γ; · ` nat : type

natI0
Γ; · ` 0 : nat

Γ; ∆ `M : nat
natI1

Γ; ∆ ` s(M) : nat

There a two destructors: one a case construct and one operator for itera-
tion. We give these in the schematic form, as new syntax constructors, and as
constants.
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Schematically, f is defined by cases if it satisfies

f(0) = N0

f(s(n)) = N1(n)

Here, N1(n) indicates that the object N1 may depend on n. However, this
form does not express linearity conditions. If we write it as a new language
constructor, we have (avoiding excessive syntactic sugar)

casenat(M ;N0, n. N1)

with the rule

Γ; ∆ `M : nat Γ; ∆′ ` N0 : C Γ; ∆′, n : nat ` N1 : C
natEcase

Γ; ∆,∆′ ` casenat(M ;N0, n. N1) : C

Note that the elimination is additive in character, since exactly one branch of
the case will be taken. The local reductions and expansion are simple:

casenat(0;N0, n. N1) −→L N0

casenat(s(M);N0, n. N1) −→L [M/n]N1

M : nat −→η casenat(M ; 0, n. s(n))

We could also introduce casenat as a constant with linear typing. This would
violate our orthogonality principle. However, for any given type C we can define
a “canonical” higher-order function implementing a case-like construct with the
expected operational behavior.

casenatC : nat((CN(nat(C))(C

= λ̂n:nat. λ̂c:(CN(nat(C)). casenat(n; fst c, n. snd cˆn)

Schematically, f is defined by iteration if it satisfies

f(0) = N0

f(s(n)) = N1(f(n))

Here, N1 can refer to the value of f on the predecessor, but not to n itself. As
a language constructor:

itnat(M ;N0, r. N1)

with the rule

Γ; ∆ `M : nat Γ; · ` N0 : C Γ; r:C ` N1 : C
natEit

Γ; ∆ ` itnat(M,N0, r. N1) : C

Note that N1 will be used as many times as M indicates, and can therefore not
depend on any linear variables. We therefore also do not allow the branch for 0
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to depend on linear variables. In this special data type this would be possible,
since each natural number contains exactly one base case (see Exercise ??).

itnat(0;N0, r. N1) −→L N0

itnat(s(M);N0, r. N1) −→L [itnat(M ;N0, r. N1)/r]N1

M : nat −→η itnat(M ; 0, r. s(r))

From this we can define a canonical higher-order function for each result type
C implementing iteration.

itnatC : nat((CN(C(C))→ C

= λ̂n:nat. λc:CN(C(C). itnat(n; fst c, r. snd cˆr)

More interesting is to define an operator for primitive recursion. Note the linear
typing, which requires that at each stage of iteration we either use the result
from the recursive call or the predecessor, but not both.

recnatC : nat((CN((natNC)(C))→ C

The definition of this recursor is subject of Exercise ??.

Lists. Next we define the data type of lists. We leave the type of elements
open, that is, list is a type constructor. In addition, lists are indexed by their
length. We therefore have the following formation rule

Γ; · ` A : type Γ; · `M : nat
listF

Γ; · ` listA(M) : type

There are two introduction rules for lists: one for the empty list (nil) and
one for a list constructor (cons). Note that we have to take care to construct the
proper index objects. In order to simplify type-checking and the description of
the operational semantics, we make the length of the list explicit as an argument
to the constructor. In practice, this argument can often be inferred and in many
cases does not need to be carried when a program is executed. We indicate this
informally by writing this dependent argument as a subscript.

listI0
Γ; · ` nilA : listA(0)

Γ; · ` N : nat Γ; ∆ ` H : A Γ; ∆′ ` L : listA(N)
listI1

Γ; ∆,∆′ ` consN H L : listA(s(N))

Again, there are two elimination constructs: one for cases and one for iter-
ation. A function for primitive recursion can be defined.

Schematically, f is defined by cases over a list l if it satisfies:

f(nil) = N0

f(consN HL) = N1(N,H, L)
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Here we supplied an additional argument to N1 since we cannot statically predict
the length of the list L. This also complicates the typing rule for the case
construct, in addition to the linearity conditions.

caselist(M ;N0, n. h. l. N1)

with the rule

Γ; ∆ `M : listA(N)
Γ; ∆′ ` N0 : C(0)
Γ, n:nat; ∆′, h:A, l:listA(n) ` N1 : C(s(n))

natEcase

Γ; ∆,∆′ ` itlist(M ;N0, n. h. l. N1) : C(N)

The novelty in this rule is that C is normally just a type; here it is a type family
indexed by a natural number. This is necessary so that, for example

idA : ∀n:nat. listA(n)( listA(n)
= λn:nat. λl:listA(n). caselist(M ; 0, n. h. l′. consn h l′)

type-checks. Note that here the first branch has type listA(0) and the second
branch has type listA(s(n)), where n is the length of the list l′ which stands
for the tail of l. Local reduction and expansion are straightforward, given the
intuition above.

caselist(nil;N0;n. h. l. N1) −→L N0

caselist(consN H L;N0;n. h. l. N1) −→L [N/n,H/h, L/l]N1

M : listA(N) −→η caselist(M ; nil;n. h. l. consn h l)

If we write a higher-order case function it would have type

caselistA,C : ∀m:nat. listA(m)((C(0)N(∀n:nat. A ⊗ listA(n)(C(s(n)))(C(m)

The iteration constructs for lists follows a similar idea. Schematically, f is
defined by iteration over a list if it satisfies

f(nil) = N0

f(consN H L) = N1(N,H, f(L))

As a language constructor:

itlist(M ;N0, n. h. r. N1)

with the rule

Γ; ∆ `M : listA(N)
Γ; · ` N0 : C(0)
Γ, n:nat; h:A, r:C(n) ` N1 : C(s(n))

natEit

Γ; ∆ ` itlist(M ;N0, n. h. r. N1) : C(N)
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Local reduction and expansion present no new ideas.

itlist(nil;N0;n. h. r. N1) −→L N0

itlist(consN HL;N0;n. h. r. N1) −→L [N/n,H/h, itlist(L;N0;n. h. r. N1)/r]N1

M : listA(N) −→η itlist(M ; nil;n. h. r. consn h r)

We can then define the following higher-order constant.

itlistA,C : ∀m:nat. listA(m)((C(0)N(∀n:nat. C(n)(C(s(n))))→ C(m)

Note that, once again, C is a type family indexed by a natural number.
We now consider some functions on lists and their types. When we append

two lists, the length of the resulting list will be the sum of the lengths of the
two lists. To express this in our language, we first program addition.

plus : nat( nat( nat

= λ̂x:nat. itnat(x; λ̂y:nat. y; r. λ̂y:nat. s(rˆy))

Note that the iteration is at type nat( nat so that r : nat( nat in the second
branch.

appendA : ∀n:nat. ∀m:nat. listA(n)( listA(m)( listA(plus nm)

= λn:nat. λm:nat. λ̂l:listA(n).

itlist(l; λ̂k:listA(m). k,

p. h. r. λ̂k:listA(m). consp h (rˆk))

This example illustrates an important property of dependent type systems:
the type of the function appendA contains a defined function (in this case plus).
This means we need to compute in the language in order to obtain the type of
an expression. For example

appendA 0 0 nilA nilA : listA(plus 0 0)

by the rules for dependent types. But the result of evaluating this expression
will be nilA which has type listA(0). Fortunately, plus 0 0 evaluates to 0. In
general, however, we will not be able to obtain the type of an expression purely
by computation, but we have to employ equality reasoning. This is because the
arguments to a function will not be known at the time of type-checking. For
example, to type-check the definition of appendA above, we obtain the type

listA(s(plus pm))

for N1 (the second branch) for two parameters p and m. The typing rules for
itnat require this branch to have type

listA(plus (s(p)) m)

since the type family C(n) = listA(plus nm) and the result of the second branch
should have type C(s(n)).
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Fortunately, in this case, we can obtain the first type from the second es-
sentially by some local reductions. In order for dependent type theories to be
useful for functional programming we therefore need the rule of type conversion

Γ; ∆ `M : A Γ; · ` A = B : type
conv

Γ; ∆ `M : B

where the A = B : type is a new judgment of definitional equality. At the
very least the example above suggests that if M and N can be related by a
sequence of reduction steps applied somewhere in M and N , then they should
be considered equal. If this question is decidable is not at all clear and has to
be reconsidered for each type theory in detail.

In an extensional type theory, such as the one underlying Nuprl [C+86], we
allow essentially arbitrarily complex reasoning (including induction) in order to
prove that A = B : type. This means that conversion and also type-checking in
general are undecidable—the judgment of the type theory are no longer analytic,
but synthetic. This cast some doubt on the use of this type theory as a functional
programming language.

In an intensional type theory, such as later type theories developed by Martin-
Löf [ML80, NPS90, CNSvS94], definitional equality is kept weak and thereby
decidable. The main judgment of the type theory remains analytic, which is
desirable in the design of a programming language.

However, there is also a price to pay for a weak notion of equality. It means
that sometimes we will be unable to type-check simple (and correct) functions,
because the reason for their correctness requires inductive reasoning. A simple
example might be

revA : ∀n:nat. listA(n)( listA(n)

which reverses the elements of a list. Depending on its precise formulation, we
may need to know, for example, that

n:nat, m:nat; · ` listA(plus nm) = listA(plus mn) : type

which will not be the case in an intensional type theory.
We circumvent this problem by introducing a new proposition (or type,

depending on one’s point of view) eq NM for index objects N and M of type
nat. Objects of this types are explicit proofs of equality for natural numbers
and should admit induction (which is beyond the scope of these notes). The
type of rev would then be rewritten as

revA : ∀n:nat. listA(n)(∃m:nat. ∃p:eq nm. listA(m)

In other words, in order to have decidable type-checking, we sometimes need to
make correctness proofs explicit. This is not surprising, given the experience
that correctness proofs can often be difficult.

In practical languages such as ML, it is therefore difficult to include depen-
dent types. The approach taken in [Xi98] is to restrict index objects to be drawn
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from a domain with a decidable equality theory. This appears to be a reasonable
compromise that can make the expressive power of dependent types available
to the programmer without sacrificing decidable and efficient type-checking.
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