Ergometric Multilinear Futures

Aditi Gupta

Advisor: Frank Pfenning

Carnegie Mellon University
School of Computer Science

Senior Honors Thesis



Abstract

In functional languages, it can be challenging to implement parallelism through futures efficiently. Two
significant bottlenecks are memory management and granularity control in scheduling of parallel tasks. In
this thesis, we provide the theoretical basis for addressing both of these challenges.

Our language is based on a mixed linear/nonlinear language, formulated in a semi-axiomatic sequent
calculus so that its natural computational interpretation encompasses futures. Linearity allows eager deal-
location, easing garbage collection. We identify multilinear types that may be shared among threads while
retaining the advantages of linearity; parallel garbage collection on multilinear data uses simple reference
counting. Finally, we augment this language with ergometric types to capture the total work of program ex-
ecution under a flexible model of amortized cost based on potentials. This allows for informed scheduling
decisions and partially-automated granularity control in both purely linear and multilinear settings. The
potential inherent in a multilinear data structure is statically known and split among the threads access-
ing it. We prove type safety, which includes accuracy of reference counts and accounting of potential, and

illustrate our language with small examples.
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Chapter 1

Introduction

Futures are a highly expressive form of parallel programming involving spawning multiple threads of com-
putation that execute simultaneously, but they can be difficult to implement efficiently [5, 16]. Futures are
more general than the more widely-studied fork-join parallelism, in which computations split into branches
and later synchronize, since their use is not constrained to synchronous join points. While fork-join paral-
lelism does not allow data dependencies between concurrently-executing threads, futures have no such
restrictions.

Two of the primary obstacles in efficiently implementing futures seem to appear in garbage collection
[3] and in scheduling decisions [32]; our language minimizes the need for complex garbage collection and
presents opportunities to automate certain parts of scheduling. In this work, we present a core language
for efficient functional parallelism with futures that takes advantage of linearity to enable straightforward
memory management and static resource tracking. Specifically, enforcing notions of linearity eases garbage
collection, as noted by Girard and Lafont [15]. Additionally, resource-aware types, which become possible
in linear languages, can allow us to partially automate granularity decisions based on cost [1].

Overall, we present a language in which linearity, non-linearity, and an intermediate notion of multilin-
earity coexist to attain the benefits of linear futures without the restrictiveness. This research represents the
convergence of many disparate avenues of prior work; we draw inspiration from work on futures, linear-
ity, mixed linear/nonlinear systems, and ergometric types for the purpose of achieving practically efficient
and expressive parallelism through futures. Our model of futures [16] is founded upon a semi-axiomatic
sequent calculus with a shared-memory semantics [11, 28], inspired by linear session types [6, 22, 30]. Focus-

ing primarily on linear futures affords us both practical and asymptotic efficiency through straightforward



memory management [15], algorithmic strategies [5], and granularity control automation.

However, because pervasive linearity restrictions are impractical, we allow both a linear and a nonlinear
mode, as in LNL [4, 29]; the nonlinear mode enables natural functional programming, while the linear mode
preserves efficiency benefits. We begin by presenting this mixed linear /nonlinear language with futures. For
simplicity, we omit resource-tracking types in this and the next language and reintroduce them near the end
of the thesis.

To further allow programmers to write ordinary functional code while gaining efficiency advantages,
we next introduce a notion of multilinearity, which allows us to reuse and discard certain kinds of data in a
limited way. Specifically, we identify a class of types that can be shared. Data with these types can be copied
or dropped even in a linear language through functions of type A — A ® A or A — 1 [25], but doing so
is costly and tedious. We introduce reference counting for multilinear types into the operational semantics
of our language; an address may have some finite number of references representing its number of clients,
with no additional cost incurred. Programmers can then make use of three classes of data: an unrestricted
layer, in which programmers can write ordinary functional programs; pure linearity, which enforces fully
linear types; and multilinearity, which allows programmers to write programs as though data can be shared
and discarded while still achieving the guarantees and benefits of linearity.

We lastly introduce the tracking of potential through ergometric types, as in work on Rast [9, 8]. We
enable resource tracking for both linear and multilinear types [20, 21]; an address storing potential that has
multiple clients can simply share its potential across its many clients. We describe the nuances and chal-
lenges of simultaneously introducing multilinearity and resource-tracking. Finally, we prove the nontrivial
properties of progress and preservation.

Our primary contribution in this thesis is a basis for an efficient, general, and expressive implementation
of functional futures. In Chapter 2, we provide background on linear futures, including a discussion of
preliminary experiments regarding efficiency. In Chapter 3, we present a concurrent language that supports
linear futures and add a nonlinear layer for greater expressivity and ease of use. Then, in Chapter 4, we
introduce multilinear types that can be aliased or dropped through reference counting; we no longer incur
the cost of explicitly copying or discarding them, and we retain both the efficiency of linearity and the
generality of ordinary functional programs. Finally, in Chapter 5, we augment this system with ergometric
types that allow us to track cost and simplify granularity control, thus enabling the full efficiency benefits
of linearity.

We see our type system as an intermediate language in between a high-level language with a standard



functional syntax and machine code. We leave the details of the syntax, type-checking, elaboration, and

efficient low-level implementation to future work.



Chapter 2

Linear Futures

2.1 Futures

Futures are a powerful source of parallelism in several classes of programs, relying on the concept that a
computation need not be completed until its value is used. A future is an expression that begins a compu-
tation and immediately moves on to the next steps of a program; not until the value stored inside the future
is needed will the program wait until the expression has been fully evaluated. This allows a program to
compute both the expression in the future and the next instructions at the same time.

Introduced first for Multilisp [16], an extension of the Lisp programming language, futures have been
adopted in many modern languages, including Python [27], Java [23], and Scala [12]. In Standard ML (SML),

futures may be implemented with the signature shown in Figure 2.1.

signature FUTURE =

sig
(¥ a future yielding a value of type ’a *)
type ’a t

(¥ create a new parallel future x*)
val future : (unit -> ’a) -> ’a t

(* force the completion of a future *)
val touch : ’a t -> ’a
end

Figure 2.1: Signature for Futures in SML



Futures are especially powerful for a technique known as pipelining [5], in which we parallelize at the
instruction level by starting tasks that rely on subtasks of previous tasks before those tasks have been eval-
uated in full. As a running example throughout this thesis, we will consider the insertion of elements into
a trie, which is highly parallelizable using futures; we can simply start a future that inserts one number
while continuing to perform other operations on the trie simultaneously. Insertion into a large trie can be
expensive, since we must traverse through the various levels of the trie, following branches depending on
the structure of our element. If we instead begin a process that inserts one element and immediately con-
tinue with the rest of our computations, the insertion can occur in the background while we perform other
operations simultaneously.

Futures can be modeled naturally using languages that resemble session-typed programming, which

describes protocols between communicating processes [6, 22, 30].

2.2 Linear Types

In linear systems, we enforce the restriction that each object must be used exactly once. This means that we
cannot write programs that duplicate or discard data. For example, if SML enforced a linearity restriction,

we would not be able to write either of the following functions:

fun f x = (x, x)
fun g (x, y) = x

The first function, £, uses x more than once, while the second function g, leaves y unused. In a proof-theoretic
setting, linearity corresponds to the removal of weakening (in which we are permitted to leave resources
unused) and contraction (in which resources may be reused without restriction). Though linearity is highly
restrictive, linear futures enjoy a wide variety of efficiency benefits over nonlinear futures.

Blelloch and Reid-Miller have shown that the asymptotic complexity of a pipelining algorithm can be
improved with the knowledge of linearity [5]. Additionally, linear programs afford straightforward garbage
collection [33]; since each object is accessed exactly once, it can be deallocated immediately after use. Finally,

we observe that linearity allows us to gain granularity control benefits through ergometric types.

2.21 Granularity Control Using Ergometric Types

While algorithmic speedups and garbage collection have been studied previously, the automation of gran-

ularity control is somewhat non-obvious. Prior research has suggested that granularity control has a sig-



Processors | Time (ps)

Sequential | 65921026 !
4 27364798
8 15867453 g s
12 11902278 7
16 10036928 3
20 8808359
;;1 gggz‘é?g 'S 1 b b e 0w e e DR B
o

Mumber of Processors

Figure 2.2: Speedup of Prime Sieve Program in Rast (Input 2,048)

nificant impact on efficiency in that it prevents overheads in scheduling from outweighing parallelism ben-
efits [26]. Additionally, recent work has approached automation in granularity control from an execution
time/systems perspective, based on runtime observations and experiments [1].

Here, we instead use programming language techniques to express cost at the type level without the
need for experimental evaluation. Ergometric types allow us to track statically how much work will be
done by each process; in executing a given computation, we use up some amount of “potential” that was
originally available to our program. Without sufficient potential, a program will fail to typecheck. With
ergometric types, we can keep track of the precise, amortized cost of computations, and use these values to
make scheduling decisions. For instance, we could use ergometric types to automate the decision to execute
a computation in parallel if its cost is high enough.

Based on preliminary experiments in Rast, a linear, session-typed, resource-aware language that can sup-
port futures, automating granularity control using ergometric types seems to be promising. Rast employs
an ergometric type system using arithmetic refinements [10, 8]. This allows us to shift the decision of when
to execute something in parallel to the interpreter rather than forcing the programmer to do it manually.
Since the parallelism in Rast processes tends to be very fine-grained, we aggregate the work performed by
multiple sequentially-executing processes. When enough potential will be expended, we execute computa-
tions in parallel rather than sequentially. As an example, we show the speedup of a prime sieve program in
Rast in Fig. 2.2.

Though Rast is not practically usable due to its linearity restriction, it serves as a “proof-of-concept”
research language, and these experiments provide motivation for extending ergometric types to a non-linear

setting.
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Figure 2.3: Comparison of SML, Rast, and New Language

2.3 Summary of Motivation

In this work, we introduce a language that has the expressiveness of SML with the linearity advantages of
Rast. If augmented with a functional, usable syntax, we anticipate that this language would present oppor-
tunities for efficient and easy-to-achieve parallelism through futures. A table summarizing the contributions

and advantages of this language can be found in Fig. 2.3.

11



Chapter 3

A Mixed Linear/Nonlinear Type System

for Futures

Because linearity severely limits functionality, we loosen linearity restrictions to allow an additional “mode”
of the language for nonlinear data, based on adjoint logic [29]. We begin by presenting a preliminary lin-
ear/nonlinear type system, onto which we later add multilinearity and ergometric types. Since “potentials”
represented by ergometric types are inherently linear, we omit ergometric types in this section and the next

for the sake of simplicity, reintroducing them in Chapter 5.

3.1 Language Design

Our language is inspired in large part by Seax, a concurrent language supporting linear futures, based on
session-typed systems [30]. In our shared-memory semantics, we read from and write to addresses in mem-
ory using concurrently-executing processes. Addresses are represented by cells, while processes are denoted
by running threads. Futures are expressed through a cut operator, represented x < P ; Q; this spawns a
new process P, writing to x, and executes P and Q concurrently. If Q tries to read from x, it will block until
P has finished computing its result.

With our naturally concurrent language, spawned processes automatically execute in parallel. However,
it is straightforward to introduce a sequential composition operator that programmers can selectively use
instead; we would add a sequential cut, represented by x <= P ; Q. This sequential composition would be

typed and executed almost identically to our existing concurrent spawn, except that Q would block until

12
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Figure 3.1: Types and Process Expressions

x is written. Because this is merely a matter of scheduling, sequential composition is directly supported
in our language, type system, and metatheory. If we were to translate a functional source language to our

intermediate language, most constructs would become sequential.

3.1.1 Grammar and Statics

The types and processes in this initial language follow LNL and Seax. The grammar for the language can be
found in Fig. 3.1. Types are denoted by A;; and B;;, while process expressions are represented by P and Q.

Because pure linearity is highly restrictive, our language supports two distinct layers, inspired by LNL,
which has both linear and nonlinear modes [4], represented via subscripts on types and variables. The
linear mode, denoted L, admits neither weakening nor contraction, and the unrestricted mode, denoted
U, admits both and thus represents ordinary functional programs. Here, we use the terms “unrestricted”
and “nonlinear” interchangeably. The modes are ordered based on U > L. We enforce an Independence
Principle that prevents unrestricted data from relying on linear data.

Below, we provide brief explanations of the various components of this language.

Types The types in this language are the standard propositions of adjoint logic, extended with recursive

types. Most types, except for the shifts between modes, are the same as those from session-typed systems

13



[22] and from intuitionistic linear logic [15]. As in Seax [30], we support equirecursive types through a fixed
global signature X, meaning that we can implicitly replace a type variable with its definition. For any type
definition t = A, Ais contractively defined, allowing us to treat types equirecursively based on a coinductive
definition and an efficient algorithm for type equality, which is at the core of a typechecker [13].

As a running example, we will use binary numbers, which are represented by bit strings of b0 or b1,

ending with e. They are expressed using a disjunctive choice ®:

type bin = +{ b0 : bin, bl : bin, e : 1 }

We envision binary numbers to be linear. Later, when we introduce multilinearity, they will be seen as multi-
linear; because they are purely positive types, they may be inductively copied or discarded, as demonstrated

in Appendix A.1.1.

Processes Most of our process expressions are straighforward, and we explain them in detail below. The
typing for a process P that reads from a context consisting of addresses x1, ..., x,,, of types Al,..., A" and

modes my, ..., m,, and writes to address x is as follows:
(x1: A,lnl),..., (xn s Ap,) E Pu(x: Ap)

Note that each address has a unique writer, but it may have multiple readers, also described as clients,
depending on its mode. Where an address represents a future, the readers will block until the cell has been
written to.

The full typing rules can be found in Fig. 3.2. To account for both unrestricted and linear variables, we
define a notion of + on contexts, used in the typing rules to combine variables in contexts based on their

modes:

I=T1+() Iy =()+1I2
Ir=r1+4+1> I'=Ir1+1»
[(a:A)=(T1,(a:A))+T, [,(a:A)=T1+4 (T, (a:A))
r=r,+1I5

T,(a:Ay) = (T, (a: Ay))+ (Ty, (a: Ay))

We also use I'yy to denote a fully weakenable context, i.e., a context comprised of only unrestricted addresses.

14
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IQu:(y:AL) (foralll € L) &R
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Ty + (x: &u{l: Al Vicr) F xi(y) == (v 2 AL) I'tcasex {{(w,y) = Q} :: (x : Ay —om Bm)
o]0
T & (0 An) + (X< A —om Bo) F 20, 0) = (7 - Br) -
Q= (z:G)
ey ey P T4 (x: 1) Fcasex{()=0Ql:(z:C) -
I'-Q:=(y:A) IR 110
[k case x {shift(y) = Q} :: (x : TAL) Tw + (x: TAL) F xshift(y) = (v : A))
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Figure 3.2: Process Typing Rules for LNL
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The first expression in our process grammar serves as the identity, either moving (in the case of linear
addresses) or copying (in the case of unrestricted addresses) the contents of one address into another. The
second is a cut, which allows us to spawn two concurrently-executing processes, as discussed previously.
We additionally have a way of calling named processes, which, like recursive types, are defined in the fixed
signature X.

The remaining process terms represent reading from and writing to addresses. Notably, we distinguish
between values V and continuations K based on polarities of types [24, 2, 25, 14]. A value represents a
positive type, which is defined by its structure; positive types are inductively defined and values can be
seen as finite data structures in memory. In contrast, a continuation represents a negative type, which is
defined by its behavior rather than its structure; continuations may be thought of as “lazy” data structures
that await values and eventually proceed with their continuing processes. For instance, & represents a
positive choice, while & represents a negative choice; both are expressed using /(y). To write a label I to
a variable x with positive type, we would use a process like x./(y), where y already exists in the context.
Reading from a variable x with type ©{I : A'};c; would involve a process case x {I(y) = P,}. Meanwhile,
writing a continuation to a variable x with negative type & would look like case x {I(y) = P;}; to read
a continuation (i.e., pass it a value), we would run a process x.I(y). The apparent ambiguity on x.V and
case x {K} is resolved based on whether x has already been written; during typechecking, we distinguish
reads and writes from the position of x in the antecedent (read) or succedent (write) of the typing judgment.

Our values and continuations are fairly straightforward: we have labels, pairs (which also represent
functions), units, and shifts. The shift(x) operator, modeled after general adjoint systems, is used to move
between the linear and unrestricted modes.

As an example, we demonstrate a process that takes two binary numbers (of equal length) and computes

the bitwise XOR:

decl xor : bin * bin -o bin
proc b <- xor (x1, x2) =
case x1 ( b0(x1?’) => case x2 ( b0(x2’) => b’ <- xor (x1’, x2°’) ;

b.b0(b?)

| b1(x2’) => b’ <- xor (x1°, x2?°) ;
b.b1(b’)

| e() => 9% invalid

)

| b1(x1’) => case x2 ( b0O(x2’) => b’ <- xor (x1°’, x2?°) ;

b.b1(b?)

| b1(x2’) => b’ <- xor (x1’, x2’) ;
b.b0(b’)

16



| e() => % invalid
)
| e() => case x2 ( b0(x2’) => Y% invalid
| b1(x2’) => ¥ invalid
| e() => b.e()
)

Note that we have used abbreviated syntax here for simplicity.

Configurations In our shared-memory semantics, the state of a program is represented by a multiset con-
taining threads and cells, called a configuration.

The grammar for a configuration C is shown below:

Cu=- empty
| thread(c, P), cell(c, —) thread running P, writing to cell ¢
| cell(c, W) written cell ¢ containing W
| C1,Ca combination of two configurations

A thread describes a running process that writes to some (currently empty) cell. Meanwhile, a written
cell contains either a value V or a continuation K. We define W := V | K; then, cell(c, W) represents cell ¢
containing data W.

If we were to lay out the binary number 0b10110 (22 in decimal) in memory, it would be represented by

the following configuration:

cell(u, (), cell(xp, e(u)), cell(x1,00(xp)), cell (x2, b1 (x71)), cell(x3,b1(x2)), cell (x4, b0(x3) ), cell (x,b1(x4))

Notably, each bit points to an address in memory containing the “previous” (i.e., lower) bit.

Below, we display a visual representation of what this binary number would look like in memory:

Bl b0 | —] b1 » bl > b0 - e ~E|
X3 X2 X1 X0 u

X X4

Similarly, 0b11110 (30 in decimal) would be represented by

cell(v, (), cell(yo, e(v)), cell(y1,00(y0) ), cell (y2, b1 (y1)), cell (3, b1 (y2) ), cell (ya, b1 (y3)), cell (y, b1(y4))

17




F1 I C1 ZZFZ 1—'2|F C2 =T

_— CE C:
T () MY T, IFC, Gyl Jomy
I ExV(x:Ap) r=r,+1Iy I1 - casex {K} i (x: Am) r=r,+In
C:VaL C:Cont
TIF cell(x, V) :: Ty, (x : Am) T'IF cell(x,K) :: T, (x : Am)

TEP:(x,:An) r="r1+1,

CT
T IF thread(xy, P), cell(xy, —) = To, (x,, : Am) HIEAD

Figure 3.3: Configuration Typing Rules

To compute the XOR of these two numbers, our configuration would include the thread

thread(c, ¢ + xor (x,y)),cell(c, —)

The typing rules for configurations in this setting are shown in Fig. 3.3; we write values and continu-

ations, run processes as threads, and allow for empty configurations and combinations of configurations.

3.1.2 Dynamics

In this system, we transition configurations via multiset rewriting, in which rules can be applied to any
subconfiguration without modifying the remainder of the configuration. A configuration is final when it
consists only of written cells and has no running threads.

To simplify the rules in which we read from a cell, we define what it means to pass a value V to a

continuation K:

i(x) o (I(y) = P)ieL = [x/y]P; (@, &)
(a,b) o ((w, >¢P) = [a/w,b/y|P (®,—)
()o(()= =P (1)

shift(x) o (shuft( )= P) =[x/y]P (1)

Also, to allow for unrestricted cells, we define

C, [cell(cy, D)] = C, cell(cy, D)
C,lcell(c,D)] =C

The full rules may be found in Fig. 3.4.

18



thread(y, x < P; Q) — thread(x, P), cell(x, —), thread(y, Q) (y fresh) cut
thread(z,z < p y) — thread(z, [z/x,7/W|P) (given P = x <— p W € X) call

cell(xy,, W), thread(dp, ym < xm), cell(dm, —) — [cell(xp, W)], cell(y, W) id
thread(x, x.V), cell(x, =) — cell(x, V) (eR% ®RY,1,,R%, | RY)
cell(x, V), thread(y, case x {K}), cell(y, —) — [cell(x, V)], cell(y, V o K) (&L, ®L,1,,L, L)
thread(x, case x {K}), cell(x, —) — cell(x, K) (— R, &R, TR)

cell(x, K), thread(y, x.V), cell(y, —) —— [cell(x, K)], cell(y, V 0 K) (— L0, &L%,1LY)

Figure 3.4: Concurrent Stepping Rules

If we were to step through the previous example of XOR-ing two binary numbers, we would get the

trace shown in Fig. 3.5. We omit some of the later steps, which are analogous to the first steps.

3.2 Example: Tries of Linear Binary Numbers

With this initial language, we present the example of binary tries. We define a type trie as an interface
allowing insertion and deletion of a binary number; because tries are defined in terms of their behavior, we

use a negative choice &.

type trie = &{ update : bin * bool -o trie, ... }

A trie of this type is a continuation which, upon being passed an update label, takes in a binary number
and a boolean representing whether to insert or delete. It then returns an updated trie. This interface would
contain other fields we elide, such as 1ookup. A trie is somewhat like an object in an object-oriented language,
with update being a method. We envision a trie to be purely linear due to the way in which tries are used;
every time we update a trie, we should no longer have access to the original trie, and we should instead
replace it with the returned value for our new trie.

We have recursive definitions for the leaf and node cases of a trie, each of which implement the shown
interface. The full implementation (including potential annotations, as discussed in Section 5.3) may be
found in Appendix A.

Booleans are represented by labels of true or false. Both booleans and binary numbers are notably
positive choices (®), representing data structures in memory. We imagine both of these types, like tries, to

be linear.

type bool = +{ true : 1, false : 1 }
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cell(u, (), cell(xg, e(u)), cell(x1,0(xp) ), cell (x2, b1(x7)), cell(x3,b1(x2)), cell (x4, b0(x3)), cell (x, b1(xyg)),
cell(v, ()), cell(yo, e(v)), ce (y1 b0(yo)), cell(y2,b1(y1)), cell(y3,b1(y2)), cell(ya, b1(y3)), cell(y, b1(ya)),

thread(c, c + xor (x,y)),cell(c, —)

(

— cell(u, (), cell(xg, e(u)), cell (x1,0(xp)), cell(x2,b1(x1)), cell(x3,b1(x2)), cell (x4, b0(x3)), cell(x,bl(xy)),
cell(v, () cell(yo, &(0)), cell(y1, b0(y0)), cell(y2, bL(31)), cell(y3, bL(12)), cell(ya, b1 (1)), cell(y, b3 (1)),
thread(c, case x {...}), cell(c, —)

— cell(u, (), cell(xg, e(u)), cell(x1,b0(xp)), cell (x2, b1(x7)), cell(x3, b1 (x7)), cell (x4, b0(x3)),
cell(v, (), cell(yo, e(v)), cell(y1,20(yo)), cell (y2, b1 (y1)), cell(y3, b1(y2)), cell (4, b1(y3)), cell(y, b1 (ys)) ,

thread(c, case y {...(b1 branch)...}), cell(c, —)

)), cell(xg, e(u)), cell(x1,00(xg)), cell (x2,b1(x1)), cell (x3,b1(x2)), cell (x4, b0(x3)),

), cell(yo, e(v)), cell(y1,b0(yo)), cell (y2, b1(y1)), cell(y3, b1(y2)), cell(ya, b1(y3)),

thread(c, b’ < b’ < xor (x4,y4) ; c.b0(b')), cell(c, —)

)
)

— cell(u,

{
cell(v, (

— thread(c, by < bg.e(); by < b1.b0(by) ; by <+ bo.bO(by) ;
by < b3.b0(by) ; by < by.b1(b3); c.b0(by)),cell(c, —)
— cell(1/, (), cell(bg, e (1)), cell (b1, b0(by) ), cell (by, b0(by)), cell (b3, b0(by)), cell (by, b1 (b3)), cell(c, b0 (by))

In each configuration, we highlight the thread in green and any cells that are removed in the next step (due to linearity)

in red .

Figure 3.5: Trace of Linear XOR of Binary Numbers
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To insert a binary number into a trie, we case on the first bit and then recursively insert the remaining bits
of our number into the appropriate subtrie, and similarly for deletion. When the end of bit sequence is
reached, the node in the trie will hold the value true (the number is present) or false (the number is not
present). To define insertion into a trie, we write leaf and node processes describing the behavior for each

kind of trie, as shown below:

decl (1 : trie) (b : bool) (r : trie) |- node : (t : trie)
decl . |- leaf : (t : trie)

proc t <- node 1 b r =
case t ( update ((x,c),t’) => case x (
bO(y) => 1’ <- 1l.update((y,c),1’) ; t’ <- node 1’ b r
| bi(y) => r’> <- r.update((y,c),r’) ; t’ <- node 1 b r’
| e() => t’ <- node 1 c r

))

proc t <- leaf =
case t ( update ((x,c),t’) => case x (
bO(y) => 1 <- leaf ; r <- leaf{1} ; 1’ <- 1l.update((y,c),1’) ;
t’> <- node 1’ (false ()) r
| b1(y) => ...symmetric...
| e() => 1 <- leaf ; r <- leaf ;
t?> <- node 1 c r

))

Now, to insert a binary number x into a trie t, we would write

tl <- t.update(tl) ; u <- u.() ; b <- b.true(u) ;
p <- p.(x,b) ; t2 <- t1.(p,t2) ;

This code begins with a trie t, which it then “updates” by reading from the trie and passing it the label
update; the resulting trie will be called t1. The next two processes create a boolean value of true; since
booleans are not built-in types, they are defined as labels on units (1). In particular, we allocate a variable
u that contains a unit, and label it with true, producing variable b. Then, we pair up x and b by writing
the pair to a new variable, p. Finally, we pass p and the continuation channel t2 into our trie t1, which is
awaiting an update.

Hiding the internal allocations, we can abbreviate this as

t2 <- t.update ((x, true()), t2) ;

This passes the label update to the trie, and then proceeds to pass it a pair of a binary number and a boolean

true. Since t is linear, this can be seen as an update to t, subsequently called t2. Notably, we must provide t2
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as an input on the right-hand side of the arrow because the update label represents an implication; because
of the way implication is defined, when we have x.(w, y) where x has an arrow type A — B and w has type

A, y represents the resulting variable, with type B.

3.2.1 Copying

Given such a binary trie, a programmer might wish to reuse x. In our current system, however, an operation
that involves reusing a value is quite cumbersome; once we use x by inserting it, any code that refers to it
would be ill-typed.

To account for this, we might write a recursive copy function on binary numbers of typebin -o bin * bin.
However, this would would require us to traverse the entire data structure and duplicate each bit individ-

ually:

proc p <- copy x =
case x ( b0(x’) => p’ <- copy x’ ;
case p’ ((p1l, p2) => p.(b0(p1l), bO(p2)))
| bl(x’) => p’ <- copy x’ ;
case p’ ((pl, p2) => p.(b1(pl), bl(p2)))
[ e() =>p.CO, O)
)

The only way to avoid this extra cost is to make the binary number nonlinear. In doing so, however, we
lose the benefits gained by linearity. Without the linearity restriction, we no longer achieve straightforward
memory management. Though we have omitted ergometric types in this preliminary language, nonlinearity

also causes us to lose the ability to track cost (see Chapter 5 for the version with ergometric types).
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Chapter 4

Multilinearity

We now augment our language with a notion of multilinearity. Multilinear types are the subset of linear
types A_ such that (possibly recursive) functions to copy (A, —o A ® A,) and discard them (A, —o 1) can
be defined [25]. Our operational semantics shares addresses of such types between an arbitrary number of
readers, so no explicit copying or discarding is required. This allows us to retain the benefits of linearity
without the need for extensive and expensive copying and dropping operations.

We first notice that any purely positive type (with no reliance on negative types) should be multilinear
[25]. Furthermore, we can also easily reuse or discard shifted unrestricted types (| Ay), since nonlinear cells
may inherently have multiple readers. In a proof-theoretic sense, these types admit both weakening and
contraction. This gives rise to the following grammar for multilinear types as a subset of the linear mode of
the type system:

QRu=1. [ @ {l:Q }er | QL@ Ry | LAy

An alternative approach would to treat multilinearity as a third mode M in addition to the existing linear
and unrestricted modes, with L < M < U, instead of leaving multilinearity as a property on certain types
within the linear mode. This decision is a matter of style and does not affect the essence of the type system

or its theory.

4.1 Reference Counting

In the dynamics, we associate an address with a reference count representing its number of clients. Within

the linear mode, addresses are no longer deallocated as soon as they are used; rather, they are deallocated
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when their reference count becomes zero. As we alias and drop references to addresses, the reference counts
of the underlying addresses increase and decrease, respectively. Specifically, we augment our process gram-

mar with two new terms:

P,Qu=...|aliasxasy,z; P alias a variable
| drop x; P drop a variable

We now need to differentiate between addresses (entirely dynamic artifacts), which have reference counts,
and variables (in the statics), which are just linear or nonlinear. Our nonlinear mode remains mostly un-
changed; we have unrestricted addresses that correspond to unrestricted variables. Within the linear mode,
we continue to use variables uniquely, but allow multiple variables to refer to the same address. While
previously variables and addresses were interchangeable, we now maintain environments that substitute
addresses for variables at runtime, where an address’s reference count denotes the number of variables for
which it can be substituted.

In a thread, a closing environment 7 is defined as

nu=-|nal/x

where a4 is an address and x is a variable. Threads substitute addresses for variables at runtime based on
their associated closing environments. During compilation, however, we use variables so that we can take
advantage of linearity; though addresses are shared, variables remain purely linear or unrestricted. Closing
environments mediate between runtime and compile time, which are distinguished in this updated system;
we discuss the typing for environments in more detail later in this section.

We update our configurations so that each address (whether it has already been written or not) is asso-

ciated with a reference count:

Cu=- empty
| thread(c, [], P), cell(c, —, n) thread, writing to cell ¢ with reference count n
| cell(c, W, n) written cell with reference count n
| C1,Co combination of two configurations

Purely linear addresses always have a reference count of 1, and nonlinear addresses have a reference
count of w, representing their ability to have any number of clients. For simplicity since we often refer to

both linear and nonlinear addresses in unified rules, we define ¢ := 1| w. We let ¢ = 1 if the mode is
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linear, and ¢ = w if the mode is nonlinear. Meanwhile, multilinear addresses may have a reference count
of n € N, which can change based on aliasing and dropping of their references.

For example, consider what our two binary numbers 22 and 30 could look like laid out in memory;, if we
were to take advantage of multilinearity. Since both numbers have common bits at the end, they can take

advantage of the same substructure in memory. In particular, both numbers share the following bits:

cell(u, (),1), cell(bg, e(u), 1), cell(by,b0(bg), 1), cell(bp, b1 (b1 ), 1), cell(bs, b1 (by),2)

Then, we can define 22 as

cell(cq,b0(b3),1), cell(c,b1(cq),1)

and 30 as
cell(dy, b0(b3),1), cell(d,b1(dy), 1)

Notably, b3 has a reference count of 2 because each of ¢4 and d4 must access it. All other addresses are only
used once each.

We display the configuration containing both numbers visually in memory below:

B EIN

4

bil%!bll%!bOI%!;I%

bs by b

(b1 | —f——{v1| 7]
d dy

4.1.1 Statics

Introducing reference counting necessitates some significant modifications to our type system for dynamic
artifacts. By differentiating between addresses and variables, we can retain the same process typing as we
would have in the original linear /nonlinear setting, with I' - P :: (x : A) representing a process that reads
from variables in I and writes the variable x of type A. Addresses are substituted in for the variables in I
at runtime based on the environments associated with running processes.

Most of the rules are the same as before, but we add process terms for aliasing and dropping variables

to enable sharing.
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— Pl v o 2
Y, :‘Pl—f—() ‘YZZ()—F‘IJZ

Y=Y +Y% P3 Y=Y +Y;
Y, (al s A) = (¥, (a' : A)) + ¥, Y, (a' s A) =¥ + (¥, (a' : A))

P4

Y=Y +Y;
Y, (@ QL) = (Y1, (a" 1 Q) + (F2, (" : Qu))

Y=Y+Y,
¥, (0¥ : Ay) = (Y1, (0¥ : Ay)) + (P2, (a¥ : Ay))

P5

pPé6

Figure 4.1: Judgment for Combining Address Contexts

[,(y:Qu),(z: Q) F P (w:C) ALias I'EP:(w:C) Dror
[,(x:Qu)taliasxasy,z; P (w:Cr) I,(x:Qu)Fdropx; P:(w:Cr)

Both of these rules only apply for variables of multilinear type. In both rules, we know by the Independence
Principle that » = L, since w relies on linear channels; however, we use a mode r in (w : C;) to allow changes
to the type system without requiring substantial changes to this rule. When we alias, we replace a single
variable by two variables that refer to the same address; similarly, dropping a variable simply removes it
from the context. In the shared-memory semantics of our language, these process terms will increment and
decrement reference counts of addresses.

Thus far, I’ has represented a context of variables, used in process typing and defined asT' = - | T, (xy, :
A). However, we now need an additional way to discuss the typing of addresses, which may have multiple
references. We introduce a second kind of context containing addresses and their reference counts: ¥ =
| ¥, (a), : A). Here, (a}, : A) indicates that address a,, has type A with n clients.

Now that addresses may have multiple references, we must provide a new way to combine two contexts,
represented by ¥ = ¥; 4 ¥, defined in Fig. 4.1. This is particularly nuanced when it comes to multilinear
addresses. Specifically, a multilinear address may have multiple references; to account for this, we allow
reference counts to be added when two contexts are combined, as seen in Rule P5. For instance, (4 : Q) =
(a' : Q)+ (a' : Q) when a is multilinear. For purely linear and unrestricted addresses, this definition is
almost identical to 4 on variable contexts, defined in Chapter 3.

We define a corresponding notion of 4 on environments, which mirrors that on variable contexts; an

unrestricted substitution persists in both segments and a linear substitution may be found only in one. The
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n="n1+1mn H=1M11+1n
o=+ mn=I[+mn a0/ x0 = (111,a0/ %) + 12 a0/ x0 =11+ (n2,a0/ %)

n=1n+1n
n,ay/xy = (n1,a0/xy) + (2, au/ xy)

Figure 4.2: Judgment for Combining Environments

definition may be found in Fig. 4.2. Here, we do not need to consider reference counts, since each variable
is purely linear or unrestricted.
We also define substitution through environments, where ¥ I # : I' indicates that the addresses in ¥ are

substituted through # for the variables in T':!

oy YbEy:T -
Yk (): () Y+ :A)F(p+a/x): (T +(x: A))

Note that Yy represents a fully weakenable context, i.e., a context of only nonlinear addresses. This typing
enforces the policy that an address’s reference count exactly matches the number of clients it has. In par-
ticular, if ¢ is 1, we can create only one substitution of a. As an example, we consider the case of creating
three variables that refer to a single address a. Based on the rules for combining contexts, if ¥ = (a° : A),
then ¥ = (a' : A) + (a' : A)+ (a' : A). Then, based on applications of Rules E1 and E2, we have
(a' : A) - a/x: (x : A). We can again apply E2 to get (a' : A) + (a' : A) - a/x,a/y: (x : A),(y : A).
Finally, we can apply E2 once more to get¥Y - a/x,a/y,a/z: (x : A),(y : A),(z : A). At this time, we are
not permitted any more references to 4, so we cannot substitute it for any other variables; thus, the reference
count of 3 has been enforced.

Given these definitions, we can now provide the typing for full configurations in Fig. 4.3; ¥ I C = ¥’
represents the typing of C, where the configuration may read from addresses in ¥ and will write to those in
¥’. The C:Empty and C:Join rules remain the same as before, but the value, continuation, and thread rules
change.

Notably, there are key differences between these three rules. Since values V are intended to be directly
observable, they contain only addresses, not variables (Rule C:Val); this also means that they do not need

to be associated with environments. We therefore need a specific judgment ¥ - V : A referring directly to

INow that we have introduced substitutions of addresses for variables, it also becomes straightforward to formally define substi-
tutions of variables for other variables in order to more precisely define the call process. This does not affect the core of our language,
so we do not discuss it in detail, but it makes the definition of call somewhat more elegant.
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‘P1FV:Am T:T1+T2

C:V.
Yk cell(c, V,n) :: ¥, (¢" : Ap) AL

Yibn:T  Thkecasex {K}:(x:An) Y=Y +1Y>

CC
¥ I cell(c, [1]K, o) = ¥a, (7 : Am) ot
Yiby:T  TEP:(x,:An) Y=Y +Y;
C:THREAD
Y I+ thread(cm, [, cm/ Xm], P), cell(cm, —, 1) ©: ¥a, (¢}, : Am)
Figure 4.3: Configuration Typing Rules
0 i€l VAL-GR'
——————+—— VAL-IR : 5 AL-
Fw = () 1w Fw+ (v A) Fi(y) s @n{l s A drer
VarL-®@R? . Var-/R?
Fw + (@ : Aw) + (v : Bu) b (w0, y) : Ay @m By Yw + (7 : Ay) F shift(y) : LAy

Figure 4.4: Typing Rules for Values Containing Addresses

addresses, shown in Fig. 4.4. These rules follow the same structure as the process typing rules for writing
positively-typed values, but they act on addresses rather than variables. For instance, consider the config-
uration cell(uy, (), n), cell(b, true(u, ), k), which includes an address b, representing the boolean value true.
This configuration would be typed according to Rules C:Join and C:Val, along with Val-®R?, since the writ-
ten cell b, refers directly to an address.

Meanwhile, continuations and threads include process expressions with variables, so they are associated
with environments. Continuations now become closures, which means that we define data in cells as W :=
V | [7]K, rather than simply W := V | K as before. In C:Cont, we also restrict our cell to have a reference
count of either 1 or w, since continuation cells cannot be multilinear. On the other hand, in C:Thread, we
allow multiple references to the result of the thread; even before a cell is written, we can refer to it, and if it

is a multilinear address, we may have more than one reference.

4.1.2 Dynamics

Multilinearity also requires significant changes to the dynamics of the original LNL-based system. We still
call configurations final when they consist only of cells and no threads, while transitions rely on multiset
rewriting. The primary change to the rules is that we must now consider reference counts and substitutions

in each of our steps. Most rules remain fairly standard, so we omit them here, leaving them to Appendix C
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and focusing instead on the most illuminating.

As a first example, we begin with the rule that writes a label to a cell, representing the right rule for .

thread(cm, [, dm /Y, cm/ x), xmi(y)), cell(cy, — n) — cell(cm, i(dm), n)

Here, we must be careful with our closing environment; in our environment, the destination address ¢, is
substituted for x, the written variable in the process, while d,,;, which should already exist in the configura-
tion, is substituted for y. When we make the step, we dynamically substitute the addresses c¢;, and d,, for
x and y to achieve a cell ¢, containing a label on address d,,. The typing of this resulting configuration is
reflected in Rule C:Val, defined in Fig. 4.3. The remaining right rules follow similarly.

Next, we examine the rule for cut:

thread(cm, [ + 2], x < P; Q) — thread(a, [1,a/x], P),cell(a, —, o), thread(cp, [172,a/x], Q) (a fresh)

In this rule, we must split up the environment to mirror linearity and create a new binding as we allocate
a new address a. This new address, notably, has a reference count of 1 if the variable x is intended to be
linear, or a reference count of w if it should be unrestricted. The split of 11 + 72 is identified based on which
variables are used by which process, which is determined during typechecking; this information can then
be propagated to runtime.

Finally, we consider the rules for aliasing and dropping, and their implications for the rest of the dynam-
ics. These steps are implemented directly by updating reference counts. Specifically, aliasing a cell simply
increases its reference count; no inductive traversals need to be performed. Meanwhile, dropping a cell de-
creases its reference count; this rule only applies if the reference count is already greater than 0. We know by
inversion on the typing rules for the alias and drop processes that these rules will only apply to multilinear

addresses.

cell(c, V, n), thread(
cell(c, V, n), thread(

,n,¢/x],aliasxasy,z; P) — cell(c,V,n+1),thread(d, [5,c/y,c/z], P) alias

d
d,[n,c/x],dropx; P) — cell(c, V,n —1),thread(d, [y], P) (if n > 0) drop

Based on these rules, our rules for reading from addresses with multilinear type become slightly more
complicated. We use the standard stepping for any address with a reference count of 1 or w. However, we

also have a second set of rules for reading from multilinear cells that have a reference count of more than 1.
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In our discussion, we focus on this latter set of rules.
As an example, we consider the following rule, in which we read from a multilinear cell containing a

label, with a reference count of greater than 1:

cell(a, M, n'), cell(cy, i(a),n), thread(dy, [, cm/ Xm, dic/ z], case xpm {(1(y) = P)icr})
— cell(a, M,n’ & 1), cell(cy,i(a),n —1),thread(dy, [17,a/y, dx/ zi], P;)

with w @ 1 := w if the address a is unrestricted.

In the above rule, we are reading from cell ¢,,, which is a label i on address a. Notably, welet M := W | —
to express that the address a might not be written when ¢, refers to it. When we case on x,;, we lose one
reference to c;;, meaning that we decrease its reference count by 1. However, c;; does not disappear from
the configuration, as it would if it were purely linear; instead, it retains a reference to a. Now, a (which may
or may not be written, but will be allocated) is also substituted in for y in the process P;; we have created
one extra reference to a that we need to account for.

This means that, if 4 is linear, we must increase its reference count. The other rules for reading from
multilinear cells with reference count greater than 1 follow similarly, and all rules may be found in Fig. 4.5.
For simplicity in expressing our rules, we elaborate forwarding for positive types into reading and writing

cells, as follows:

cell(c, V, n),thread(dy, 0, (11, cm / Xm, A/ Ym), Ym — Xm)
= cell(cyy, V, n), thread(dy, 0, [17, ¢/ X, dm / Ym)], case xm {V' = ym.V'})

where

V' =i(z) (z fresh) if Vv =i(c")
= (w,z) (w fresh, z fresh) if v ={(,c)
= itV =
= shift(z) (z fresh) if V = shift(c’)
= pot q (z) (z fresh) if V.= pot g ()

Thus, we do not have a specific dynamics rule for forwarding on positive cells.

With these updated dynamics, we can examine a trace for XOR-ing binary numbers, using the config-
uration in which both numbers share the same tail. This trace is shown in Fig. 4.6. Due to the length and
complexity of the trace, we omit the early steps, which are equivalent to those shown in the purely linear

trace, and the later steps, which follow the same pattern as the steps that are shown. In this trace, we use
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General Rules
thread(cm, [71 + 112, cm /Y], x < P; Q)

— thread(a, [171,a/x], P),cell(a, —, o), thread(ci, [2,a/x, cm /y], Q) (a fresh) cut
thread(cpm, [, cm/ 2],z < plC]), cell(cm, —, n)

— thread(cm, [0, cm/x], P),cell(cm, —, 1) (given P = x < p[{] € ¥) call
cell(em, ['[{p}K, o), thread (dpm, [(11 + cm/ Xm), Gm / Ym], Ym < Xm), cell(dm, —, o)

— [cell(cm, [7']K, 0)], cell(dm, 1" + 4]K, o) idK
Positive Right Rules
thread(cm, [17, dm /Y, cm / x), xm-i(y)), cell(cm, —, 1) — cell(cy, i(dm), n) (2R0)
thread(cm, [17, b /W, dy /Y, cm /x|, x.(w, y)), cell(cpm, —, n) — cell(cim, (bm, dm), n) (®R0)
thread(cm, [17, cm /%], x.()), cell(cp, —, n ) — cell(cm, (), n) (1R?)
thread(c, [17,d/y, ¢/ x], x.shift(y)), cell(c, —, n) — cell(c, shift(d), n) (LR9)
Negative Right Rules
thread(cm, [17, cm/ xm), case xm {K}), cell(cm, —, 0) — cell(cm, [7]K, 0) (—R, &R, TR)
Linear and Nonlinear Left Rules
cell(cy, i(c"), o), thread(dy, [(7 + ¢/ xm), dic/ 2], case xm {(1(y) = P)jcr})

— [cell(cm,i(c"),0)], thread(dy, [, " /y, dy /2], P;) (®L2)
cell(cy, (¢!, d"), o), thread (dy, [(17 + cm/xm), dy /2], case xp {{y, w) = P})

— [cell(cy, (¢!, d"),0)], thread(dy, |17, /y, d' /w,di /2], P) (®L2)
cell(cm, (), 0), thread(dy, [(7 + cm/xm), di /2], case xp, {() = P})

— [cell(cm, (), 0)], thread(dy, [, di /2], P) (1L2)
cell(cy, shift(c’), 1), thread(dy, [(17 + cm/xm), di /2], case xm {shift(y) = P})

—— thread(dy, [1,¢'/y,di/z], P) (JL2)
Multilinear Left Rules

Note: All of these rules only apply when n > 1.
cell(a, D,n"), cell(cy, i(a), n), thread(dy, [, cm / Xm, dx/ 2], case xm {(1(y) = Py)icr})

— cell(a, D, n’ ®1),cell(cy,i(a),n — 1), thread(dy, [17,a/y, di/zi], ;) (®L)
cell(a, Dy, n}), cell(b, Dy, n5), cell(cim, (a, b), n), thread(dy, [, cm / Xm, di / 2], case xm {{y,2z) = P})

— cell(a, Dy, n} & 1), cell(b, Dy, ny & 1), cell(cm, (a,b),n —1),

thread(dy, [7,a/y,b/z,di /2], P) (®L)

cell(cm, (), n), thread(dy, [17, cm / Xm, dx / zx), case xm {() = P})

— cell(cp, (), n — 1), thread(dy, [, d./ z¢], P) (1L)
cell(a, D,n"), cell(cy, shift(a), n), thread(dy, [, cm / Xm, dic/ zx], case xp {shift(y) = P})

— cell(a, D,n’ ® 1), cell(cy, shift(a), n — 1), thread(dy, [7,a/y, dx/ zk], P) (L)
Negative Left Rules
cell(cm, [7](1(y) = Pr)icL o), thread(dy, [(17" + cm/xm), dy /2], Xm-i(2))

> [eell(em, [11{p}((y) = P)ier, 0)], thread(dy, [if + 11, di/y], ;) (&L?)
cell(cym, [7]({w,y) = P), o), thread(dy, [(if + cm/xXm), ex/z1,dx/ 22), Xm-(21, 22))

s [cell(cu, [} {p}((1,) = P), )] thread(d, [1' + 11, /21, /2], P) (—oL?)
cell(cm, [1](shift(y) = P),0), thread(dk,[(ﬂ +cm/xm), dy /2], xm.shift(z))

> [cell(cm, [y]{p} (shift(y) = P), )], thread(dy, [ + 1, dx/y], P) (1L9)

Figure 4.5: Multilinear Dynamics Rules
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the first bits of our numbers linearly, as before, but when we come to the shared substructure, we refrain

from deallocating immediately and instead modify reference counts.

4.2 Example: Tries of Multilinear Binary Numbers

With multilinearity, our example becomes more straightforward. For the purposes of this example, we focus
on reusing data; discarding variables by decrementing reference counts follows a very similar pattern.
Assuming again that we have a variable x : bin, we can write the following code, avoiding the need to

traverse x to copy it.

alias x as y, z ; P

Internally, we store only one address for both y and z. We begin with a cell ¢, with reference count 1,

which is substituted for x in the thread:

cell(c, bin, 1), thread(d, [c, /x],alias x asy,z ; P)

Now, by the dynamics rule for alias, this configuration steps to

ce||(CL,bin, 2),thread(d|_, [CL/y, CL/Z}, P)

Notably, ¢, now has a reference count of 2 because it has two variables accessing it: y and z, both of which
can be used by P.
Using our two references to the binary number, we can now write code that reuses the number. For

instance, we can insert the number and later delete it.

alias x as y, z ;

% insert into trie

tl <- t.update((y,true()), t1) ;

% ... other operations

t2 <- tl.update((z,false()), t2) ;

Another possible use case would be deconstructing one reference to a number, and inserting the other

into a trie. For example, let P be:

alias x as y, z ;
w <- case y { b0(y’) => Q0 | bi(y’) => Q1 | e(y’) => QE } ;
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cell(u, <>, 1),ce||(b0, e(u), 1),ce||(b1,b0(b0), 1),ce||(b2,b1(b1), 1), cell(b3,b1(b2),2),
cell(cq, b0(b3),1), cell(c,bl(cy), 1), cell(dy, b0(b3), 1), cell(d, b1(dy), 1),

thread(a, [c/x,d/y,a/r],r < xoxr[x/x1,y/x7])

— cell(u, (), 1), cell(by, e(u), 1), cell(by,b0(bg), 1), cell(by, b1(by1), 1), cell(bs, b1(b7),2),
thread(a

— cell(u, (), 1), cell(by, e(u), 1), cell(by,b0(bg), 1), cell(by,b1(b1),1), cell(bs, bl(by),2),

b3/ x!, b3/ xh,a/r),z4 < (z3 & z3 + xor|x! /x1,x5 /x| ; z4ao1(z3)) ; r.00(z4
1 2 1 2

thread(a, [b3/x1,b3/x2,a/7],24 + (23 < case x1 {...} ; z4.b1(z3)) ; ¥.b0(z4))
— cell(u, (), 1), cell(by, e(u), 1), cell(by, b0(bg), 1), cell (b, b1(by),2), cell(bs, bl(by),1),
(a,
— cell(u, (),1), cell(by, e(u), 1), cell(by,b0(by), 1), cell(by, b1(b7),2),
thread(a, [ba/x], b2/ x5,a/1],

{
thread(a, [ba/x],b3/x2,a/7],24 < (23 < case xp {...(b1 branch)...} ; z4.b1(z3)) ; 7.b0(z4))
{

zg4 < (23 < (22 ¢ zp < xor[x]/x1,x5/%7] ; 23.60(22)) ; z4.b1(z3)) ; r.b0(24))
— cell(u, (), 1), cell(by, e(u),1), cell(by,b0(bp), 1), cell(by,b1(b1),2),
thread(a, [bo/x1,b2/x2,a/7],24 < (23 < (22 < case x1 {...} ; 23.00(22)) ; z4.b1(z3)) ; 7.b0(z4))
— cell(u, (), 1), cell(by, e(u),1), cell(by, b0(by),2), cell(by,b1(by),1),
thread(a, [by/x],ba/xp,a/7],
24 < (23 < (22 < case xp {...(b1 branch)...} ; z3.b0(z3)) ; z4.b1(z3)); 7.b0(z4))
— cell(u, (), 1), cell(by, e(u), 1), cell(by, b0(by), 2),
thread(a, [by/x],b1/xy,a/r],24 < (23 < (22 + (21 ¢ 21 < xor[x]/x1,%,/x2] ;
2p.60(z1)) ; z3.b0(22))) ; z4-b1(23))) ; r.b0(z4)))
— thread(a, [a/7],z0 < zp-e(); 21 < 21.00(20) ; 2o < 22.b0(z71) ;
23 < 23.00(22) ; z4 < 24.b1(z3) ; ¥.b0(z4))
— cell(i/, (), cell(zg, e (1)), cell(z1,b0(z) ), cell(zp, b0(z1) ), cell(z3,b0(z3)), cell (z4, b1(z3) ), cell(c, b0(z4) )
As in Fig. 3.5, we highlight the thread in green , and any cells that are removed in the next step (due to linearity) are

shown in red . Cells whose reference count changes are highlighted in yellow before the change.

Figure 4.6: Trace of Multilinear XOR of Binary Numbers
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% insert z into trie
t1 <- t.update((z,true()), t1) ;

If we had the initial configuration (prior to running P)

cell(a, M, 1), cell(c, b1(a),2),thread(d,, [c. /y,c./z], P)

then we would need to increment the reference count of 2 when we read from ¢, and bind a new variable
because it is being used both by z and by y’. The resulting configuration after extracting the first bit of y
would be

cell(a, M, 2), cell(c., b1(a),1),thread(d,, [c. /z,a/y'],w + Q1; P)

with P’ representing everything after the case expression. By using multilinearity, this code never requires

computing anything more than we would in a purely linear setting, nor does it incur any additional cost.
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Chapter 5

Ergometric Types

Now that we have developed our multilinear system, we proceed to introduce ergometric types through
potential annotations, which track the cost of computations at a static level [20, 21, 8]. In particular, since
our type system is inspired by session types, we base our work on cost upon Rast, a purely linear, resource-
aware, session-typed language [9]. Introducing ergometric types allows us to more easily discuss the cost
of programs and provides benefits for parallelism. Specifically, we can use resource-tracking to specify and
partially automate granularity control by making scheduling decisions based on cost annotations.

Our notion of cost is flexible and can be arbitrarily chosen by the programmer; for instance, we can use
a model that incurs cost only when work is explicitly inserted by the user, or a model in which any read or
write operation costs potential.

We annotate computations with the potential they require, or, in other words, their cost; each step of a
program requires a specified amount of potential, accounting for any operations within it. Without sufficient
potential, a program will not typecheck. We introduce two related types that express cost but do not incur
any runtime overhead. Specifically, an address (a : 1A, ) stores g units of potential in memory for future use;
when a client reads from this address, it harvests the potential for its own use [19]. Meanwhile, an address
(a : <1A,) requires g units of potential in order to run the continuation of type A. We represent potential
with the value V of the form pot g (a). The corresponding continuation is of the form pot g (y) = P. Notably,
>TA| is a positive type, while <74, is its dual negative type; addresses of the former type contain values,
while addresses of the latter type contain continuations.

As an example, we introduce potential annotations to our type for binary numbers.
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type bin{p} = +{ b0 : [{p}> bin{p}, bl : [{p}> bin{p}, e : 1 }

Here, binary numbers are represented by bin{p} with p representing the potential stored in each bit. For
simplicity, our language does not internally support arithmetic refinements that would allow in-language
type definitions parameterized on numbers as in bin{q}, but adding these would be straightforward [10].
We instead consider binary numbers to be an infinite family of types, parameterized outside the language
on the potential that they store. Adding these potential annotations allows us to track the cost of insertion

based on the size of the binary number.

5.1 Statics and Dynamics

We now annotate each of our typing judgments with a potential value (-7 or IF7) to represent the cost that
is used up. We introduce rules for writing (storing) and reading (harvesting) potential. Most of these rules

are as expected:

T,(y:A)FITP Qu(z:C)

0
Tw, (y: AL Fx.potg (y) = (x:p1AL) "R [,(x:pPA) FTcase x {potp (y) = Q} = (z: C)) -
THITP Po(x: A
<R <L®
I'+F casey {potq (x) = P} :: (y : <TA)) Ty, (x:<1AL) FT x.potq (y) = (y : A)

Storing potential g in a variable costs us g potential; meanwhile, reading from a variable storing potential
allows us to use that potential in our continuing process. Similarly, when we write a continuation requiring
potential, we can later pay that potential to execute the continuing process by reading from the continuation
variable.

Most of the dynamics follow similarly:

thread(c., q, [17,d./yo, e /x.], x.pot g (y.)),cell(c,, —,n) — cell(c,potq (d.),n) (>R%)
thread(cm, g, [, ¢m / xm], case xm {pot q (y) = P}),cell(cy, —,0)

— cell(ew, [7]{q} (pot q (y) = P), 0) (aR)
cell(c,, pot g’ (c), 1), thread(dy, q, [17, ¢/ x1, dy/ 2], case x. {pot ¢’ (y) = P})

— thread(dy, g+ 4, [n,¢'/y,dy/z], P) (L)
cell(ew, []{p}(pot q (c[) = P), 1), thread(dy, q, [1, c/yr, du/x.], yo.pot q (x.))

—— thread(d,, g+ p, (7' +1,d./c], P) (QLO)

For now, we omit the case for reading from a cell cell(c, pot g (c[),n) for n > 1; this situation is more

complex and will be discussed later in this chapter.
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In addition to allowing potential to be stored in addresses or required by a continuation, we also have
a work construct that allows us to note when work is performed or cost expended. Work can either be
manually inserted using work {g} ; P or implicitly performed based on the cost model. In most cases, it will
be automatically computed from the cost model. However, the programmer can also choose to manually
insert work if they want to describe additional cost. For instance, one could have a cost model in which
everything is free except for a few certain computations, which require user-specified potential; in such a
case, the user could use the work construct to specify the cost of these computations. We have the following

rules for work in the statics and dynamics:

THIP:(x: Ap)

W
T work {r}; P:: (x: Ap) R

thread(d,, w, [n], work {r} ; P) —" thread(d,, w —r1, 1], P)

Note that C —1 C’ represents that the step costs g potential; we assume that C — C’ represents a step
that does not cost potential.

In incorporating ergometric types, processes and continuations now need to be annotated simultane-
ously with potential and with environments. We generalize the contents of our cells to W := V | []{g}K,
where both the environment # and the potential annotation g are passed to the continuing process at runtime.
Meanwhile, threads are now defined as thread(cy, g, [17], P), cell(c, —, 1), where g represents the potential
available to the thread and 7 is the environment substituting addresses for variables. These updates require

minor and straightforward changes to our configuration typing rules for continuations and threads:

Yibn:T THlcasex{K}:(x:A,) ¥=¥1+Y% g=0ifm=U
Y I cell(c, [7]{q}K, o) :: ¥a, (¢7 : Am)

C:ConT

Yi1Fn:T  THIP:(x,:An) Y=Y +Y;

CT
Y IH thread(cm, q, [17, cm/ Xm], P), cell(cm, —, 1) :: ¥, (¢l Am) HIREAD

In the C:Cont rule, we enforce that the potential associated with a continuation K must be exactly the po-
tential needed in its typing. We also require that unrestricted continuations may not require any potential,
since this would violate the inherent linearity of potential. In the C:Thread rule, we simply annotate our
threads with the cost that they require.

We must also augment our value typing rules with a case for potential, since we may have cells storing
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values like pot g (a) with a being a direct address:

VaL->R?

Y+ (at: A H potg (a) : pTA,
q

For the most part, other rules in our multilinear type system do not change substantially, apart from
annotating typing judgments and continuations with potential. For instance, the rules for cut require us to
split up potential between the two resulting processes, just as we split up contexts and environments; the

dynamics step becomes

thread(cpm, w1 + wy, [ + 12, ¢m /Y], x <“1 P; Q)
— thread(a, wy, [, a/x], P),cell(a, —, o), thread(cy, wo, [2,a/ %, cm /y], Q) (a fresh)

We modify other rules similarly, with the full dynamics shown in Appendix C.

5.2 Multilinear Potentials

The most significant challenge in introducing ergometric types to a multilinear system is that potential is
inherently linear; it cannot be reused if we hope to track cost accurately [20, 21]. Since cost is linear, we
restrict potential to the linear mode of our language; the nonlinear mode cannot involve any notions of cost.

We extend our type grammar for multilinear types with the one that stores potential:
QR:=u=..|>TQ value with potential g

Data structures of this type may be inductively copied and discarded, as long as we are precise about track-
ing the potential; thus, we can also alias and drop them through reference counting. Notably, we do not
include <7A, in our multilinear grammar; because it is a negative type, it would not make sense in our
current model to consider this a multilinear type. It cannot be inductively copied or dropped, nor can the
address be automatically shared.

The primary complexity involved in introducing multilinear types with potential is that an address con-
taining potential should be able to share its potential across its many references, but we treat potential as
purely linear. This means that we cannot always alias an address simply by creating two references of iden-
tical type; instead, we must split the available potential between them. To account for this, we introduce a

relation between types that allows us to appropriately split a single type into two (possibly different) types
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Q=(R+S) Q=({R+59) Q= (R+S)foralll €L
1=(1+1) QeQ =(ReR +5®5) ®{1: Qhier = (@{1: R + {1+ 8 }rer)

Q=(R+S) @ =q+4s
1Ay = (JAu+ 1Ay >NQ = (b12R 4 >RBS)

Figure 5.1: Cyclic Proof System for Splitting Types

[17, 18]. Specifically, Q = (R + S) means that a variable with type Q may be aliased as two variables with
types R and S. The definition is provided in Fig. 5.1. This relation is defined only on multilinear types. The
crux of this judgment is in the splitting of potential type: a type carrying potential is required to exactly di-
vide the potential between its two new references. As an example, p81, =21, +001, =21, +11, +551,.
We could also perform this kind of splitting on a recursive type; for instance, bin{5} = bin{3} + bin{2},
allowing us to split up the potential in each bit of a binary number. Notably, we allow circular derivations
to account for the structure of equirecursive type definitions.

We then need to update our definition of combining address contexts correspondingly; it is no longer
the case that multiple occurrences of the same address will have the same type. In particular, the rule for

joining contexts with multilinear addresses becomes

‘Y:‘Y1+‘Y2 QL:(RL+SL) QL:RLifn:O QL:SLlfk:OPS
¥, (@ Qu) = (¥, (0" - R)) + (¥2, (a7 2 S0))

Building on our previous example of types that can be added, we have that (a3 : >81,) = (a' : >21,) + (a2 :

>01,) = (a' : >21.) + (a' : »11.) + (a' : 5°1,). In this rule, we notably enforce that if our reference count
becomes 0, we must use up all the potential; this is because our system should not allow us to waste potential.
If we allowed a cell with reference count 0 to store potential, this would violate the invariant that the sum
of the potentials used by a cell’s clients is equal to the potential it carries. Because the work construct allows
us to explicitly use up potential, this should not be an issue in our system.

This same reasoning also means that we must require x : Q, not to have potential in order to drop it;
we do not want to lose potential when we drop a cell or when a process terminates. To enforce this, we
introduce a nullary version of the splitting relation on types. This definition is straightforward (although,
like for the splitting relation, derivations may be circular) and may be found in Fig. 5.2; any multilinear type

may be dropped as long as it does not store potential.
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) Q=0  Q=QforalllcL Q=0 q=0
1=) QeQ =() &{l: Qe = () 1Ay = () >1Q = ()

Figure 5.2: Cyclic Proof System for Dropping Types

We can now update the alias and drop constructs by parameterizing them on types:

QL= (R.+5S) [,(y:R),(z:S)FTP = (w:Cy)

A
[,(x:Qu)FHaliasx:Qrasy:R,z:S ; P (w:Cr) Has

Q=0 TP (w:C)
[,(x:Qu)Fidropx:Qu; P (w:Cp)

Dror

The dynamics for aliasing and dropping are largely unaffected by the introduction of potential.

Lastly, we revisit the dynamics for reading from a cell containing potential with a reference count of more
than one. This rule is non-trivial in that we cannot assume that all of the potential will be immediately used
by a single reader. Instead, we modify the potential stored in the cell by subtracting whatever potential is

used up, as shown below:

cell(c{, D, n’"),cell(c., pot q (¢|), n), thread(dpm, q’, [17,c. /y.], case y. {pot q” (x.) = P})
— cell(c[,D,n' ®1),cell(c., pot (g —g") (c|),n —1),thread(dy, 4’ + 4", 1, ¢/ /x.], P)

The described modifications produce a system that supports resource tracking for both linear and multi-
linear types. The complete process typing and dynamics rules may be found in Appendix B and Appendix C.
Notably, introducing ergometric types makes the system much more complex, as seen in the following ex-
ample, but this syntax is intended as an internal intermediate representation rather than something a pro-
grammer would actually write. In the presented system, cost annotations are explicit, but we expect that
there would be an easy-to-use functional syntax on top of this internal language. The user-facing language
could support a variety of properties. One possibility would be a concrete syntax in which resource bounds
are inferred automatically, as in Resource-Aware ML [18]; such a language would be an advancement over
RAML in adding parallelism through futures and supporting a linear/multilinear/non-linear distinction.
An alternate possibility would be a Rast-like syntax, in which the programmer supplies some limited in-

formation about resource usage [9]; however, this information would certainly not be as heavy-handed as
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what is currently expected in this intermediate language.

5.3 Example: Tries of Multilinear, Ergometric Binary Numbers

We attempt once more to reuse a binary number, this time using both multilinear and ergometric types. For
the purposes of this example, we will assume a cost model that requires 1 unit of potential per read or write
operation.

Because binary numbers now store potential in each bit, they are costly to produce. For instance, storing
the number 271 as bin{p} would require 9 * (p + 1) + 2 units of potential, based on the number’s nine digits.
Though we assume that our binary numbers are already laid out in memory, we give the code for explicitly

allocating a number with potential to demonstrate the exact cost.

decl b271{9*(p+1)+2} : . |- (x : bin{p})
proc x <- b271{9x(p+1)+2} =
xl.e() ; % 2 erg

x2 <- x1.b1(x2) ; x2’ <- x2.pot p (x2?) ;
x3 <- x22.b0(x3) ; x3’ <- x3.pot p (x3’) ;
... allocate x4 through x8°

x9 <- x82.b1(x9) ; x9’ <- x9.pot p (x9°’) ;
x10 <- x9°.b1(x10) ; x.pot p (x10)

Here, we need two units of potential to write the closing digit (e), along with its associated unit. In addition,
we need one unit of potential per bit to write a b0 or b1 label and p units of potential to store in each bit.

We also annotate our trie type with potential:

type trie = &{ update : <{7}| bin{11} * bool -o trie, ... }

Both node and leaf processes need an intrinsic potential of 1 unit so they can write their continuation to
memory, which we write as node{1} and leaf{1}. After an update label is passed to the written continua-
tion, we need to supply it with 7 units of potential. On the critical path, this accounts for 4 units to get the
input and 3 units to create a new leaf. Furthermore, every bit must carry 11 units of potential: the critical
path requires 3 to get the input, 5 to create a new node, and 3 to make a recursive call. Note that transfer
of potential is “free”; since we prove that they cannot become negative, and no computationally relevant
decisions depend on them, potentials can be erased before executing the program.

The code is shown below. Instead of nested match expressions we write nested patterns, and we similarly

compress nested allocations. These can easily be expanded into our official syntax, but this would make the
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code even less readable. All potentials are enclosed in {. . }.

decl (1 : trie) (b : bool) (r : trie) |- node{l} : (t : trie)
decl . |- leaf{1} : (t : trie)
proc t <- node{1} 1 b r = %o +1
case t ( update (pot{7} ((x,c),t’)) => ¥ +7 -3
case x ( pot{11} DbO(y) % +11 -1
=> 1’ <- l.update(pot{7} ((y,c),1%)) ;
% -7 -3
work{4} ; h -4
t’ <- node{1} 1’ b r % -1
| pot{11} bi(y) => ...symmetric...
| e() => drop b ; % -2
work{2} ; % -2
t’> <- node{l} 1 c r % -1
))
proc t <- leaf{1} = ho+1
case t ( update (pot{7} ((x,c),t’)) => 7 +7 -3
case x ( pot{11} bO(y) ho+11 -1
=> 1 <- leaf{1} ; % -1
r <- leaf{1} ; % -1
1> <- 1l.update(pot{7} ((y,c),1’)) ;
% -7 -3
t’ <- nodeq{1} 1’ (false ()) r
%h -1 -2
| pot{11} bil(y) => ...symmetric...
| e() => 1 <- leaf{1} ; % -2 -1
r <- leaf{1} ; % -1
t’ <- node{1l} 1 c r % -1
))

Now, we assume that we have already expended 110 = 9 % (11 + 1) + 2 units of potential to store the
number 271 in memory with 11 units of potential per bit. We also assume that we have a trie t : trie.

Consider a case in which we want to insert the number x into t and then remove it:

% x : bin{11}

% insert 271 into trie

tl <- t.update((x,true()), t1l) ;

% remove 271 from trie

t2 <- tl.update((x,false()), t2) ;

This code is notably invalid, since x should not be reused. To make this program possible, we must instead
make two copies of the number 271 and insert one and delete the other.
Without multilinear types, we would first need to recursively copy x into y and z, as discussed in Sec-

tion 3.2. However, this is expensive in our cost model, since we charge one unit of potential per read and
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write. Given our potential annotations and our cost model, we would have a process for every n and k of
type copy{6} : bin{n+k+5} -o bin{n} * bin{k}. Copying requires a constant intrinsic cost of 5 units of
potential, as well as 5 extra units of potential per bit based on reading and writing costs and the cost of
recursively calling copy. The full code is provided in Appendix A. In this case, we would take a binary
number of potential 11 + 11 + 5 = 27 per bit (which would cost 254 units of potential to allocate initially)
and reference it with two variables of type bin{11}, incurring a total cost of 259 units of potential.

Using multilinearity, we can simply use aliasing to produce two references to the same binary number
without incurring extraneous cost. Given a number of type bin{22} (which for 271 costs 209 units of po-
tential to allocate), we can alias it into two variables, each of type bin{11}. Then, we can simply write the

following code:

alias x : bin{22} as y : bin{11}, z : bin{11} ;

and we can perform both of our insertions using only one address:

%y : bin{11}, z : bin{11}
tl <- t.update((y,true()), t1) ;
t2 <- tl.update((z,false()), t2) ;

Aliasing saves us the cost of traversing through the 9-bit number and explicitly copying it. This difference

would be even more marked for longer bit strings and more complex data structures.

5.4 Soundness

We now state the soundness properties for our system. Representative cases of the proofs can be found
in Appendix D. First, we state progress, or liveness, which expresses that any well-typed configuration is
either final (i.e., it does not have any running threads) or can take a step. The step must require no more

potential than the configuration has available to it.
Theorem 1 (Progress). If - IF7 C :: ¥, then either C finalor C ——1 C' for some configuration C' and q' < q.
We provide a proof sketch below:

Proof. We prove progress by right-to-left induction on C.

Base Case Assume C is empty. Then, C is trivially final, since there are no threads.
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Inductive Case Let C = Cy,C; where either C, = cell(d,,, W, n) or C; = thread(d, q2, [n], P), cell(dp, —, n).
We know by C:Join that - [F71 Cq :: ¥1 and ¥ IF72 C; i ¥ for some ¥4, 41,92 with g1 + g2 = g.
First, we apply the inductive hypothesis on C;. Either C; —7 €} for some C] and ¢} < g; or C; final.

In the first case, by multiset rewriting, we know that C —T C},Cy; since q; < q1 < g, the conclusion

holds.

In the second case, C; final. We proceed by casing on C,. If C; = cell(d,;, W, n), then clearly C final,

since C is made up only of cells.

If C; = thread(dy, g2, [1], P), cell(dm, —, n), we have

Ysb95:T T'H2 P (x,,: Am) Y, =¥Y3+Y,
T] IF72 thread(cﬂu q2, [7]/ Cm /xm]/P)/ Ce”(cmr v Tl) o TZ/ (C;:ln : Am)

C:THREAD

We proceed by induction on the derivation of the second premise. In these cases of our proof, we make
use of two key lemmas that express that in a final configuration C, if - [F7 C :: ¥ with a channel c € ¥,

then the cell c exists in the configuration C with an appropriate reference count.

O

Next, we state preservation, or safety, which expresses that if a well-typed configuration makes a step, the
resulting configuration retains the same typing. Notably, if the step uses up some potential w and the original

configuration had potential g4 + w available to it, the resulting configuration has g potential remaining.
Theorem 2 (Preservation). If ¥ IF17% C :: ¥/, and C —™ C' for some configuration C’, then ¥ I+1 C’ :: ¥,

The proof of preservation is complex and tedious, so we provide key points below and formalize it in

Appendix D.

Proof. Preservation may be proven by induction on C —%® (’, using inversions on configuration and
process typing. To prove preservation, we must prove and use lemmas about the shape of contexts. For
instance, we prove that if we “add” or “remove” references to an address on both the left and right sides of
a configuration typing judgment, the resulting judgment is still valid. Using these lemmas, we proceed by

cases, considering each individual rule and the various possibilities for its reference count. O

44



Chapter 6

Conclusion

In this paper, we have presented a core language in which linear/multilinear/nonlinear types coexist to
reap the benefits of linearity. In particular, this multilinear, resource-aware language offers possibilities for
efficient functional programming through futures. We began with a concurrent language with two modes:
an nonlinear mode and a linear mode. Next, we departed from prior work in introducing the idea of multi-
linearity, in which data of certain types may be aliased or dropped simply by modifying a reference count.
In particular, we focused on the distinction between variables and addresses and on maintaining accurate
reference counts that signify the number of clients that addresses have. Finally, we introduced cost track-
ing through potential, discussing how potential annotations are affected by multilinearity. We developed a
technique to share potential across multiple references to an address. Throughout these different stages, we

illustrated the effectiveness of our language using the example of binary numbers and tries.

6.1 Related Work

There has been substantial work in recent years on the benefits and challenges of linearity. The basis for our
research is foundational work on linear logic, including that by Girard [14], Lafont [15], and Wadler [33]. We
are also inspired substantially by work on traditional session types [22, 6]. The same syntax as we present
here could be alternatively interpreted in terms of message passing so that, modulo terminology and actual
cost of operations, the type system would apply; however, we would not a priori expect similar benefits for
lower-level efficiency due to different relative costs of local and message-passing operations.

Recently, there have been investigations into futures, as presented by Halstead [16], as a technique for
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greater functional efficiency. For instance, we draw from work by Pruiksma and Pfenning on an adjoint logic
and its use for futures [30] for our preliminary language. Work by Blelloch and Reid-Miller has demonstrated
several uses for linear and nonlinear futures and the asymptotic speedups that they can offer [5]. Futures
have also been adopted in numerous modern programming languages, including Scala [12], Python [27],
and Java [23].

Our work additionally draws upon to other research on potential and cost-tracking. Das et al. recently
demonstrated the use of arithmetic refinements and work analysis for session-typed systems [8, 9, 10].
Meanwhile, Resource-Aware ML (RaML) automatically derives resource bounds for OCaml programs based
on linearity and potential [17, 18]. The notion of potential in RaML is similar to the one we use here, but
RaML implements fully automatic resource tracking with some limitations. Our work could be used either
manually or in a RaML-like context; it may be possible to elaborate a language like RaML into our intermedi-
ate language. Significant work has also focused on the automation of granularity control based on execution
times; these techniques could be used to further improve efficiency once cost bounds are identified. For ex-
ample, some previous work has explored the use of machine learning to connect high-level cost bounds
with actual execution time [7], and other research has experimented with “oracle-guided scheduling,” in
which granularity is controlled by an “oracle” that predicts actual execution times [1].

Finally, recent work has focused on using linearity to improve the efficiency of memory management.
In particular, work on Perceus by Reinking et al. has demonstrated how reference counting inspired by
linearity can enable efficient, garbage-free memory management [31]. Perceus focuses on optimizing the
reuse of memory and freeing memory as soon as it has no more references. The dynamics for this language
include “dup” and “drop” constructs that increment and decrement reference counts. When a reference
count reaches 0, the cell is deallocated and drop is recursively called. Though Perceus does not focus on
parallelism and does not include resource tracking, this work suggests that the multilinear language we

have developed would enjoy benefits for garbage collection akin to those achieved by pure linearity.

6.2 Future Work

This research presents many opportunities for future exploration. The most critical next step is achieving
a complete implementation of this language, including an elaboration from a more usable surface syntax.
Specifically, since this is intended to represent an intermediate language, we anticipate that we will be able

to compile a functional language down to this language (with most operations remaining sequential, but
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some occurring in parallel), and then compile this language to machine code. A complete implementation
would allow us to examine the potential efficiency benefits from a practical perspective. Currently, without
a compiler, it is challenging to accurately assess runtime speed and cost; it becomes difficult to determine
whether a noticed speedup can be attributed to the program itself or merely to the interpreter for the lan-
guage. Introducing a compiler, though challenging due to the difficulty in scheduling futures, would allow
us to gain a more precise understanding of cost and speedups.

We also hope to add support for general arithmetic refinements. This would allow us to add recharge
and discharge primitives with no runtime cost that add to or remove potential from data structures without
traversing them. This would be analogous to our step from explicit copying and discarding to aliasing and
dropping through reference counting.

Another direction that we leave for later work is an investigation into greater automation of granularity
control. Even in the presence of ergometric types, a programmer must determine an appropriate grain
experimentally, based on the specific machine and architecture. Because such a decision is both program-
and machine- dependent, it is not immediately clear how to automate it without experimental trials. Further

examination of granularity control techniques could augment our work on efficient parallelism.
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Appendix A

Tries and Binary Numbers

For this example, we use a simplified syntax, annotating certain condensed lines with their cost. We use erg

to represent a unit of potential. For instance, something of the form

11 <- l.update(l1l) ; % 1 erg
p <- p.(x, b) ; % 1 erg
p’ <- p.(pot{7} p?) ;

12 <- 11.(p’, 12) ; % 1 erg

in the conventional syntax is simplified into

12 <- 1l.update(pot{7} (x, b), 12) ; % 3 erg

In much of the following code, we track updates to potential in a comment on each line.

A.1 Binary Numbers

%%% bin{p} = binary numbers where each bit carries potential p
type bin{p} = +{ b0 : |{p}> bin{p},

bl : [{p}> bin{p},

e : 1 1%

A.1.1 Dropping and Copying

%%% discard{2} recursively deallocates a binary number
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decl discard{2} (x bin{p+1
proc u <- discard{2} x =
case x ( pot{p+1} (b0(x’)) =
work p ;
u <- discard{p} x
| pot{p+1} (b1(x’)) =
work p ;
discard{p} x
=> u <-> x’

u <-
| e(x?)
)

P oI-
>

)

>

2

(u

1)

h +2
% -1 +p+1
h -p
h -2
% -1 +p+1
h -p
h -2
h -2

%%% copy{5} recursively copies a binary number,

hhh
decl copy{5}

splitting the potential
(x bin{n+k+5}

) |-

(p

bin{n} * bin{k})

proc p <- copy{b} x = h +5
case x ( bO(pot{n+k+5} (x’)) => % -1 +n+k+5
p’> <- copy{5} x’ ; % -5
case p’> ( (pl, p2) => % -1
pl’ <- pl.(pot{n} (bO(p1°’))) ; h -1 -n
p2’ <- p2.(pot{k} (b0(p2’))) ; h -1 -k
p-(pl’, p27) % -1
)
| bl(pot{n+k+5} (x’)) => % -1 +n+k+5
p’> <- copy{5} x’ ; % -5
case p’ ( (p1, p2) => h -1
pl’ <- pl.(pot{n} (b1(p1°’))) ; h -1
p2’ <- p2.(pot{k} (b1(p2°))) ; ho-1
p-(pl’, p27) % -1
)
[ e =>p.CO, O) h -2 -3
)
A.2 Tries
type bool = +{ true 1, false 1}
type trie = &{ update <{7}| bin{11} * bool -o trie, }
decl (1 : trie) (b bool) (r trie) |- node{1l} (t trie)
decl |- leaf{1} (t trie)
proc t <- node{1} 1 b r = h o+
case t ( update (pot{7} ((x,c),t’)) => 7 +7 -3
case x ( pot{11} bo(y) ho+11 -1
=> 1’ <- 1l.update(pot{7} ((y,c),1’)) ;
% -7 -3
work{4} ; % -4
t’ <- node{1} 1’ b r h -1
| pot{11} b1 (y) % +11 -1
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=> r’ <- r.update(pot{7}

work{4}

e() => drop b ;

proc t <- leaf{1l} =
case t ( update (pot{7} ((x,c),t?’)) =>
case x ( pot{11} DbO(y)

=>1<_
r <-

t? <
pot{11}

=> 1 <-
r <-

b =7 =8
; ho-4
t’> <- node{1} 1 b r’ % -1
% -2
work{2} ; % -2
t’ <- node{1} 1 c r % -1
% +1
% +7 -3
% +11 -1
leaf{1} ; % -1
leaf {1} ; % -1
1> <- 1l.update(pot{q} ((y,c),1’))
% -7 -3
- node{1} 1’ (false ()) r
% -1 -2
b1l (y) % +11 -1
leaf {1} ; % -1
leaf {1} ; % -1
r’ <- r.update(pot{q} ((y,c),r’))
% =7 =8
t’ <- node{1l} 1 (false ()) r’
% -1 -2
e() => 1 <- leaf{1} ; % -2 -1
r <- leaf{1} ; % -1
t’ <- node{1} 1 c¢c r % -1

((y,c),r?)) ;

’

)
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Appendix B

Statics

B.1 Judgment for Combining Environments

n=m-+mn n=mn+mnm
m=m-+| m=1+mnm n,a0/x0 = (q1,a0/x0) + 12 n,a0/xc=m + (n2,a0/x)
n=1m-+n

n,ay/xy = (n1,a0/xy) + (2, au/ xy)

B.2 Substitutions Used for Calling Processes

71 r=¢:A 75
Twhk (): (") T+ (xm s Am) F3oxm /X0 2 A, (%0, 0 Ap)

Ybey:T rE¢:A
YEnol:A

CLos-CompP
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B.3 Process Typing Rules

m>r I[P Pu(x:Ay) Iy, (x:Am) FTQ = (y = By) F:F1+F2C
U
T x P P; Q:(y:By)

T

T2:A AHIP:(x:Ap) €L

CaLL Ip
TH z <+ p[l]:(z: Am) Tw+ (y: An) Fox <y (x: A)
= : : 1P : = F1P:: :
Q.= (R + SL). [,(y:R),(z:S)HIP:(w:C) ALins Q=0 TP (w:C) Drop
I[(x:Q)Faliasx:Q asy:R,z:S. ;P (w:Cr) T,(x:A)Fldropx:Q.; P (w:Cp)
i €L
i SR

T + (y = Ap) B0 xi(y) = (x: @ {l = Al ier)

T,(y: AL)F1Q = (z:C) (foralll € L)
T+ (x: ®m{l: Ain}leL) F9 case x {I(y) = Q. er = (z: Cp)

&éL

0 ®R?
Tw+ (w:Am)+ (y:Bu) F° x(w,y) = (x : A @m Bm)

T, (w: Aw), (y:Bu) F1Q: (z:C) L THTQ :(y: AL) (foralll € L)
T+ (x: Ay ®@puBp) Hcasex {{w,y) = Q} = (z: C) © I H case x {I(y) = Q. }bier = (x : &m{l: AL }ier)

i€l &L T, (w:Am)F7Q:: (y : By) R
Ty + (x: & {1 AL Yier) FO xii(y) == (v - AL) '+ casex {{w,y) = Q} = (x : Ay —om Bm) -
—ol 0
Ty + (w: Aw) + (¥ 1 A —om Bm) FO x.(w,y) = (y : By)
1RO FrHF1Qu(z:C) 1L
T FO x.() = (x 2 1) I+ (x:1y) Flcasex {() = Q} = (z: Cy)
0 . .
I+ Q (y:A) R . 10
I F0 case x {shift(y) = Q} == (x : 1A Ty + (x: 1AL FO xshift(y) = (y - AL)
1RO ILy:A)HF1Q:u(z:C) I
Ty + (v : Ay) FO xshift(y) == (x : LAy) T, (x: JAy) F7 case x {shift(y) = Q} = (z: C)
R0 T,(y:A)FITP Qu(z:C) L
Tw, (y:A) F xpotq (y) = (x :pTA) g I,(x:>PA) Fcasex {potp (y) = Q} = (z:Cy) g
THITP P (x: A) 0
<R <L
I'+P casey {potq (x) = P} = (y : <TA)) Tw, (x:<TA) FT x.pot g (y) == (v : A)

THI P (x: Ap)

WoRrk
T 1 work {r}; P (x: Ay)
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Appendix C

Dynamics

C final
(+) final C,cell(ciy, W, n) final

General Rules
thread(cpm, w1 + wy, 11 + 12, ¢m /Y], x <1 P; Q), cell(cpm, —, 1)

—— thread(a, wy, [i1,a/x], P),cell(a, —,0),

thread (¢, wy, (112, a/x,¢m /Y], Q), cell (¢, —, 1) (a fresh)

thread(cm, g, [, cm/ 2],z < p[C]), cell(ci, —, 1)

—— thread(cm, g, [17 0, cm/x], P),cell(cyu, —, 1) (given P = x < p[Z] € %)
cell(cm, [7'[{p}K, o), thread(dm, 0, [(11 + cm/Xm), Am /Ym], Ym < Xm), cell(dpm, —, 0)

> [cell (G, T H{pYK, )], cell @, [y + 1] {p}K, )
thread(dm, w, [n], work {r} ; P),cell(dy, —, n) —" thread(d,,, w —r, ], P), cell(dp, —, n)

Alias and Drop
cell(c, V,n),thread(d, q, [17,c/x],alias x : Ty asy : 7,z : 13 ; P),cell(d, —,n")
— cell(c,V,n+1),thread(d, q, [17,¢/y,c/z], P),cell(d, —,n")
cell(c, V,n),thread(d, g, [17,¢/x],drop x : T; P),cell(d, —,n’)
— cell(c, V,n —1),thread(d, g, [1], P), cell(d, —,n") (if n > 0)
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Positive Right Rules
thread(cm, 0, [, dm /Y, cm/X), xm.i(y)), cell(cm, —, 1) — cell(cm, i(dm), n)

thread (¢, 0, [, bm /W, dm /Y, cm / x], x.(w, y)), cell(cy, —, 1) — cell(cm, (bm, dm), 1)

(
thread (¢, 0, [17, cm / x], x.()), cell(cp, —, 1) — cell(cm, (), n)
thread(c, 0, [,d/y, c/x], x.shift(y)), cell(c, —, n) — cell(c, shift(d), n)
thread(cy, g, [17,d./y., e/ x], xc.pot g (y.)), cell(c,, —, n) — cell(c,, pot q (d.),n)
Negative Right Rules
thread(com, g, [, cm / xm), case x, {K}), cell(cym, —,0) — cell(cm, [7]{q}K, o)

Linear and Nonlinear Left Rules

cell(cm,i(c"), o), thread(dy, q, [(17 + cm/xm), dy /2], case xm {(1(y) = Pp)ieL})
— [cell(cm,i(c"),0)], thread(dy, q, (1, ¢ /y, dx /2], P;)

cell(cm, (¢, d"),0),thread(dy, g, (7 + cm/xm), i/ Z], case xp {{y, w) = P})
— [cell(cy, (¢/,d"),0)], thread(dy, q, [, ¢ /y,d' /w,dy /2], P)

cell(cm, (), 0), thread(dy, 9, [(17 + cm/ xm), dy / 2], case xi {{) = P})
— [cell(cm, (), 0)], thread(dy, q, 17, dy./ 2], P)

cell(cm, shift(c’), 1), thread(dy, q, [(17 + ¢/ xXm), dx / 2], case xp, {shift(y) = P})
— thread(dy,q,[1,¢ /y,dc/z], P)

cell(c,, pot ¢’ (¢'),1),thread(dy, q, [, c./x., di/ z],case x, {pot 4’ (y) = P})
— thread(dy,q+4', [y, /y,dy /2], P)

Quasilinear Left Rules
Note: All of these rules only apply when n > 1.

cell(a, D,n"), cell(cy, i(a), n), thread(dy, q, [11, cm / Xm, di/ 2k, case xm {(1(y) = Pp)icr})

— cell(a, D,n’ ®1),cell(cy,i(a),n —1),thread(dy, q, [, a/y, dp / z¢], P;)

cell(a, Dy, n}), cell(b, Dy, nfy), cell(cy, (a, b), n), thread(dy, q, [, cm / X, dic / i), case xm {(y, z) = P})

+— cell(a, Dy, n}y @ 1), cell(b, Dy, njy & 1), cell(cim, (a,b),n —1),
thread(dy, q,[7,a/y,b/z,dy/ 2], P)
cell(cm, (), n), thread(dy, g, (17, cm / Xm, di / z¢), case xp, {{) = P})
— cell(cm, (), n —1),thread(dy, q, [17, d./ 2], P)

cell(a, D,n"), cell(cy,, shift(a), n), thread(dy, q, [, cm / Xm, dx / zx], case xim {shift(y) = P})
— cell(a, D, n' ® 1), cell(cyy, shift(a), n — 1), thread(dy, q, [,a/y, di /2], P)
cell(c], D,n"), cell(c,, pot q (c|),n), thread(dm, q', [, c. /YL, dm /2], case y. {pot 4" (x.) = P})
— cell(c], D,n’ ®1),cell(c,, pot (g —q") (c|),n —1),thread(dy,q" + 4", [, ¢l /x.,dm /2], P)

(undefined if g < ¢")

Negative Left Rules
cell(cm, [nl{p}(1(y) = P)ie, ), thread(dy, q, [(17' + cm/xm), i/ 2], xm.i(2))
— [eell(cm, [11{p}(I(y) = P)ier, o)), thread(dy, g + p, [’ +1,dx/y], Pi)

cell(cm, [n[{p}((w,y) = P),0),thread(dy, q, [(1' 4 cm/Xm), e/ 21, dx/ 22), Xm-(z1,22))
— [cell(cm, [1]{p}((w,y) = P),0)], thread(dy, q + p, [1' + 1, ex/21,dx/22], P)

cell(cm, [7]{p} (shift(y) = P), o), thread(dy, q, (7" + cm/Xm), dx /2], Xxp.shift(z))
— [cell(cm, [7]{p} (shift(y) = P), )], thread(dy, q + p, [ +1,di/y], P)
cell(ce, [y[{p}pot q (c[) = P,1),thread(d., q, [, c./y., di/x], y-pot q (x.))
— thread(d,, g+ p, [ +1,d./c],P)
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Appendix D

Proofs

D.1 Progress

Lemma 3 (Associativity of + Relation). If A = (B+C)and B= (D +E), then A = (D + (E + C)).

Lemma 4 (Reading from Multilinear Cells). If C final, - IF11T902%% C :: ¥, and (CZ; : B) € ¥, then C =
C1, cell(cyy, W, n), Co where:

(i) - IF1 Cq 2 Y for some ¥y
(ii) Y1 IF92 cell(cy, W, n) :: ¥, (clly : A) for some ¥ = ¥ + ¥/ for some ¥
(iii) Y, (¢l : Ap) IFB3 Cy 2 ¥
(iv) n>n'
(v) A = (B+ C) for some type C
Proof. We proceed by right-to-left induction on C.

Base Case Assume that C is empty. Then, the lemma holds vacuously, because ¥ would be empty by

C:Empty.

Inductive Case Let C = C’/, cell(a, W', ), noting that C cannot end with a thread because C is final. Then

we have

R IR cell(a, W r) s
et o cell(c, W,r) =¥

C:Join
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By inversion on the second premise using C:Val and C:Cont, we have that ¥ = ¥, (a, : A}) for some
! ! __ " "

ALY =YY" +9".

Then, if ay = ¢y, we have the desired conclusion, obviously, noting that r = n’ and thus r > n’ and

that A} = B and thus there exists C such that A} = (B + C).
Otherwise, we have that (c”; : B') € ¥'. Here, n’ > n’ and B’ = (B + B") for some B". To see
this, note that we have a final configuration, so all elements are cells. Then, by C:Val and C:Cont, we
know that each individual cell cannot increase the reference count for any cell; this is because of the
definition of 4+ on contexts. Then, by C:Join, we know that the reference count of any other cell cannot
increase, so n” > n’. Similarly, by the definition of +, we know that the only way the type of a cell
can change is if it is split into two fragments with related types (i.e., (42 : A) is split into (d' : A’) and
(d': A”) where A = (A" + A")).
By the inductive hypothesis on C’, which we know is final, we have that C' = Cy,cell(cyy, W, 1), Ca,
with

@) - -1 Cq :: ¥4 for some ¥,

(i) Y1 IF%2 cell(cpm, W, 1) :: ¥, (¢, : Ap) for some ¥ C ¥
(iii) ¥, (cly : Ap) IFT Co 2 Y/
(iv) n>n"

(v) Am = (B'+ ') for some C’
where g} + g5 + q5 = ¢q. Thus, we have C = Cy,cell(c;;, W, n),C3 where C3 = C, cell(x, W/, 7). In
addition, by C:Join, we have that ¥/, (cl, : Ay,) F57% C3 :: ¥ and ¢, + ¢, + 45 + 45 = q// + q4. Also,
since n > n” and n” > n’, we have n > n'. Finally, since A,, = (B’ +C') and B’ = (B + B”), we can

see that A,, = (B + C) for some C by Lemma 3.

We conclude that the desired typing holds.

O

Lemma 5 (Reading from Non-Multilinear Cells). If C final, - IF11772%49 C = ¥, and (x5, : Am) € ¥, then
C = Cy, cell(xy, W, ), Cy where:

(i) - IF91 Cq 2 ¥ for some ¥y
(ii) 1 IF92 cell(xyn, W, 0) =2 Y], (x, + Aw) for some ¥1 = ¥ + ¥
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(iii) ¥, (x5, : Apm) IFB Cy 0 ¥
Proof. We proceed by right-to-left induction on C.

Base Case Assume that C is empty. Then, the lemma holds vacuously, because ¥ would be empty by

C:Empty.

Inductive Case Let C = C/, cell(ck, W', 7), noting that C cannot end with a thread because C is final. Then

we have

LN GUET & YR cell(cy, W,r) = ¥
AR ! cell (e, W/,r) 0 ¥

C:Join

By inversion on the second premise using C:Val and C:Cont, we have that ¥ = ¥”, (c,’C : By) for some

By, ¥ =¥" +¥". Then, if ¢y = x;,, we have the desired conclusion, obviously.

Otherwise, we have that (x}, : A,;) € Y'. Notably, we know that the type and reference count must

remain unchanged, since A, is not a multilinear type and thus cannot be split in any way.

By the inductive hypothesis on C’, which we know is final, we have that ' = Cy,cell(x,,, W, 0),Ca,

with

(i) - IF71 C; :: ¥y for some ¥,
(ii) ¥y IF%2 cell(xy, W,0) = ¥, (x5, : Ay for some ¥ C ¥y
(iii) ¥, (x5, : Ap) IF5 Cy 2 ¥/

Thus, we have C = Cy, cell(xy,, W, 0), C3 where C3 = Cy, cell(ck, W', 7). In addition, by C:Join, we have
that ¥, (x9, : Ay) IF53792 C3 :: ¥. We conclude that the desired typing holds.

Theorem 6 (Progress). If - IF1 C :: ¥, then either C final or C st C' for some configuration C' and q' < g.

Proof. We proceed by right-to-left induction on C, using Lemmas 5 and 4 to show that a reading thread must

be to the right of a valid cell.

Base Case Assume C is empty. Then, C is trivially final, since there are no threads.
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Inductive Case Let C = Cy,C; where either C, = cell(d,,, W, n) or C; = thread(d, q2, [n], P), cell(dp, —, n).
We know by C:Join that - [F71 Cq :: ¥1 and ¥ IF72 C; i ¥ for some ¥4, 41,92 with g1 + g2 = g.
First, we apply the inductive hypothesis on C;. Either C; —7 €} for some C] and ¢} < q; or C; final.
In the first case, by multiset rewriting, we know that C s C{, C»; since q’l < g1 < g, the conclusion
holds.

In the second case, C; final. We proceed by casing on C,. If C; = cell(d,;, W, n), then clearly C final,

since C is made up only of cells.

If C; = thread(dy, g2, [1], P), cell(dm, —, n), we have

‘I’3I—17:F rl_quil(meAm) Y =%Y3+Y,

CT
Y1 IF92 thread(cm, g2, [11, cm/ Xm), P), cell(cm, —, n) =2 ¥a, (¢, + Am) HREAD

We proceed by induction on the derivation of the second premise.

@®RO First, note that if the second premise is derived by ®R’, then T = Ty + (y : Al,), and the
potential is 0. Then, by E2, we have thaty = ' +d/y = 1”,d/y. Finally, C; — C} for some
C} by dynamics rule ®RC. Then, by multiset rewriting, C — C’ for some C’ and the conclusion
holds.

®R%,1RY, | R%,>R? Similarly to above (except that in >R?, potential may be non-zero).

— R, 1 R,<R Obviously, by the respective dynamics rules, C; — C} for some C}. Then, by multiset
rewriting, C — C’ for some C’ and the conclusion holds.

Cut Next, we consider a derivation via Cut. Obviously, C; — Cé for some Cé, so C — (' for some
c.

Call If Call is used, then by the Call dynamics rule, we obviously can make a step, since we assume
that all processes in the fixed signature X are typechecked ahead of time.

@L We next consider the &L rule. In this case, we have I + (x : @{l : Bt }jc1) F case x {I(y) =
Qber = (Y : Am), where T =T + (x : @ {l : B,l(}leL).
We consider two cases: when x is multilinear and when x is not.
First, we consider the multilinear case. By inversion on the first premise and E2, we get that
Y3 = ¥4+ (a' @ @{l : Bl}ier) for some a with y = 4’ + a/x for some 57’. Then by + on

contexts, we also have (a" : ®{l : C;l(}leL) € ¥, for some n > 1, which is provided by C;, a
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final configuration, where C = (B + D) for some D. By Lemma 4 and inversions on C:Val and
Val— @ RY, we have that cell(a,i(y’),n’) € C; with n’ > n > 0. By the fact that there is one
reference to ¥’ in cell a, we know that cell ¥’ has been allocated and exists to the left of cell a.
Then, by the @& L dynamics rule, we have that C — C’ for some C’, as desired.

Next, we consider the non-multilinear case. By inversion on the first premise and E2, we get that
(a7 : &{l : BL}jc1) € ¥ for some a withny = i +a/x = y”,a/x for some ', 51" Then by + on
contexts, we also have (a7 : @{l : B,l(} 1er) € Y1, which is provided by C;, a final configuration.
By Lemma 5 and inversions on C:Val and Val— @ R°, we have that cell(a,i(y’), ) € C;. By the
fact that there is one reference to y’ in cell 2, we know that cell ' has been allocated and exists to

the left of cell a. Then, by the &L2 dynamics rule, we have that C — C’ for some C’, as desired.

—o L9 Next, we consider the —o L? rule. In this case, we have I" + (wy, : By,) + (x : By —om Ap) F°
XAWm, Ym) = Yy + Am), where I = T’ + (wy, : By) + (x : By —om Am). By inversion on
the first premise and E2, we get that (b" : By,),(a” : By —om Am) € ¥3 for some a,b with
n=n"+a/x+b/w=rn",a/x,b/w for some n’,n", and n > 0. By + on contexts, this tells us
that (b"/ : Cp), (a' : By —op Ay) € ¥q, which is provided by C;, a final configuration, where
Cn = (Bw+ Dyy) and n/ > n > 0. By Lemma 5 and inversions on C:Cont and — R, we have
that cell(a, (w},,y),) = Q,0) € C; for some Q. Then, by the — L dynamics rule, we have that

C — C' for some (', as desired.

>L We next consider the >L rule. In this case, we have I”, (x : bPB,) F7 case x {pot p (y) = Q} =
(2 2 Am), whereI' =T7, (x : b¥B,).
We again consider two cases: when x is multilinear, and when x is not.
First, we take the case where x is multilinear (it must be linear because it carries potential). By

1. bPB,) for some a with 7 =

inversion on the first premise and E2, we get that ¥3 = ¥} + (a
1',a/x for some 17, and n > 0. This tells us that (a" : DF’,CL) € ¥4, which is provided by (3, a final
configuration, where p’ > pand n > 0and C = (B + D) for some D. By Lemma 4 and inversions
on C:Val and Val— & R?, we have that cell(a, pot p”’ (y'),n') € C1,forn’ > n > 0and p” > p' > p.
Then, by the >L dynamics rule, we have that C — C’ for some C’, as desired.

aL? 1If our derivation used the <L rule, we have I, (x : <"A) F0 x.pot r (y) : (y : AL) for T =T, (x :
<"A.). By inversion on the first premise and E2, we get that (x! : <A,) € ¥3 for some a with

1 =1',a/x forsome . This tells us that (x! : <"A,) € ¥1, whichis provided by (3, a final configu-

ration. By Lemma 5 and inversions on C:Cont and <R, we have that cell(x, pot 7 (/) = Q,1) € C;.
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Then, by the <L dynamics rule, we have that C — C’ for some C’, as desired.
1L, ®L,&L°,1 LY, | L All other left rules follow similarly to those described above.

IdK If the IdK rule is used, we have " + (xy : Ap) F0 dy < xp = (d,, : Am), withT = T’ +
(xm : Aj) where A, is a negative type. Then by inversion on the first premise and E2, we have
(¢, : Am) € Y3 and thus € ¥, withy = %, ¢/ xp for some ’. By Lemma 5, we have that
cell(cm, [ 1{p}K, o) € C; for some K; then, by the Id dynamics rule, we can conclude that C —

C’ for some C’ and the conclusion holds.

Work Next, we consider the Work rule. If P = work {r} ; P/, we know that r < g by the typing rules.

Then, C —" C’, with r < g, as desired.

Alias If the Alias rule is used, we have I, (x, : A,) F7 aliasx : A asy : B.,z: C.; P (w: Ty), with
I =T/, (x.: AL). We also note that A, must be multilinear. Then by inversion on the first premise
and B2, ¥53 = ¥ + (c! : Ay) for n > 0, with 7 = 5/, ¢, /x, for some 7. Then, by the definition of
+ on contexts, we have (c' : B,) € ¥1,and n > 0 and B, = (A, + C.) for some C,. By Lemma 4,
we have that cell(c,, V,n') € C; for some V and n’ > n > 0; then, by the Copy dynamics rule, we

can conclude that C — C’ for some C’ and the conclusion holds.

Drop Finally, we consider the Drop rule, in which case we have I, (x, : A ) F9dropx: A.; P (y, :
Cr). We also note that A, must be multilinear. Then by inversion on the first premise and E2,
Y5 =¥, + (c! : AL), withyy =5’ +c,/x_ for some 7. Then by + on contexts, (¢ : B) € ¥; with
n > 0and B, = (A_+ C,) for some C,. By Lemma 4, we have that cell(¢,, V,n’) € C; for some V
and n’ > n > 0; so, by the Drop dynamics rule, we can conclude that C — C’ for some C" and

the conclusion holds.

Thus, the progress theorem holds for any configuration C. O

D.2 Preservation

Lemma 7 (Weakenable Environments). If I is entirely weakenable (i.e., only contains of unrestricted variables) in

Y &y : T, then ¥ and n must both consist of exclusively unrestricted addresses and substitutions.

Proof. Assume that ¥ I 5 : I where I' is weakenable. We proceed by induction on 7. In the base case, when

7 = -, we have by inversion on E1 that I is empty and ¥ is weakenable, so the conclusion is satisfied.
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In the inductive case, we have § = 5’ + a/x. Then, by inversion on E2, we have ¥/ + (a7 : A)
' +a/x T+ (x : A). We know I" is fully weakenable, so ¥’ must also be weakenable, as must be 7,
by the inductive hypothesis. We also know that since x is weakenable and therefore must be unrestricted,
a and A must also be unrestricted. This means that ¥ is unrestricted and 7 = 7’ + a/x must have only

unrestricted substitutions. O
Lemma 8 (Context Persistence). If ¥ IF1C :: ¥/, then ¥ + (a” : A) IF1 C =2 ¥ + (a” : A) forany (a” : A).
Proof. We proceed by induction on the judgment ¥ IF9 C :: ¥'.

e IfC = -, then ¥ = ¥’ and we apply C:Empty to get ¥ + (a” : A) IF0 - 2 ¥ + (a" : A).

* IfC = C1,C, we have ¥ IFT Cp :: ¥7 and ¥y IF92 C; = ¥'. By the inductive hypothesis on the first
of these, we have that ¥ + (a" : A) IF71 C; :: ¥1 + (a" : A). Then, by the inductive hypothesis on
the second premise, we have ¥; + (a”" : A) IF%2 C; :: ¥/ + (a" : A). Finally, we apply C:Join to get
Y+ (a": A) IFNFT2 C,Co Y + (a1 A).

o IfC = cell(c, W,n) or C = thread(c, p, [], P), cell(c, —, n), then we know ¥ = ¥, + ¥, for some ¥, Y5,
with ¥/ = ¥y, (c* : Aj) (k = n unless C is a cell containing a continuation, in which case k = 1). Then,
Y+ (a":A) =%+ (¥2+ (a" : A)). Then, we can apply C:Val, C:Cont, or C:Thread (depending on
C)togetthat ¥ + (0" : A)IF1C =¥+ (4" : A), (a" : A),ie. ¥+ (a" : A)IF1C =¥ + (a" : A).

O

Lemma 9 (Reducing Reference Counts). If ¥, (¢} : A.) IF1 C = ¥/, (ck : B.), then ¥, (c™™ : A) IF1 C =

¥, (k= B.) forany n — m,k —m > 0.
Proof. We proceed by induction on the judgment ¥, (c' : A.) IF7 C = ¥/, (cf : By).
« IfC =, then'¥, (c!': AL) = ¥/, (cf : B,) and weapply C:Empty to get ¥, (¢ : A) F0 C == ¥/, (k= -
B.).

e If C = cell(d,W,n') or C = thread(d, p, [], P), cell(d, —, 1), then we know ¥, (¢]' : A.) = ¥; + ¥, for
some ¥q, ¥y, with ¥/, (ck : B.) = ¥, (d" : D). Then, ¥, (¢ : A) = ¥, ((cX : B) + ("% : C)), so
¥ =¥, (' C.) while Y5 = ¥), (cf : B.) (then, ¥’ = ¥}, (d" : D)).

Next, we can say that ¥, (¢! ™™ : A) = ¥, ((cF™™ : B.) + (% : C)), and thus we have ¥/ =

¥, (K. C) while ¥4 =¥, (cf=™ : By).
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Then, we can apply C:Val, C:Cont, or C:Thread (depending on C) to get that ¥, (c[ ™ : A.) IF1 C =
¥, (d" : D). Notably, ¥, (d" : D) = ¥}, (k™™ : B), (d" : D) = ¥, (cf=™ : B,). Thus, we have the

desired conclusion.

¢ IfC = (C,Cy, wehave ¥, (' : AL) IFT Cp = ¥y and ¥y IF92 Cp =2 ¥/, (c’f : By). Obviously, since ¢,
remains in the context after C;,C,, we must have ¥, = ¥/, (cf/ : C,) for some n’. By the inductive
hypothesis, we have that ¥, (¢ ™ : A.) IFT1 C; = ¥, (c’f/*x : C.). Then, by the inductive hypothesis
on Cy, we have ¥/, (cf/*x :C) IF2 Cy Y, (c’f*x : B,). Finally, we apply C:Join to get ¥, (¢! * :
A IFIH92 C L Cy = W, (FX AL,

Theorem 10 (Preservation). If ¥ 7% C :: ¥/, and C —% C’ for some configuration C', then ¥ IF1 C = ¥'.

Proof. We proceed by induction on C —® (', using inversions on configuration and process typing.

®R? We consider the step
Cy, thread(c, 0, (11, dm /Y, cm /x|, Xm-i(y)), cell(cm, —, 1), Co — Cq, cell(cm, i(dm),n),Ca

First, by a series of inversions on C:Join, we get that

i) YIFN Cy =¥y

(i) Y1 IF% thread(cm, 0, [, dm /Y, cm/ x], xm.i(y)), cell(cm, —, 1) == ¥2
(iii) Yo IF93 Cp 0 ¥’

where g1 + g2 + g3 = g + w = g (since w = 0). By inversion on (ii), we get

Wb n,dn/y: T THEO xui(y) = (x,: @n{l: AL icr) ¥ =Y3+Y¥)
¥, -0 thread(cm, 0, [17,dm /Y, cm/x), xm-i(y)), cell(cp, —, n) = ¥, () : ©m{l : Aﬁn}leL)

C:THREAD

noting that o = 0 and ¥, = ¥, (¢, : ®m{l : AL }icp).
Using the second premise with inversion on ©R?, we get that T = Ty + (y : Al,).

By Lemma 7, we have that the remainder of Y3 and # apart from one reference to d,, is weakenable.

Then, by E2, we know that ¥3 = (Y3 + (d9, : Al,)) for some weakenable ¥3 jy.
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We apply C:Val and Val-&RC to get

iel
0
Fone (@ Biy) F1 i) s ol Bhier Wy = (Fapy (&, AL)) !
3,W+(m' m) i(dm) : ©m{l : BytieL 1= ( 3,W+(m' m)) + 15

Yo IF9 cell(cp, i(dy), n) = ¥, (¢ s @m{l: AL Yer)

C:VAaL

Clearly, the addresses used and provided in this judgment are the same as those in (ii). Then, by C:Join,

we have ¥ I Cy, cell(cy, i(dm),n),Co :: ¥, as desired.

®@R? We consider the step

C1,thread(cy, 0, (17, dm /Yy, em/w, cm/ X], xm-(y, w)), cell(cy, —, 1), Co — Cq, cell(cm, (dm, em), n),Ca

First, by a series of inversions on C:Join, we get that

1) YIHEN Cr Y,

(i) Y1 IF2 thread(cm, 0, [, dm /Y, em /W, cm/ x], Xm-(y, w)), cell(cpm, —, n) :: ¥
(iii) Yo IF5B Cp 0 Y/

where g1 + g2 + q3 = g +w = q (since w = 0). By inversion on (ii), we get

Y3 & n,dm/y,em/w: T IO x (g, w) = (% 0 A @ B ¥ =Y;+ Y
¥, IH0 thread(c, 0, [17, dm /Y, em /W, e / x], Xm - {y, w)), cell(cm, —, 1) = ¥h, (¥ : Bm{l: Aiﬂ}ld)

C.THREAD

noting that g, = 0 and ¥, = ¥, (c}}, : A @m Bu).
Using the second premise with inversion on ®R’, we get that T = Ty + (y : Ay) + (w : By).

By Lemma 7, we have that the remainder of Y3 and # apart from references to d,; and ¢, (which,

notably, might be the same cell) is weakenable. Then by E2, ¥3 = ¥3 1 + (d9, : Aw) + (€5, : Bu).
We apply C:Val and Val-@R’ to get

0
; VAL-®@R ,
Yaw + (d5 = Am) + (e = Bm) F1 (dm,em) : Am ©m B Y1 =YW+ (d% + Am) + (¢ < Bm)) + ‘l’/2 C:VAL
¥q IFT cell(cm, (dm, em),n) = ‘Pé,(cg, : Am ®m Bm)
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Clearly, the addresses used and provided in this judgment are the same as those in (ii). Then, by C:Join,

we have ¥ IF7 Cy, cell(cy, (dm, em), n),Ca :: ¥/, as desired.

1R%, | RO, RO These cases follow similarly to those above.

— R, &R, T R, <R We consider the step

Cy, thread(cm, q, [, cm/ xm), case x {K}), cell(cpm, —,1),Co — Cq,cell(cm, [7]{q}K,c),C2

First, by a series of inversions on C:Join, we get that

(1) Y IFn Cl e Tl
(i) Y1 IF thread(cpm, 0, [1, cm/ xm], case xp {K}), cell(cm, —,0) :: ¥2

(iii) ¥p IF93 Cp 0 ¥’

where g1 + q2 + g3 = g+ w = ¢’ (since w = 0). By inversion on (ii), we get

Y3bn:T  THP2casexy, {K}:(x,:An) Y =Y+ Y

CT
¥y 172 thread(cm, g2, (17, cm / Xm), case xum {K}), cell(cp, —, 0) 2 Y5, (¢5, - Am) HEEAD
noting that g, = g and ¥ =¥}, (¢¥, : An).
Now, we can apply C:Cont to get
Ysbu:T T Hcasexy, {K} = (x,:An) Y =Y+ Y
C:ConT

¥y IF7 cell(cm, [7){q}K, o) = ¥, (¢ : Am)

Clearly, the addresses used and provided in this judgment are the same as those in (ii), with the same

cost of g, = g. Then, by C:Join, we have ¥ IF' C, cell(cy, [7]{q}K,0),Ca = ¥’, as desired.

@L First, we consider the multilinear case. We consider the step

Cy,cell(a, D, k),Cy, cell(cy, i(a),n),Cs,
thread(d, q, [17, cm/ xm,d/z), case X {I(y) = Pr}icr), cell(d, —,n"),Cy
— Cy,cell(a, D,k 1),Cy, cell(cm,i(a),n —1),C3,thread(d, q,[1,a/y,d/z], P;),cell(d, —,n"),Cy4

C has the following typing, by inversions on C:Join:
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1) YIF1 Cp 2y

(i) Y1 IF*2 cell(a, D, k) :: ¥,

(iii) Yo IF¥3 Cy i1 Y3

(iv) Y3 IF?4 cell(cyy,i(a),n) :: ¥y

(V) Yy lF%5 C3:: ¥

(vi) Y5 -6 thread(d, q, [17, cm/ xm,d/z], case xp {I1(y) = P}ier), cell(d, —,n") :: ¥
(vil) Yo IF%7 Cy =2 ¥’
To show that Cy, cell(a, D,k ®1),Ca, cell(cy, i(a),n—1),Cs, thread(d, q, [,a/y,d/z], P;), cell(d, —,n""),Cy
has the same typing, we must show

@ Y"1 C ¥y

(b) ¥1 IF cell(a, D,k ® 1) :: ¥}

(c) b IF% Cp =2 ¥4

(d) ¥4 - cell(cp, ia),n — 1) = ¥,

(€) ¥, IF¥ C3 = ¥,

(f) YL IF% thread(d, q,[n,a/y,d/z], P;), cell(d, —, n") :: ¥,

(g) YL -7 Cy Y
where wy + w) + wh + w) + wi + wj + W, = wy + Wy + w3 + wy + Ws + we + wy.
First, we examine the initial configuration, providing names for each type seen by the configuration.
When we allocate cell 2, we get ¥, = ¥7, (a* : A) for some A.
Then, C; can use up some of a; this occurs through splitting contexts using +. Thus, after typing C,,
we have ¥3 = ¥4, (a*1 : A;), where A = (A; + By) and (a1 : By) was used up by C».
Next, we allocate c;, by Val-®RO, referring to a. Thus, one reference to a is used up, leaving ¥4 =
WY, (a1 Ap), (s Bm{l s XL, ber), where Ay = (Az + Bp). Notably, X' = B,.

We then use up some more of 2 and some of ¢ in C3. We are left with (a2 : A3) where Ay = (A3 + B3)
and C3 used up (a*1717%2 : B3). We also have (cj! : @ {l : X1}, }1c1), where X! = (X} +Y1) (by the +

relation on sum types), and C3 used up (cj; ™ : @m{l: Yih }ier)-
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Finally, we consider the running thread that reads from c;,. Some of a may be used up in typing P; (i.e.
in the environment), while the rest remains in the resulting configuration. Specifically, after typing
this thread, we are left with (a*s : A) for A3 = (A4 + By) and (a*2=% : B,) was used up by P;. When
it comes to ¢;,;, we have one additional place a reference is used: in the case expression. Overall, we
use some of ¢, in typing this thread and leave the rest in the resulting configuration. After typing the
thread, we are left with (c"2 : @, {I : Xz}, }1c1), where Xi = (Xb+Y3),and (cj ™ @il : Yol Vier)
is used by the thread. Within these references, one is used for the variable x,,, so we have (x : ®,,{l :
Y3!, }ier) where Y3 = (Y} + ZL). The remainder of the cell (i.e., (cpl "2 = @, {1 : Z3, }1ep)) is used

in Pl'
In addition, by inversion on (vi) with C:Thread and &L, we know that

I,(y: A)F% Py (z: D)
Y5, b ,cm/xm :T T case xy {I(y) = P}jc = (z: D) Y =¥s, + ¥, K
a - €L 5 5a . 50 C:THREAD
¥s5 -6 thread(d, q, [1,cm /xm,d/z], case xm {I(y) = P};c ), cell(d, — ") Y¥sp, (@ : D)

where ¥4 = ¥5;, (4" : D). Notably, T = I”, (x, : ®m{l : Y3, }1c1).

Now, we turn our attention to the resulting configuration. Obviously, the first requirement is satisfied
trivially. Next, when 4 is allocated, it has the same type as before (by C:Val or C:Thread, depending on
whether the cell has been written), with one additional reference. Specifically, we get ¥, = ¥4, (a*®1 :
A). Then, in C,, we again use up the same amount of 4 as in the original configuration. Then, by

Lemma 8, we have ¥ = ¥4, (a1%1 : Ay).

Next, when we allocate c;;, we note that a might appear to have a different type than it did originally;
this is because it must share its type with an extra reference, in the case that it is linear. Specifically,
we type ¢ as (1 s @ {1+ X"} ier) where X/ = Yi + Xb + Zi. Then we are left with (2151 :
Az) + (a' : Y}). We can do this because since X' = By, we know that B, = (Y + X} + Z + Y}), where

Y! was used by C3, X} remains in the resulting configuration fed to Cy, and Z% is used for P.

Then, in C3, some of (aA2 : k1 —1) is used up, as in the initial configuration. This leaves us with
(a*2 : A3) + (a' : Y}), by Lemma 8. Similarly, some amount of ¢, is also used up. Given that we begin

n—nq

with (¢ @, {1 le%}lEL) and use up (cjy ™ : @w{l : Y1l }1cr), we are left with (cgf_l :Omd{l:

Xﬂlm}leL) where X" = (X}, + Z1).
Finally, we consider the thread running P;. We use (a! : Y}) in the environment when we substi-
tute it for y, so (y : Yi). Otherwise, the same amount of (a*2 : Aj3) is used up by P; as in the

initial configuration, so we are left with the same result in terms of 4. Similarly, we use some of
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(cf,}_l s @Om{l X in}le L) in P; and leave the rest in the resulting configuration, exactly as before.

Then, we can obviously type P; as desired, by the premises of the original thread’s typing. Thus, we

end up with the same ¥, = ¥¢. Then, by (vii), (g) obviously holds and gives us the desired conclusion.

Then, by C:Join, we have preservation in this case.

>L We consider the step

Cy,cell(a, D, k), Cy, cell(cim, pot q (a),n),Cs,

thread(d, q', [, cm/ xm,d/z], case xm {pot 4" (y) = P}),cell(d, —,n"),Cy4
— Cy,cell(a, D,k 1),Cy, cell(cm, pot (g —q"") (a),n —1),Cs,

thread(d,q' +q",[n,a/y,d/z], P;),cell(d, —,n"),C4

C has the following typing, by inversions on C:Join:
(i) YIF“1 Cp ¥,
(i) ¥q IF*2 cell(a, D, k) : ¥>
(iii) Yo IF¥3 Cy i1 Y3
(iv) ¥3 IFY cell(cp, pot g (a),n) = ¥y
(v) ¥4 IF% C3:: ¥y
(vi) Y5 -6 thread(d, q, [17, cm/xm,d/z], case xy {pot q” (y) = P}),cell(d, —,n") :: ¥4
(vil) Yo IF%7 Cy 2 9’
To show that

Cy,cell(a, D,k @ 1),Cp, cell(cy, pot (g —4q"") (a),n —1),
C,thread(d,q +q",[n,a/y,d/z], P),cell(d, —,n"),Cy

has the same typing, we must show
(@ YIF“1 Cp ¥y
(b) ¥q IF¥2 cell(a, D,k B 1) = ¥
(© ¥, IFY5 Cy WY

(d) W5 IF¥4 cell(cp, pot (9 —q") (a),n —1) = ¥,
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(€) ¥, IF¥ C3 = ¥,
(f) ¥% |- thread(d,q+4q",[n,a/y,d/z], P),cell(d, —,n") :: ¥

(g) ¥y IF7 Cy ¥/
where wy + wh + wh + wjy + wi + wj + W, = wy + wp + w3 + Wy + W5 + we + Wwy.

First, we examine the initial configuration, providing names for each type seen by the configuration.

When we allocate cell a, we get Yo = ¥4, (a* : A) for some A.

Then, C; can use up some of a; this occurs through splitting contexts using +. Thus, after typing C»,

we have ¥3 = ¥4, (a*1 : A;), where A = (A; + By) and (a1 : By) was used up by C».

Next, we allocate c,; by Val->RY, referring to a. This costs g potential, meaning that ¢ = wy. Thus, one
reference to a is used up, leaving ¥4 = ¥4, (a"171 : Ap), (cl}, : >7X,), where A; = (Ay + Ba). Notably,
X = By.

We then use up some more of a and some of ¢ in C3. We are left with (a2 : A3) where Ay = (A3 + B)
and C3 used up (a1717%2 : B3). We also have (c},! : >71 X1, ), where X = (X1 + Y1) and g = g1 + 42 (by

the + relation on sum types), and C3 used up (cy,, "' : >%2Yy,).

Finally, we consider the running thread that reads from c;,. Some of 4 may be used up in typing P (i.e.
in the environment), while the rest remains in the resulting configuration. Specifically, after typing
this thread, we are left with (a*3 : A;) for A3 = (A4 + By) and (a*27%3 : B;) was used up by P;. When
it comes to c¢;,;, we have one additional place a reference is used: in the case expression. Overall, we
use some of ¢, in typing this thread and leave the rest in the resulting configuration. After typing the
thread, we are left with ("2 : p73X5, ), where X; = (Xo + Y2), 1 = q3 + g4, and (cpi "™ : p1Y,,) is
used by the thread. Within these references, one is used for the variable x,,, so we have (x : >75Y3,)
where Y, = (Y3 + Z3) and g4 = g5 + g¢. The remainder of the cell (i.e., (cli 27! : 96 Z5,)) is used in

P.
In addition, by inversion on (vi) with C:Thread and >L, we know that

1
I(y:A) F%T1 pi(z:D)
Y5, b, cm/xm T THY casexm {potq” (y) = P} (z:D) Y5 =Y¥s,

* Y5 C:THREAD
¥5 -6 thread(d, q, [, cm /xm,d/2], case xm {potq” (y) = P}),cell(d, —,n'") : ¥5p, (d"" : D)

where ¥g = ¥sp, (4" : D). Notably, T = I”, (x : 57 Y3,),50 ¢ = gs.

Now, we turn our attention to the resulting configuration. Obviously, the first requirement is satisfied

trivially. Next, when 4 is allocated, it has the same type as before (by C:Val or C:Thread, depending on
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whether the cell has been written), with one additional reference. Specifically, we get ¥, = ¥4, (a*®1 :
A). Then, in Cp, we again use up the same amount of 4 as in the original configuration. Then, by

Lemma 8, we have ¥} = ¥4, (a1%1: A;).

Next, when we allocate c;;, we note that 2 might appear to have a different type than it did originally;
this is because it must share its type with an extra reference, in the case that it is linear. In addition, ¢,
now carries g — " potential rather than g potential. Specifically, we type ¢, as (¢, ! : p(72+93+36) X, )
where X’ = Y; + X, + Z3. Then we are left with (a1°1 : Ay) + (a' : Y3). We can do this because since
X = By, we know that B, = (Y; + X» + Z3 + Y3), where Y and g, potential was used by C3, X, and g3
potential remains in the resulting configuration fed to C4, and Z3 and g4 potential is used for P;. This
allocation now only costs g, + g3 + g¢ potential, rather than a full ¢ = g3 + g5 + g6 + g2, leaving us an

additional g5 to allocate elsewhere.

Then, in C3, some of (a2 : k; — 1) is used up, as in the initial configuration. This leaves us with
(a*2 : A3) + (a' : Y3), by Lemma 8. Similarly, some amount of c,, is also used up. Given that we begin
with (71 : p(@2+43+96) X7, ) and use up (cly ™ : p%2Y;, ), we are left with (cpi~ " : 5(@+96) X", ) where

X" = (X2 + Z3)

Finally, we consider the thread running P. We use (a' : Y3) in the environment when we substitute it
for y,so (y : Y3). Otherwise, the same amount of (a*2 : A3) is used up by P as in the initial configura-
tion, so we are left with the same result in terms of a. Similarly, we use some of (i~ : >(#34) X", ) in
P and leave the rest in the resulting configuration, exactly as before. Then, we can obviously type P as
desired, by the premises of the original thread’s typing. Notably, we need wg + g5 to type this thread,

but we have an extra g5 potential accessible to us because we did not use it in typing c;,. Thus, we end

up with the same ¥} = ¥¢. Then, by (vii), (g) obviously holds and gives us the desired conclusion.

Then, by C:Join and the fact that the potential used remains constant, we have preservation in this

case.
®L, 1L, | L These cases follow similarly to those above.

@L2 Next, we consider the case where ¢, is not multilinear. We consider the step

Cy, cell(cm,i(c)),0),Ca,
thread(dy, q, [( + cm/xm), dx/ 2], case xm {(1(y) = P;)icr}), cell(dy, —,n),Cs
— C1, [cell(cm,i(c"),0)], Co, thread(dy, q, 1, ¢ /y, di/ 2], P;), cell(dy, —,n),Cs3
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C has the following typing, by inversions on C:Join:

1) YIFE1Cp ¥y
(i) ¥y IF22 cell(cy, i), o) = ¥a
(iii) Yo IFY3 Cy 1 Y3
(iv) W3 IE“* thread(dy, q, [(17 + e/ xm), di/ 2], case xum { (I(y) = P)ier}), cell(di, —,n) :: ¥4
(V) Yy lF¥s C3 0 ¥/
To show that Cy, [cell(cy, ("), o)], Ca, thread(dy, q, [, ¢ /y,dy /2], P;), cell(dy, —, n), C3 has the same typ-

ing, we case on whether c;, is linear or unrestricted.

Unrestricted In the unrestricted case, we note the following:
(@) ¥ IF“1 Cq 1 ¥4, directly by (i)
(b) Y1 IF*2 cell(cp,i(c"), w) :: ¥y, directly by (ii)

(c) Y2 IF®3 Cy i Y3, directly by (iii)
(d) By inversion on (iv) we have

T,(y:A)FY4 P (z: D)
Y3, by tom/xm: T THU casexm {I(y) = P}y = (z:D) ¥3= Y30+ Y3 C.THREAD
Y3 -4 thread(d, q, [(7 + em/xm),dy /2], case xm {I(y) = P}IeL),ce"(d,—,n) = ¥gy, (dﬂ :D) .

In addition, since c,; is unrestricted, ¢’ must also be an unrestricted address, so it must persist
into ¥3 and thus into Y3, and I'. Then, we see

Y3, b (ptem/xm), ' Jy:T,(y:A) T (y: A)FY4 Pu(z:D)  ¥3=V¥3,+V¥g C:THREAD
Y3 -4 thread(d, q, [(7 + em/xm), dy /2], case xm {I(y) = P}IeL),ce"(d,—,n) = ¥gyp, (dﬂ :D) :

so we conclude Y3 IF%* thread(dy, q, [, cm/ Xm, ' [y, dx/ 2], P;), cell(dy, —, n) :: ¥y.
(e) ¥4 IF¥5 C3 :: ¥/, directly by (v)
Then, by C:Join, we have the desired conclusion.
Linear In the linear case, we note the following:
(@) ¥ IF“1 Cq i ¥y, directly by (i)
(b) By C:Val and (ii), we have

viFYi(e) A Y =Y 4+

3 — BTV C:VaL
Y1 IF cell(cm,i(c"), 1) =YY, (¢ : Am)
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noting that w, mustbe 0 and ¥» = ¥, (c}, : An). Because cy, is linear, we know that ¢’ must
also be linear. Then, ¥} = ¥/, (¢! : A},). This means that ¥1 = ¥7 + (¥} y, (¢ : A},)).
Since ¥} , is weakenable, it persists into ¥ and ¥, so ¥1 = ¥{ + (¢ : A},).

Because ¢y, has a reference count of 1 and was used in the original configuration in the run-
ning thread, it must not be used in Cp. Then, given ¥3 = ‘I’g, (4:,111 i Am), we get ¥y [F021Ws
Cy i ¥4 + (<11 Al) (noting that wy = 0).

(c) By inversion on (iv) we have

T,(y: A)FY4 P, (z: D)
W3, (chy s Am) b em/xm :T  THY4 casexm {I(y) = P}jep = (z: D) ¥ = ¥ (ch : Am) +¥3 C:THREAD
YL, (chy = Am) K4 thread(d,q, [, cm /xm, di /2], case xm {I(y) = P}ycp ), cell(d, - n) = ¥3y, (4] : D)

Then, we see

Y0+ (AL /Dy A) Ty A D) ¥ A = (a0 + (1 AR) + Yy C.THREAD
¥4+ ('L Aly) V4 thread(d, g, [1,d) /2], case xim {I(y) = P}jcp ), cell(d, —,n) = ¥y, (dF : D)

so we conclude ¥} + (¢t : AL)) IF©4 thread(dy, q, [, ¢’ /y, dy /2], i), cell(dy, —, n) = ¥y
(d) ¥4I C5 :: Y/, directly by (v)

Then, by C:Join, we have the desired conclusion.
®L2,1L2, | L2 These cases follow similarly to those above.
&L" We consider the step
Cr, cell(cm, [1]{p}((y) = P)ier, o), Ca,
thread(dy, g, (7" + cm/xm),dy /2], Xm-i(z)), cell(dy, —,n),C3
> Cy, [cell(cm, [1{p}(I(y) = P)ier, )], Co, thread(dy, q + p, [’ +1,di/y], P,), cell(di, —, 1), C3
C has the following typing, by inversions on C:Join:
1) YIF1 Cp 2y
(i) Y1 IF22 cell(cm, [n{p}(I(y) = P)ier, o) = ¥2
(iii) Yo IF¥3 Cy i1 Y3
(iv) Y3 -4 thread(dy, g, (' + cm/xXm), dx /2], xm-i(2)), cell(dy, —, n) = ¥y

(v) Wy lF¥5 C3 29/
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It suffices to show:
(@) YIF*1 Cq 2 ¥,
(b) ¥y IF¥3 Cy 2 Y
(c) ¥4 % thread (di, g + p, [’ + 11, di /2], P;), cell(dy, —, n) = ¥
(d) ¥} K" C3 0 ¥
where w) = wy + wy.

Now, we consider two cases, based on whether ¢, is linear or shared:

Linear Obviously, (a) follows directly from (i). By (ii), we have

THY2 py i (y : Bly) (foralll)

&
Wbl THY2 casex {(I(y) = P)yep ) o (x : &m{l: Bly}yep) ¥y =¥y, + ¥ C:CONT
¥y 1592 eell(cm, ) {w }(1(y) = P)jep,1) = ¥y, (chy < &m{l: By}yep)

where w, = p.
Then, since ¥1 = ¥y, + ¥} and C, does not use c;;, we have that ¥; I3 Cy 2 ¥} 4 ¥q,, by

Lemma 8, where ¥3 = ¥4, (c}, : & {l: Bl }icr).
We also have by (iv) that

iel
a0 F 0 om /xm Ty, (v &m{l: Bhdiep) Ty (v &m{1: Bl e ) FO% xmi(z) = (21 A) W3 = ¥3,+ Y3
¥3 14 thread(dy, q, [, cm /xm, di /2], xm i(z)), cell(dy, =, n) = ¥ap, (df + Ay)

1

noting that 4 = wy = 0. Now, by inversion on E2, we have that ¥3, must be some ‘I’éa, (e -

&m{l: Bl }icr). Thus, ¥ = ¥4, + Y3

Next, we consider (c):

‘Yéu —‘rlflu [ T]—f—}’], : FW,F
Tw,THP P (y:Ay) Y+ Y1 = Ya + Yo + Y1a

C:T
Y, + Y1, IFP thread (dy, p, [ + 1 di/y], Py, cell(dy, — 1) = ¥ap, (df - Ag)

noting that g+ p = p.
Now, we can conclude that the desired typing holds, since (d) follows from (v). Also, we have

wy + wy = w) = p since wy = 0and wp = p.
Shared Obviously, (a), (b), and (c) follow directly from (i), (ii), and (iii). By (ii), we have

THY2 py i (y : Bly) (foralll)

&R
Wb n:T  TH2 casex {(I(y) = P)jep ) = (x - &m{l: Bly}yep) ¥y =¥y, + ¥ C:CONT
¥y 192 cell(em, [1){wp }(1(y) = P)jep @) = ¥y, (chi : &m{l: B£n)lgL)
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where wy = p = 0 because ¢y, is unrestricted.
We also have by (iv) that

i€l
Y3, F 7 Ty, (x: &m{l: Birl}[gL) Ty, (x: &m{l: B{)IheL) F4 xpi(z) = (z 2 Bly) Y3 =¥3, +¥ap
Y3 [ thread(d, q, (7 +em /xm), dy /2], xm.i(2)), cell(dy, — n) = ¥3p, (d;(’ : Bly)

noting that ¢ = wy = 0 and that ¢, /x, € 77

Now, we must show

Yoo by +y:Tw, T Tw,THFO P (y:Bh) Y3 =¥ + ¥s
¥, -0 thread(dy, q, (7" + 11 + cm/xm), dx /y), P;), cell(dy, —, n) :: Yap, (df : B,)

C:THREAD

The first premise holds since ‘I’ga can be expressed as Y3, + Y1, (since ¥y, is unrestricted). The
second premise holds by the premise of (ii), and the third premise holds by the fact that ¥3 =
Y3, + ¥3p. Thus, we can conclude that (e) follows from (v), and that the potential is the same as

in the original configuration, so C’ has the desired typing.
— L9, 1 19, L0 Similarly to above.
Cut We examine the step
Cy, thread(cy, w1 + wo, (11 + 12, cm /Y], x <1 P ; Q),cell(cin, —,n),Ca
> Cq,thread(a, wy, [1,a/x], P),cell(a, —, 1),
thread (¢, wy, (112, a/ %, ¢m /Y], Q), cell(cy, —, 1), Co (a fresh)
Now, by C:Join on the original configuration, we have
@) ¥YIFC Y,
(i) Y1 IF%2 thread(cp, w1 + wy, (11 + 12, ¢m /Y], x %1 P; Q), cell(cpy, —, 1) = ¥2
(iii) Yo IF5B Cp 0 ¥/
By (ii) we have

Y. bm+m:T THOUT2 x e WP Qe (y: Ap) Y =¥Y,+%y

C:THREAD
¥y -T2 thread (e, wy + wa, (71 + 12, cm /Y], x <71 P; Q), cell(cpm, —, 1) = Fip, (clhy : Am)

where ¥, = ¥y, (¢, : Am). Then, by inversion on the second premise, we have
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m<k  T;F“ P:u(x:By) o, (x:B) F*2Q:: (y : Aw) r=r;+1I,
Cu
[ R0 x ¢ 1P Qo (y: Ap)

T

Given this, we will show:
(@) YIFN Cq 0 ¥,
(b) Y1 IF92 thread(a, wy, [1,a/x], P),cell(a, —, 1), thread(cy, wa, [12,a/x, cm /Y], Q), cell(cm, —, n) :: ¥
() YoIFB Cy ¥/

Obviously, (a) holds by (i), and (c) holds by (iii). It remains to show (b).

First, let Y1, = Y, + ¥y where ¥, = 1 : I';, ¥}, = 72 : T'p; we know this is possible because Y1,

711 + 112 : I'1 +TI'2. Then, note that we have

Yobm:Ty T F9P:(x:B) Y=Y +¥) + ¥y
Y1 IH thread(a, wy, [1,a/x], P), cell(a, —, 1) == ¥1p + (¥p, (a" : By))

C:THREAD

We also have

‘Yb, (a1 : Bk) F ryz,a/x . 1"2, (X : Bk)
Ty, (x:B) F” Qi (y: Aw) Yo+ (Yo, (@' : B)) = ¥up + (¥, (a' : By))

7 = o C:THREAD
Y1 + (¥p, (a : By)) IF22 thread(cm, wa, [2,a/ %, cm /Y], Q), cell(cm, —, 1) =2 ¥yp, (¢ Am)
Finally, putting these together, we have
¥y IF" thread(a, w1, [1,a/x), P),cell(a, —, 1) :: ¥}
Y FY2 thread(cpm, wo, (12, , ,O),cell(cyy, —,n) =¥
1 read(cm, Wy, (2, 4/ %, ¢ /Yy, Q), cell (e, —, 1) > Com

Y1 IF91+%2 thread(a, w1, [1,a/x], P), cell(a, —, 1), thread (cm, wa, [112,a/ x,cm /y], Q), cell (e, —, 1) :: ¥a

Thus, we can conclude that (b) holds.

Then, by C:Join, the resulting configuration is well-typed.

Call We consider the step

Cy,thread(cm, q, [, cm/ 2],z < p[C]), cell(cm, —, 1), Ca
— Cq,thread(cp, q, [ 0 ¢, cm/x], P), cell(cm, —,n),Ca (given P = x < p A € X)
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Now, by C:Join on the original configuration, we have

(1) Y IF7 Cl e ‘Yl
(i) Y1 IF2 thread(cm, q, [17, cm /2], z < p[C]), cell(cm, —, n) == ¥2
(i) ¥ IFB C 12 ¥/

By inversion on (ii), we have

Yu,bn:T  THz«pl]:(z:An) Y1 =Y. +Yn
Y1 IH9 thread(cim, q, [, cm/ 2],z < p[L]), cell(cm, —, 1) =2 ¥1p, (Chy 2 Am)

C.THREAD

where ¥, = ¥y, (¢}, : Aw). Then, by inversion on the second premise, we have

r=¢:A AHIP:(x:Ap) €X
ITHTz<p[]:(z: Am)

CALL

Notably, since everything in X has been typechecked, we have A 9 P :: (x : Ay,) well-typed.

Then, we see that

Yy,Fn:T r=¢:A

C7NE pol A CrLos-Compr

SO

Yy bnol:A AFTP:(x:Ap) Y =Y. +Y
Y1 IH9 thread(cm, q, [ © T, cm/x], P), cell(ci, —, 1) == ¥1p, (¢, : Am)

C.THREAD

Then, we can conclude that

(@) ¥ -7 ¢y = ¥ by (i)
(b) Y1 IF92 thread(cm, q, [ 0 {, cm/x], P), cell(cpm, —, 1) = ¥qp, (¢}, : Ap) by (ii) and the above

(c) Y2 IF3 Cp 2 ¥ by (iii)

Finally, by C:Join, the desired typing holds.
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IdK We consider the step

Cy, cell(cm, [7'[{p}K, 0),Ca,
thread(dm, 0, [(7 + cm/Xm), A/ Ym|, Ym < xXm), cell(dpm, —, n),Cs3
> Cy, [cell(cm, [ [{p}K, )], Ca, cell(dm, [ + n]{p}K,0),Cs

C has the following typing, by inversions on C:Join:

G) ¥ IF1 ¢y ¥y
(i) ¥q IF%2 cell(cm, [7'[{p}K, o) :: ¥2
(ifi) ¥y IF05 Cy =2 ¥3

(iv) Y3 IFY4 thread(d, 0, [(7 + ¢/ Xm), Am /Ym], Ym < xXm), cell(dy, —, 1) = ¥y

(V) W4 lF¥ C3 ¥/
By (ii), we have

Y. b 77/ :T T 7 case Xm {K} - (xm : Am) 1 =Y +T/2/

C:.C
Y1 IFP cell(cm, (1 1{P}K, @) = ¥4, (5 : Ap) oNt

We also have by (iii) that ¥7, (c%, : Ay) IF93 Cp 2 3.

Then, note that by (iv), we have

Yoo F 14 cm/Xm:Tw, (x: Aw)  Tw, (2 Aw) FO v < xm 2 (Y 2 Am) Y3 =¥3, + ¥y
¥, -0 thread(dy, 0, [(7 + ¢/ Xm), dm /Y], Yym < Xm), cell(dpm, —, 0) = ¥3p, (5, : Am)

Notably, wy = 0 and wp = p.

We case on whether ¢, is unrestricted or linear.

Linear Here, it suffices to show
(@ YIF*1 Cq 29y
(b) ¥y IF¥3 Cp 2 )
() 5 IF“2% cell(dw, [n' + y]{p}K,1) =: ¥4

d) ¥y -5 Cs 2 ¥
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Obviously, (a) holds directly by (i).
Also, ¥3, must contain (c}n : Ap) in order to typecheck 77, ¢ / X1. We write ¥3, as ‘I’éa, (c# D Am),
so ¥3 = ¥4, (ck, : Aw). Then, by Lemma 8 and Lemma 9, we have ¥} IF%3 C; Y%, and thus
¥y IF93 Cp 2 ¥ + ¥4, s0 (b) holds.

Next, we see that (c) holds:

Yy, +¥5, b +:T+Tw  T+TywhHPcasexy {K}u(x:Ay) Y=Y+ (¥5, +¥ap)

7 ; i C:ConT
Y5 1P cell(d, [ +yl{p}K, 1) = ¥3p, (dy, 2 Am)

Finally, we conclude that (d) holds by (v), and our desired typing holds.
Unrestricted We must show
(@ YIF" Cp 2 ¥,
(b) ¥ 22 cell(cm, [1']{p}K, w) :: ¥2
(c) Yo IF¥3 Cy :: Y3
(d) Y3 IFY4 cell(dy, [ + 1]{p}K w) :: ¥4
(€) YyqlF¥s Cy:: Y
Obviously, (a), (b), and (c) hold by (i), (ii), and (iii), respectively.
First, note that since ¢, is unrestricted, all of ¥1, must also be unrestricted. Then, ¥;, C ¥,,
where ¥, = Y1, + (Y5, (¢ : An)). This same argument holds for ¥3, so ¥3 = ¥3 + Y1, =
(Y3, + ¥3p) + ¥1,- Also, notably, p = 0. In addition, ¢, /xm € 1.
Then, we see that (d) holds:

Y+ ¥ by +0: T+ T+ P casexy {K} i (x: Aw) Y3 =Y+ (Y30 + Yap)
Y3 P cell(d, [’ + y){p}K, w) == Fap, (%9 : Aw)

C:ConT

Given this, we can conclude that (e) holds by (v) and thus the desired typing holds.

Work We consider the step
Cq, thread(d,,, w, 7], work {r} ; P),cell(d;;, —, n),Cy —" Cy,thread(dy, w — 1, [17], P), cell(d,y, —, 1), Cy

It suffices to show that if ¥ IF7 thread(d,,, w, ], work {r} ; P),cell(d,, —, n) = ¥, then ¥y IF17"

thread(dm, w — 1, 7], P), cell(d,, —, 1) :: ¥, because the typing of C; and C; will remain the same and
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thus by C:Join we will have the desired conclusion.

Now, by inversion on ¥y IF7 thread(d,,, w, 7], work {r} ; P),cell(dy, —, n) :: ¥, we have that g = w

and that for some ¥}, ¥ where ¥1 = ¥ + ¥/, the following hold:

s ¥ty T

e T F”work {r}; P (x:Am)
where ny = 1/,d;/x and Yo = ¥/, (d}, : Ay). By inversion on T F% work {r}; P :: (x : Ay), we have
THEYTP(x: Ay).

Putting this together with ¥y = Y] +¥{ and ¥} - ¢’ : T, we get¥y IF7" thread(d, w — 1, [17], P), cell(dn, —, 1) ::
Y5, by C:Thread. Thus, the desired conclusion holds.

Alias We consider the following step:

Cy,cell(c,V,n),Co,thread(d, q, [17,c/x],alias x : Q1 asy : Qo,z: Q3; P),cell(d, —,n'),C3
— Cy,cell(c,V,n+1),Co,thread(d, q,[1,c/y,c/z], P),cell(d, —,n"),C5

C has the following typing, by inversions on C:Join:
1) YIFE1Cp =¥y
(ii) ¥q IF*2 cell(c, V,n) = ¥,
(iil) ¥a IF? Cy 12 3
(iv) Y3 |- thread(d,q, [y, c/x,d/w],aliasx : Qi asy: Qz,z: Q3 ; P),cell(d, —,n') :: ¥4
(v) ¥4 IF¥5 C3:: ¥s
It suffices to show that
@ Y"1 C ¥y
(b) ¥y IF2 cell(c, V,n+1) :: ¥}
(c) Y5 IF3 Cy 2 Y
(d) ¥} IF"4 thread(d, q, [17,c/y,c/z,d/w], P),cell(d, —,n") :: ¥4

(e) ¥4 IF¥5 C3:: ¥
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Obviously, (a) holds by (i). Then, (b) holds by C:Val and (i), with % = ¥ + (c! : A). Then, by Lemma
8, (c) holds with ¥4 = ¥3 + (c! : A).

Next, we apply inversion on (iv):
Y3, F7',c/x:T FF* aliasx:Qrasy:Qy,z:Q3; P (w:B) Y3 =¥3, + Y3

; C:THREAD

Y3 -4 thread(d, q, [,¢/x,d/w)],aliasx : Qrasy: Qp,z: Qs; P),cell(d, —,n') :: ¥3, (d" : B)

Notably, g = wy, ¥4 = Y4, (d* : B),and 7 = 1/, d /w.

By the second premise, we have I = T",(x : Q1), Q1 = (Q2+ Q3),and I, (y : Q2),(z: Q3) F¥4 P =
(w : B). Then Q; = A and ¥3, = ¥}, + (c! : A).

Since A = Q; is linear, we have that ¥4 = ¥}, + (¢? : A) + ¥3),

Thus, we have the following;:

Yi, + (: A) ' c/ya,c/zo, : T, (v Q2), (z: Q3)
I (y:Q2), (z: Q3) F™ P (w:B)  ¥3=VYau+ ¥a

; C:THREAD

Y% -4 thread(d,q, [, c/y,c/z,d/w)], P),cell(d, —,n") :: Y3y, (d" : B)

Finally, by (v), we have (e), and thus by C:Join, the resulting configuration has the same type as the

original.

Drop We consider the step

Cy,cell(c,V,n),Co, thread(d, q, [17,¢/x],drop x : Q; P),cell(d, —,n"),C5
— Cy,cell(c,V,n —1),Cy, thread(d, q, 1], P), cell(d, —,n"), C5 (if n > 0) (undefined if n < 0)

C has the following typing, by inversions on C:Join:
(i) ¥IF"1 Cp Yy
(i) ¥q IF*2 cell(c, V,n) = ¥,
(iil) Yo IFY3 Cy i1 Y3
(iv) Y3 IF"4 thread(d, g, [17,c/x],dropx : Q; P),cell(d, —,n’) :: ¥4

(v) ¥4 IF% C3:: ¥y
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It suffices to show that

@ Y"1 C ¥y
(b) ¥ IF2 cell(c, V,n —1) :: ¥
(c) Y5 IF3 Cy 22 Y
(d) ¥} IF"4 thread(d, q, [17], P), cell(d, —,n") :: ¥y
(e) ¥4 IF¥5 C3:: ¥
Obviously, (a) holds by (i). Then, by C:Val, ¥, = ¥4, (c" : A) for some ¥4, so ¥, = ¥}, ("1 : A).

Then, by Lemma 9, if ¥3 = ¥7%, (ck : A), we have (c) with Y, = Y%, ("1 : A) (noting that k > 1

because it is used in (iv)), where since A has no potential it cannot be split.

Next, by the typing of (iv), we have

Yoo+ (¢l A b yl,e/x:T,(x: A)
[,(x:A)F%dropx:Q; P:: (z:B) Y3 =3, + (c!: A) + ¥y

Y3 IF4 thread(d, q, [, d/z,¢/x],drop x : Q; P), cell(d, —,n') :: ¥3p, (4" : B)

C:THREAD

where we know that (x : A) because A has no potential and A = Q.

Then, we get I' =4 P :: (z : B) by inversion on the typing of the drop term. So we have ¥3, -7’ : T,
I'F% P::(z:B),and ¥; = ¥3, + Y3, so we can type ¥} IF*4 thread(d, q, [17], P), cell(d, —, n’) :: ¥4.

Finally, (e) holds by (v), and we have the desired conclusion.
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