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1 Introduction

Similar to the previous lecture, we do not give a full account of the enriched effect calculus (EEC)
which can be found in Egger et al. [2014]. Instead, the purpose of this lecture is to put it into the
context of the course and also the preceding lecture on polarizing types and call-by-push-value
(CBPV). In both cases the adjoint point of view can add some color and additional opportunities.

The polarized type system of CBPV distinguishes between values and computations, where
the latter may have effects. Various restrictions guarantee that there is only one way to compose
computations, using the introduction and elimination rule for |A. These are fundamentally the
same as the return and bind constructs for strong monads in Moggi’s [1989, 1991] computational
A-calculus.

We would like to implement commonly occurring effects imperatively. For example, state up-
date should modify an underlying store, or printing should modify an output stream. We have
already seen two examples where in-place update was enabled by linear or affine typing: an opti-
mization of Sax in Lecture 6 and wholesale heap-free functions in LFPL [Hofmann, 2000]. Others
include work by Lorenzen et al. [2023]. An underlying theme is substructural typing (linear or
affine, in these examples).

One way to achieve this is to make the computational layer of call-by-push-value linear. For-
getting momentarily about the division between values and effects, this looks very much like
Benton’s [1994] LNL, which is in fact the origin of adjoint type systems. However, there is an
issue: LNL allows arbitrary abstractions in both linear and nonlinear layers. This is fine in the
setting of pure logic or type theory, but when computations have effects we then have to answer
the question of the order in which such computations are executed. There is no clear answer to
this question, so the approach only works with effects that are commutative such as independent
flips of a coin (see also remarks by Benton and Wadler [1996, Section 8]).

2 From Call-by-Push-Value to the Enriched Effect Calculus

The approach of EEC is to carefully engineer the type system so that there can be at most one vari-
able ranging of computations in the context. This obviates the question on the order of computa-
tions and is also familiar: already in the typing of abstract machine statesin CBPVI' | A K : C
there is exactly one computation type A in the context. Note that intuitively in a state e > K, the
computation - = e : A takes place before passing its terminal computation to the continuation
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- | AF K : C. As already exploited by Levy [2006] we can internalize the continuation K as a
computation, which then yields the following three typing judgments:

'Fov:A
'e: A (writtenT' | - Fe: A)
Flz:AkFe:C

Unlike in CBPYV, the last judgment is linear in = : A. On the other hand, values can be freely
dropped or duplicated (as we observed also in this course), so they admit weakening and con-
traction. In other words, the mode v of values is structural, while the mode c of computations is
linear.

At this point the language of types would be

Values A,B = AXB|1|+{l: As}rer | TA (modev witho(v) ={W,C})
Computations A, B = A—oB|&{(:A}ter |JA (modecwitho(c)={})

This language of types does not tell the full story, because of the restriction to the above three
typing judgments. Through a clever use and overloading of syntax, EEC avoids proliferation of
typing rules; we focuson I' | § - e : C where ¢ could be empty (-) or x : A.

FEv:A F'|dFe:JA Tax:A|-Fe:C
1

L]-F{):]lA I'|dFmatche ((z) =¢€):C e

Note that because any effect represented by ¢ must happen first, before any effect in e or ¢/, we
cannot propagate J to the second premise and omit it from the first. What other computations
could we form and adhere to the discipline? We cannot form A ® B because the left rule would
require two distinct computations in the premise (while A & B is of course okay). But we can form
a skew tensor where the first component is a value and the second component is a computation,
(v, e). We write this as A ® B. This is useful to represent single-threaded mutable state of type S
with the type S — (A ® S), where A represents a regular value that might have been read from
memory.

'v:A T|oke:B F'léte:A®B T,z:A|ly:BFe:C
®I
ok (ve): A® B I'|éFmatche ((z,y) =¢):C

QF

The new skew connective A ® B represents a computation and is a special case of the general
(Ax ® Bp,)m for k > m. One can check the case of cut reduction as we did for (A — By,)n, in the
last lecture and verify that it makes sense as a (skew) connective.

The second part of the mutable state monad, expressed here as § — (A ® S), requires a type
A — B. Allowing this as a computation, however, leads to similar problems with multiple effects.
In particular, we cannot allow something like A — (B — (') because it would overload the
“stoup” in which just one computation is allowed. We also cannot lift it to a value with (A4 — B)
because after forcing a suspension of this type, the resulting effectful expression would recreate
the problem.

At this point we recall that we are really interpolating two systems: call-by-push-value (with
a mode of values and a mode of computations, where only computations can have effects) and
LNL (with an unrestricted mode and a linear mode, where both modes are fully populated with
connectives). If we generalize away from the value/computation distinction to pure/effectful
(logically: structural and linear), then we can allow function spaces in the structural layer. We
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observe that with at most one computation in the context, any function of type A — B must only
depend on structural variables and can therefore itself be dropped or duplicated. In other words,
it is sound to apply weakening and contraction to antecedents of this type.

Generalizing to the adjoint case, we have new skew connective

(A = Bk~  1F (A, — By) fork >m

Again, we can check the right and left rules of the sequent calculus and establish that this is a
proper (skew) connective. It is probably not a coincidence that the two skew connectives, ex-
pressed in adjoint terms as ¥, Ay — B, and 1% (A,, — B,,), represent the positive and negative
translations from intuitionistic to linear logic [Girard, 1987, Section 5.1].

Getting back to the EEC rules, we obtain (keeping in mind that A — B itself is a “value” type):

Fz:AFe: B F'Fv:A—oB T|oke:A
'FXx.e:A— B étwve:B

It would probably be best to abandon the value (v) and computation (e) notations, and just think
of pure, structural and (potentially) effectful, linear expressions. This allows us to fill up the set of
connectives to at least match Levy’s complex values and more. The main backstop is to make are
the restrictions to the three typing judgments laid out at the beginning of this section.

We do not show any particular set of effects that can be modeled in this calculus. Linearly-
used state, linearly-used continuations, and nondeterministic choice are mentioned by Egger et al.
[2014] and treated in more detail in other papers (for example, Egger et al. [2012] or Mogelberg
and Staton [2011]).

3 Order, a Way Forward?

The enriched effects calculus goes through a lot of complications in order to model non-commutative
effects. Specifically, it allows only a single variable ranging over computations in its context, a
restriction that threads through many of the rules when compared to LNL [Benton, 1994] (and
generalized in adjoint logic [Pruiksma et al., 2018]).

We extensively covered ordered types in Lectures 11, 12, 13, and 18. One could suspect that in
an ordered type theory we can allow multiple variables ranging over computations in the context.
Unfortunately, this is not immediate. Consider the rule of cut for ordered logic.

QFA QLAQrEC
QL QQrEC

cut

For cut elimination it is important that the formula A may occur anywhere in the context, not just
at one end or another. For example, if we forced A to be at the right and (that is, g = (-)), then
we would not be able to “push up” the cut past an application of — R in the second premise of the
cut.

This behavior is inherited by the positive elimination rules. For example,

QFe: A Qp(x:A)Qrte:C
QL QQpFmatche ((z) =€) :C

IE

However, this match expression is our syntax for the monadic bind operation that sequences
(possibly effectful) computations. We see that the effect of e takes place before the effects of other
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expressions that might the types in Q27 and Q. In other words, the context order does not neces-
sarily match the effect order.

However, this is not necessarily a dead end. Reed’s [2009] “Queue Logic” restricts the set of
ordered connectives so that we can, in fact, restrict sequent calculus left rules to take place only at
the left end of the context. This might bear some further investigation.
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