Multimedia event detection (MED) is the task of detecting given events (e.g., parade, birthday party) in a large collection of video clips. While the most useful information comes from visual features and speech recognition, a lot can also be inferred from the non-speech audio content, either alone or in conjunction with visual and speech cues. This paper studies MED with non-speech audio information only.

MED is usually performed in two stages. The first stage generates a representation for each clip in the form of either a single vector or a sequence of vectors, often by aggregating frame-level features; the second stage performs binary or multi-class classification to decide whether each target event occurs in each clip. Common classifiers used for the second stage include support vector machines (SVMs), feed-forward deep neural networks (DNNs), and recurrent neural networks (RNNs).

In this paper, we propose to classify clips for events using “recurrent SVMs”. These models combine the kernel mapping and the large-margin optimization criterion of SVMs, and the ability to process sequences of variable lengths of RNNs. Reinforced with data augmentation, recurrent SVMs have achieved higher mean average precision (MAP) on the TRECVID 2011 MED task than both SVMs and RNNs.

1. INTRODUCTION

Multimedia event detection (MED) is the task of detecting given events happening in a video clip, and can be used to index video clips in large collections such as YouTube for efficient retrieval. While it is obvious that the visual and speech information in the video clips is useful for event detection, non-speech audio information can also be important: some non-speech sounds may directly reveal the event happening, such as the distinct clatter of a bowling ball hitting the pins; other sounds indicate the environment in which events happen, such as the buzz of machines in a factory. Some of this audio information may not even be present in the visual content. As a result, a number of systems have been designed to perform event detection with non-speech audio information only (see below).

MED systems usually consist of two stages. In the first stage, a clip-level representation is generated for each video clip. Such representations usually come in the form of a vector or a sequence of vectors, and are often an aggregation of frame-level features. In the second stage, binary or multi-class classifiers are built for the target events, taking the clip-level representations as inputs.

The methods to generate clip-level representations may be classified into three types. The first type, inspired by speaker identification, models each video clip as a GMM supervector [1, 2] or an “i-vector” [3, 4, 5]. The second type, inspired by topic classification, first learns a “vocabulary” of frame-level acoustic features by vector quantization, and then represents each video clip with a bag-of-audio-words (BoAW) vector [6]. In both approaches above, the frame-level features are treated as mutually independent, and their order is ignored altogether. As a remedy to this loss of information, semantically meaningful short audio segments have been proposed as the units of the third type of clip-level representation. These units may be either learnt in an unsupervised fashion [7, 8] or defined by humans [9]. The semantic units can be detected with either hidden Markov models (HMMs) or recurrent neural networks (RNNs) [10, 11, 12, 13, 14]. In this paper, we adopt sequences of “noiseme confidence vectors” [15] generated with a bidirectional RNN [16] as the representation of video clips.

The clip-level representations may be classified in various ways. BoAW vectors can be modeled with latent Dirichlet allocation (LDA) [17], treating each event as a topic; alternatively, all types of clip-level representations can be classified with general-purpose classifiers such as support vector machines (SVMs) [2, 18], random forests [15], feed-forward DNNs [13, 14], and recurrent neural networks [16].
In [16], the authors report a mean average precision (MAP) of 4.6% on the TRECVID 2011 MED task [19]. This number is rather low considering the usually amazing ability of RNNs to process sequential data, and actually falls behind an SVM implemented as in [18] on the same clip-level representation (7.1%, see Sec. 3). In this paper, we propose “recurrent SVMs” to combine the merits of SVMs and RNNs. We start by grafting elements of SVMs on to a feed-forward neural network: first, we implement the implicit kernel mapping of SVMs explicitly as a frontend of the network; then, we replace the cross-entropy loss function of the neural network with a squared hinge loss as is common in SVMs. At this step, the model is essentially an SVM with a non-linear hidden layer. The recurrent SVM is finally constructed by making the hidden layer recurrent, and it achieves a higher MAP than both SVMs and RNNs.

2. THE TRECVID 2011 MULTIMEDIA EVENT DETECTION TASK

In this section, we introduce the data and the evaluation criterion of the TRECVID 2011 MED task [19], and the representation of video clips used in this paper.

The TRECVID 2011 MED corpus has been used in a number of papers [2, 17, 15, 20, 21]. It consists of 3,104 training video clips and 6,642 test video clips. These video clips are “user-generated content posted to Internet video hosting sites”, and exhibit a diversity of quality and duration. The median duration of the clips is 82 seconds; the mode is around 30 seconds. Some of the clips are labeled with one out of 15 events; others are background clips. The goal is to train one or multiple models that would produce a confidence score given a test clip and an event. The scores can be used to make binary predictions about whether an event occurs in a test clip, or to form a ranked list of the test clips for each event.

We adopt the mean average precision (MAP) as the evaluation metric, as is done in [15] and [20]. For each event, the average precision measures the quality of the ranked list produced by a model. Sort the test clips by their confidence scores in descending order, and suppose the i-th positive instance is ranked at the r_i-th position (we break ties by ranking negative instances higher). The average precision is defined as \( \text{AP} = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{r_i} \), where \( n \) is the total number of positive test instances. The mean of the AP across all events is called the mean average precision (MAP).

The representation of video clips used in this paper, as well as in [16], is sequences of “noiseme confidence vectors” (NCVs), proposed in [15]. A noiseme is an audio segment that has an interpretable and descriptive meaning, such as “music”, “cheer”, and “engine”. 42 types of noisemes are defined in [9] (the corpus actually contains 48 distinct noiseme labels); we manually merged some rare noisemes into semantically close ones, ending up with 17 noisemes (plus a “background” class). We form the NCV sequence with the following steps:

1. Extract low-level acoustic features (e.g. MFCC, \( F_0 \)) with the OpenSMILE toolkit [22], and compute various statistics of these features (e.g. mean, variance) using sliding windows of 2 s moving 100 ms at a time; 2. From the 6,669 dimensions of features produced above, select 983 dimensions using the information gain criterion, as done in [15];
3. Predict the probability of each noiseme occurring at each frame using a bidirectional recurrent neural network (BRNN) trained in [16], resulting in a 18-dimensional NCV sequence.

Fig. 1 shows an example of a clip represented as an NCV sequence.

For the non-recurrent SVM model and the feed-forward neural networks discussed in Section 3, the input to the model is the average of the NCVs across all the frames. For the recurrent SVM models discussed in Section 4, in theory the NCV sequences could be used directly as the input. However, the sequences are often very long. In order to save computation time, we first shorten all sequences whose length \( l \) is greater than \( 50 \) to \( m = \sqrt{50l} \) frames, by dividing the original sequence evenly into \( m \) segments and taking the average within each segment. The resultant sequences, with a median length of 203 frames, are still too long to train a recurrent model reliably. So we further shorten each sequence of length \( m \) to \( m^2 \) frames, with \( \beta \in \{0.3, 0.5, 0.6, 0.7\} \).

3. MIMICKING AN SVM WITH A FEED-FORWARD NEURAL NETWORK

In [18], support vector machines (SVMs) were employed for event detection. One separate SVM was built for each event, using the \( \chi^2 \)-RBF kernel and a hinge loss function. By applying these SVM models to the NCV representation introduced in Sec. 2, we obtained a MAP of 7.1%. On the other hand, the authors of [16] report a MAP of 4.0% for a feed-forward DNN, and a MAP of 4.6% for a recurrent neural network using long short-term memory (LSTM) cells. In our experiments (see Sec. 3.4), we obtained a MAP of 3.6% with a feed-forward neural network with a single hidden layer of 1,000 rectified linear units (ReLUs). To bridge the gap between the neural network and the SVMs, we enhance the neural network by grafting elements of SVMs one at a time.

3.1 Explicit Kernel Mapping

By inspecting the predictions made by the feed-forward neural network, the first problem we realized was that the model did not have enough resolution in the low-dimensional input space. The neural network always assigned similar scores to instances whose features fell close in the input space, while the SVMs were able to single out many positive instances. Therefore we decided to map the 18-dimensional NCVs to high-dimensional vectors using the kernel mapping...
of the SVMs, which is a composition of the $\chi^2$ kernel and the RBF kernel.

The $\chi^2$ kernel has been found to work well with histogram data (e.g., in [17]). NCVs, being $L_1$-normalized, are histograms, so the $\chi^2$ kernel is suitable for them as well. For two $D$-dimensional histograms $x = [x_1, \ldots, x_D]$ and $y = [y_1, \ldots, y_D]$, the $\chi^2$ kernel is defined as:

$$k_{\chi^2}(x, y) = \sum_{i=1}^{D} \frac{2x_i y_i}{x_i + y_i}$$

(1)

and a distance measure can be derived from the kernel:

$$d^2_{\chi^2}(x, y) = k_{\chi^2}(x, x) + k_{\chi^2}(y, y) - 2k_{\chi^2}(x, y) = \sum_{i=1}^{D} \frac{(x_i - y_i)^2}{x_i + y_i}$$

(2)

The $\chi^2$ kernel falls in the range of $[0, 1]$, and the $\chi^2$ distance lies in $[0, \sqrt{2}]$.

The radial basis function (RBF) kernel is a kernel that depends only on the distance between the two arguments:

$$k_{RBF}(x, y) = \exp[-\gamma d^2_{2}(x, y)]$$

(3)

Plugging the $\chi^2$ distance $d^2_{\chi^2}(x, y)$ into the RBF kernel, we get the $\chi^2$-RBF kernel. The SVMs in [18] use $\gamma = 4$.

A kernel $k(x, y)$ can be understood as the inner product of the two input arguments mapped into a high-dimensional feature space via a mapping function $\Phi(\cdot)$:

$$k(x, y) = \langle \Phi(x), \Phi(y) \rangle$$

(4)

Because SVMs can be solved in the dual space, it is enough to know the formula of the kernel $k(\cdot, \cdot)$, and the mapping function $\Phi(\cdot)$ can be kept implicit. To use kernels in neural networks, however, $\Phi(\cdot)$ must be implemented explicitly.

Following [23], we construct an approximation of the $\chi^2$ mapping function, which is a 306-dimensional real vector consisting of the following elements ($D = 18$, $\Delta = 2\pi/17$):

$$\Phi_{\chi^2}(x) = [\sqrt{\Delta} \cdot x_1, \sqrt{2\Delta} \cdot x_i \text{sech}(\pi \omega) \cos(\omega \log x_i), \sqrt{2\Delta} \cdot x_i \text{sech}(\pi \omega) \sin(\omega \log x_i)]$$

(i = 1 \ldots D, \omega = \Delta \ldots 8\Delta)

(5)

And using the method in [24], we approximate the RBF mapping function as follows:

$$\Phi_{RBF}(x) = [\cos(\omega_1 x), \ldots, \cos(\omega_N x), \sin(\omega_1 x), \ldots, \sin(\omega_N x)]$$

(6)

where $\omega_1, \ldots, \omega_N$ are 306-dimensional real vectors sampled from the Gaussian distribution $\mathcal{N}(0, 2\pi I)$. We choose $N = 5,000$, resulting in 10,000-dimensional feature vectors.

### 3.2 Squared Hinge Loss

The second problem we found with the feed-forward neural network lies with the loss function. The network had 15 sigmoid output nodes, one for each event, whose values stood for the probabilities of each event occurring in the clip. The traditional cross-entropy loss function was chosen as the objective of the optimization. In the face of a highly unbalanced training corpus (on average only 3% positive instances), the network spent most of its effort driving the scores of the negative instances very close to zero, instead of boosting the scores of the few positive instances. This is because the cross-entropy loss still has a non-zero gradient no matter how close the outputs are already to the target. On the contrary, the hinge loss in SVMs has a value of zero as long as an instance is correctly classified and far enough from the decision boundary. Even though the training data are highly unbalanced, the loss function only takes contribution from the few instances falling within the margin.

We replace the sigmoid output nodes of the neural network with linear output nodes, and apply the hinge loss function. An instance having class label $t \in \{-1,+1\}$ and an output $y \in \mathbb{R}$ will incur a hinge loss of:

$$\text{hinge}(yt) = \max(0, 1 - yt)$$

(7)

Some previous works [25, 26] investigating the hinge loss on neural networks used the squared hinge loss. The squared hinge loss is also used in the LibLINEAR toolkit [27]. In our experiments, we have also found the squared hinge loss to work better than the hinge loss.

### 3.3 Data Augmentation

To further deal with the problem of data imbalance, we performed augmentation on the training data. We perturb the NCVs of the positive class to produce new training instances. However, simply adding Gaussian noise is not feasible, because the NCVs must be kept non-negative and $L_1$-normalized. To comply with this constraint, we generate a perturbed NCV $y$ from an existing NCV $x$ by sampling from a Dirichlet distribution $D(\alpha x_1, \ldots, \alpha x_D)$ [28, p. 594]. The mean of this Dirichlet distribution is equal to $x$, and the parameter $\alpha$ controls its degree of concentration. For each training clip in which at least one of the target events occurs, we generate 9 extra training instances with $\alpha = 10,000$.

### 3.4 Experiments

We implemented neural networks with the Theano toolkit [29]. Our initial feed-forward neural network had 18 input nodes, one hidden layer of 1,000 ReLU units, and 15 sigmoid output nodes. The network was optimized for the cross-entropy loss, using the gradient descent algorithm with a Nesterov momentum coefficient [30] of 0.9. We adopted the adaptive learning rate schedule as in [16]. The best initial learning rate was selected using 5-fold cross validation.

Starting from this initial model, we made the following incremental modifications one by one:

1. Transform the input into 306-dimensional real vectors using the $\chi^2$ kernel mapping;
2. Transform the input into 10,000-dimensional real vectors using the $\chi^2$-RBF kernel mapping;
3. Replace the sigmoid output nodes with linear units, and the cross-entropy loss with a squared hinge loss;
4. Perform data augmentation on the training instances.

For each setup, Table 1 shows the average MAP obtained with 4 neural networks trained with different random initializations. It can be seen that each modification made a little contribution, and finally the neural network matched the performance of the SVMs.

### 4. Recurrent Support Vector Machines

The model we have constructed so far is essentially an SVM with an extra hidden layer. Although its performance doesn’t yet exceed that of conventional SVMs, the extra hidden layer opens up the possibility of recurrence.
making the hidden layer recurrent, the model will be able to process NCV sequences of variable lengths. And we call such a recurrent model a recurrent SVM.

A similar model with the same name has been proposed in [31], where the output of an RNN is used as the input of an SVM. Our model differs from [31] in two points: first, the kernel mapping in our model is applied before the recurrent layer, while in [31] the kernel mapping is a part of the SVM, i.e. applied after the recurrent layer; second, we train our model with the stochastic gradient descent (SGD) algorithm, while a genetic algorithm is used in [31].

In this section, we explore four setups of recurrence: the hidden units may be either ReLU units or LSTM cells [32]; the hidden layer may be either unidirectional (one chain going forward) or bidirectional (one chain going forward and one chain going backward). In the two unidirectional setups, the 15 linear output nodes are only connected to the hidden units of the last frame; in the two bidirectional setups, the output nodes are connected to the last frame of both chains (note that the last frame of the backward chain actually corresponds to the first frame of the clip).

We trained all the four types of recurrent SVMs with 500 hidden units in each chain. The input sequences were shortened from \( m \) frames to \( m' \) frames, where \( \beta \in \{0.3, 0.5, 0.6, 0.7\} \). This is because training tended to diverge if the input sequences were too long. We used the stochastic gradient descent algorithm with a batch size of 15,000 frames, and the same adaptive learning rate schedule as in Sec. 3. Nesterov momentum was not applied. The initial learning rate was selected using 5-fold cross validation.

Table 1: Mean average precision after every modification made to the feed-forward neural network inspired by SVMs.

<table>
<thead>
<tr>
<th>Model</th>
<th>MAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feed-forward NN</td>
<td>3.6</td>
</tr>
<tr>
<td>+ ( x^2 ) kernel</td>
<td>4.2</td>
</tr>
<tr>
<td>+ RBF kernel</td>
<td>5.8</td>
</tr>
<tr>
<td>+ Squared hinge loss</td>
<td>6.9</td>
</tr>
<tr>
<td>+ Data augmentation</td>
<td>7.2</td>
</tr>
<tr>
<td>SVM</td>
<td>7.1</td>
</tr>
</tbody>
</table>

We can see that all the recurrent SVMs are able to detect the “easier” events better. As for the “difficult” events where the baseline SVMs made a small improvement on some, and performed as poorly as the baseline SVM on others. This may indicate that the current feature set does not contain the necessary information for detecting these events.

Table 2 compares the MAP obtained with different types of recurrent SVMs with different setups and different input lengths.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \beta )</th>
<th>Median sequence length</th>
<th>MAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.3</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>SVM</td>
<td>41</td>
<td>24</td>
<td>14</td>
</tr>
<tr>
<td>Bidirectional ReLU</td>
<td>8.4</td>
<td>5.7</td>
<td>2.8</td>
</tr>
<tr>
<td>Bidirectional LSTM</td>
<td>8.8</td>
<td>6.4</td>
<td>6.1</td>
</tr>
<tr>
<td>Unidirectional ReLU</td>
<td>7.5</td>
<td>7.8</td>
<td>6.0</td>
</tr>
<tr>
<td>Unidirectional LSTM</td>
<td>8.0</td>
<td>8.2</td>
<td>6.4</td>
</tr>
</tbody>
</table>

Table 2: Mean average precision (MAP) of recurrent SVMs with different setups and different input lengths.

The best recurrent SVM we built used bidirectional chains of ReLU units. LSTM cells, being able to keep a longer memory, should be able to outperform simple ReLU units (\( \beta = 0.3 \)), but unfortunately their performance falls short.

We experimented with a number of other techniques in the hope of boosting the performance of recurrent SVMs with LSTM cells. We tried to make the state of the models at every time step contribute to the loss function (instead of only the last time step); we also tried to train the models for longer sequences using models for shorter sequences as a starting point, as done in [16]. Nevertheless, neither of these techniques made a significant difference.

An inspection at the average precision of each event individually reveals that the improvement from the feed-forward neural network to the recurrent SVM mainly comes from the events on which the baseline SVMs already perform well. That is, recurrent SVMs are good at detecting the “easier” events better. As for the “difficult” events where the baseline SVMs exhibit poor performance (< 3% AP), the recurrent SVM made a small improvement on some, and performed as poorly as the baseline SVM on others. This may indicate that the current feature set does not contain the necessary information for detecting these events.

5. CONCLUSION

In this paper, we studied the task of audio-based event detection using sequences of “noiseme confidence vectors” as input features. We contrasted a feed-forward neural network with SVMs, and pointed out the elements that made SVMs suitable for the task: the \( x^2 \)-RBF kernel mapping, and the squared hinge loss function. By grafting these elements onto the feed-forward neural network, and with the help of data augmentation, we were able to make it match the performance of SVMs: by further making the hidden layer recurrent, we constructed recurrent SVMs that outperformed the baseline SVMs. The excellent performance of recurrent SVMs is attributed to the improved ability of detecting the “easier” events.

The best recurrent SVM we built used bidirectional chains of ReLU units. LSTM cells, being able to keep a longer memory, should be able to outperform simple ReLU units in theory, but we did not observe this in our experiments. It remains a direction for future research to make recurrent SVMs with LSTM cells reach the performance they deserve.
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