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ABSTRACT
Constructing a joint representation invariant across different modalities (e.g., video, language) is of significant importance in many multimedia applications. While there are a number of recent successes in developing effective image-text retrieval methods by learning joint representations, the video-text retrieval task, in contrast, has not been explored to its fullest extent. In this paper, we study how to effectively utilize available multi-modal cues from videos for the cross-modal video-text retrieval task. Based on our analysis, we propose a novel framework that simultaneously utilizes multimodal features (different visual characteristics, audio inputs, and text) by a fusion strategy for efficient retrieval. Furthermore, we explore several loss functions in training the joint embedding and propose a modified pairwise ranking loss for the retrieval task. Experiments on MSVD and MSR-VTT datasets demonstrate that our method achieves significant performance gain compared to the state-of-the-art approaches.
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1 INTRODUCTION
Cross-modal retrieval between visual data and natural language description remains a long-standing challenge in multimedia [12, 40]. Joint visual-semantic embeddings [9, 15, 20, 26, 33] underpin the building of most cross-modal retrieval methods as they can bridge the gap between different modalities. In this joint space, the similarity of different points reflects the semantic closeness between their corresponding original inputs. In this work, we focus on learning effective joint embedding models for the cross-modal video-text retrieval task (See Fig. 1).

Recently, a few methods have been proposed for learning visual-semantic embeddings for the video-language matching task [6, 24, 25, 30, 36]. Most of these existing approaches are very similar to the image-text retrieval methods by design and focus mainly on the loss functions. We observe that simple adaptation of a state-of-the-art image-text embedding method [7] by mean-pooling features from video frames provides a better result than most existing video-text retrieval approaches [6, 24]. Image-text retrieval is a relatively mature field of study, and one might think that directly applying such techniques to video-text retrieval may give optimal performance. However, such methods fail to take advantage of the supplementary information such as the temporal dynamics and sounds, which are already included in the videos. This limits the robustness of the systems; for instance, it is impossible to distinguish a video with the caption "a dog is barking" apart from another video "a dog is playing" based only on visual appearance. Associating video motion content and sound can give supplementary cues in this scenario and improve the chance of correct prediction. Similarly, to understand a video described by "gunshot broke out at the concert" requires analysis of both visual and audio modalities simultaneously.
Developing a practical system for video-text retrieval without considering most available cues in the video content is unlikely to be comprehensive. However, an inappropriate fusion of complementary features may increase ambiguity and degrade performance. In this regard, we study how to judiciously utilize different cues from videos to develop a successful video-text retrieval system. We propose a novel framework, which is tailored towards achieving high performance in the task of cross-modal video-text retrieval. Comparing to the existing methods, our framework fuses four types of feature (object, action, text, and audio) for efficient retrieval. Furthermore, we propose a modified pairwise ranking loss for the retrieval task that emphasizes on hard negatives and relative ranking of positive labels. Our approach shows significant performance improvement compared to previous approaches and baselines.

1.1 Overview of the Proposed Approach

In the cross-modal video-text retrieval task, an embedding network is learned to project video features and text features into the same joint space, and then retrieval is performed by searching the nearest neighbor in the latent space. Utilizing multiple characteristics of video (e.g., objects, actions, place, time) is evidently crucial for efficient retrieval [38] and has become a common practice. In the closely related task of video captioning, dynamic information from video along with static appearance features has been shown to be effective [27, 41]. Methods have been developed to extract features from videos that focus on different characteristics. For example, ResNet feature focuses on identifying objects in the frames, whereas BiD feature focuses on identifying the activities. Since in this work we are looking at videos in general, detecting both objects and activities from the video is very important for higher performance. Therefore, we need to develop a strategy that fuses information from different video features efficiently for the target task.

In this work, we propose to leverage the capability of neural networks to learn a deep representation first and fuse the video features in the latent spaces so that we can develop expert networks focusing on specific subtasks (e.g., detecting activities, detecting objects). We propose to learn two joint video-text embedding networks as shown in Fig. 2. One model learns a joint space (Object-Text Space in Fig. 2) between text feature and visual appearance feature. Another model learns a joint space (Activity-Text Space in Fig. 2) between text feature and a combination of activity and audio features. Here, Object-Text space is the expert in solving ambiguity between objects in a video, whereas Activity-Text space is the expert in solving ambiguity between actions/events in the video. Given a query sentence, we calculate the sentence’s similarity score with each one of the videos in the entire dataset in both Object-Text and Activity-Text embedding spaces and use the sum of similarity scores for final ranking.

We follow network architecture proposed in [18] that learns the embedding model using a two-branch network using image-text pair. One of the branches in this network takes text feature as input and the other branch takes in a video feature. We propose a modified bi-directional pairwise ranking loss to train the embedding. Inspired by the success of ranking loss proposed in [7] in image-text retrieval task, we emphasize on hard negatives. We also apply a weight-based penalty on the loss according to the relative ranking of the correct match in the retrieved result.

Contributions: The main contributions of this work can be summarized as follows.

- The success of video-text retrieval depends on more robust video understanding. This paper studies how to achieve the goal by utilizing multi-modal features from a video (different visual features and audio inputs).
- Our proposed framework uses action, object, text and audio features by a fusion strategy for efficient retrieval. We also present a modified pairwise loss to better learn the joint embedding.
- We demonstrate a clear improvement over the state-of-the-art methods in the video to text retrieval tasks with the MSR-VTT dataset [35] and MSVD dataset [4].

2 RELATED WORK

Image-Text Retrieval. Recently, there has been significant interest in learning robust visual-semantic embeddings for image-text retrieval [12, 16]. Based on a triplet of object, action and scene, a method for projecting text and image to a joint space was proposed in early work [8]. Canonical Correlation Analysis (CCA) was used in several previous works for learning joint embeddings for the retrieval task [10, 13, 29, 37]. However, CCA based methods have been reported to be unstable and incur a high memory cost due to the covariance matrix calculation [34].

Most recent works relating to text and image modality are trained with ranking loss [7, 9, 18, 23, 34]. In [9], authors proposed a method for projecting words and visual content to a joint space utilizing ranking loss that applies a penalty when a non-matching word is ranked higher than the matching one. A cross-modal image-text retrieval method has been presented in [18] that utilizes triplet ranking loss to project image feature and RNN based sentence description to a common latent space. Several image-text retrieval methods have adopted a similar approach with slight modifications in input feature representations [25], similarity score calculation [34], or loss function [7]. VSEPP model [7] modified the pair-wise ranking loss based on violations caused by the hard-negatives (i.e., non-matching query closest to each training query) and have shown to be effective in the retrieval task. For image-sentence matching, a LSTM based network is presented in [14] that recurrently selects pairwise instances from image and sentence descriptions, and aggregate local similarity. In [23], authors proposed a multimodal attention mechanism to attend to sentence fragments and specific image regions selectively for similarity calculation.

Video-Text Retrieval. Most relevant to our work are the methods that relate video and language modalities. Two major tasks in computer vision related to connecting these two modalities are video-text retrieval and video captioning. In this work, we only focus on the retrieval task. Similar to image-text retrieval approaches, most video-text retrieval methods employ a shared subspace. In [36], authors vectorize each subject-verb-object triplet extracted from a given sentence by word2vec model [22] and then aggregate the Subject, Verb, Object (SVO) vector into a sentence level vector using RNN. The video feature vector is obtained by mean pooling over frame-level features. Then a joint embedding is trained using a least squares loss to project the sentence representation and the video representation into a joint space. Web image search results of input
text have been exploited by [24], which focused on word disambiguation. In [32], a stacked GRU is utilized to associate sequence of video frames to a sequence of words. In [25], authors propose a LSTM with visual-semantic embedding method that jointly minimizes a contextual loss to estimate relationships among the words in the sentence and a relevance loss to reflect the distance between video and sentence vectors in the shared space. A method named Word2VisualVec is proposed in [6] for the video to sentence matching task that projects vectorized sentence into visual feature space using mean squared loss. A shared space across image, text and sound modality is proposed in [2] utilizing ranking loss, which can also be applied to video-text retrieval task.

Figure 2: An overview of the proposed retrieval process. Please see Section 1.1 for an overview and Section 3 for details.

Most of these video-text retrieval approaches are very similar to the image-text retrieval methods by design and fail to utilize video dynamics for retrieval. In contrast to the existing works, our approach is capable of utilizing different visual cues and audio (if available) concurrently for more efficient retrieval.

3 APPROACH

In this section, we first describe the input feature representation for video and text (Section 3.1). Then, we describe the basic framework for learning visual-semantic embedding using pair-wise ranking loss (Section 3.2). Next, we present our modification on the loss function to improve the basic framework to achieve better recall (Section 3.3). Finally, we present the proposed fusion step for video-text matching (Section 3.4).

3.1 Input Feature Representation

Text Feature. For encoding sentences, we use Gated Recurrent Units (GRU) [5]. We set the dimensionality of the joint embedding space, $D$, to 1024. The dimensionality of the word embeddings that are input to the GRU is 300. Note that, the word embedding model and the GRU are trained end-to-end in this work.

Object Feature. For encoding image appearance, we adopt deep pre-trained convolutional neural network (CNN) model trained on ImageNet dataset as the encoder. Specifically, we utilize state-of-the-art 152 layer ResNet model ResNet152 [11]. We extract image features directly from the penultimate fully connected layer. We first rescale the image to 224 x 224 and feed into CNN as inputs. The dimension of the image embedding is 2048.

Activity Feature. The ResNet CNN can efficiently capture visual concepts in static frames. However, an effective approach to learning temporal dynamics in videos was proposed by inflating a 2-D CNN to a deep 3-D CNN named I3D in [3]. We use I3D model to encode activities in videos. In this work, we utilize the pre-trained RGB-I3D model and extract 1024 dimensional feature utilizing continuous 16 frames of video as the input.

Audio Feature. We believe that by associating audio, we can get important cues to the real-life events, which would help us remove ambiguity in many cases. We extract audio feature using state-of-the-art SoundNet CNN [1], which provides 1024 dimensional feature from audio. Note that, we only utilize the audio sound which is readily available with the videos.

3.2 Learning Joint Embedding

In this section, we describe the basic framework for learning joint embedding based on bi-directional pairwise ranking loss.

Given a video feature representation (e.g., appearance feature, or a combination of action and audio features) $v (v \in \mathbb{R}^V)$, the projection for a video feature on the joint space can be derived as $v = W(v)t (v \in \mathbb{R}^D)$. In the same way, the projection of input text embedding $t (t \in \mathbb{R}^T)$ to joint space is $t = W(t)v (t \in \mathbb{R}^T)$. Here, $W(v)$ is the transformation matrix that projects the video content into the joint embedding and $D$ is the dimensionality of the joint space. Similarly, $W(t) \in \mathbb{R}^{D \times T}$ maps input sentence/caption.
embedding to the joint space. Given feature representation for words in a sentence, the sentence embedding $\hat{t}$ is found from the hidden state of the GRU. Here, given the feature representation of both videos and corresponding text, the goal is to learn a joint embedding characterized by $\theta$ (i.e., $W(t^o)$, $W(t)$ and GRU weights) such that the video content and semantic content are projected into the joint embedding space. We keep image encoder (e.g., pre-trained CNN) fixed in this work.

In the embedding space, it is expected that the similarity between a video and text pair to be more reflective of semantic closeness between videos and their corresponding texts. Many prior approaches have utilized pairwise ranking loss for learning joint embedding between visual input and textual input. They minimize a hinge based triplet ranking loss combining bi-directional ranking terms in order to learn to maximize the similarity between a video embedding and corresponding text embedding and minimize similarity to all other non-matching ones. The optimization problem can be written as,

$$\min_{\theta} \sum_{v} \sum_{t} \left[ (\alpha - S(v, t) + S(v, \hat{t})) \right]_+ + \sum_{t} \left[ (\alpha - S(t, v) + S(t, \hat{v})) \right]_+,$$

(1)

where, $[f]_+ = \max(0, f)$. $\hat{t}$ is a non-matching text embedding, and $t$ is the matching text embedding. This is the same for video embedding $\hat{v}$, $\hat{v}$ is the margin value for the pairwise ranking loss. The scoring function $S(v, t)$ is defined as the similarity function to measure the similarity between the videos and text in the joint embedded space. We use cosine similarity as it is easy to compute and shown to be very effective in learning joint embedding [7, 18].

In Eq. (1), in the first term, for each pair $(v, t)$, the sum is taken over all non-matching text embedding $\hat{t}$. It attempts to ensure that for each visual feature, corresponding/matching text features should be closer than non-matching ones in the joint space. Similarly, the second term attempts to ensure that text embedding that corresponds to the video embedding should be closer in the joint space to each other than non-matching video embeddings.

### 3.3 Proposed Ranking Loss

Recently, focusing on hard-negatives has shown to be effective in many embedding tasks [7, 21, 28]. Inspired by this, we focus on hard negatives (i.e., the negative video/text sample closest to a positive/matching $(v, t)$ pair) instead of summing over all negatives in our formulation. For a positive pair $(v, t)$, the hardest negative sample can be identified using $\hat{v} = \arg \max_{\hat{v}} S(v, \hat{v})$ and $\hat{t} = \arg \max_{\hat{t}} S(v, \hat{t})$. The optimization problem can be written as following to focus on hard-negatives,

$$\min_{\theta} \sum_{v} \sum_{t} \left[ (\alpha - S(v, t) + S(v, \hat{t})) \right]_+ + \sum_{t} \left[ (\alpha - S(t, v) + S(t, \hat{v})) \right]_+,$$

(2)

The loss in Eq. 2 is similar to the loss in Eq. 1 but it is specified in terms of the hardest negatives [7]. We start with the loss function in Eq. 2 and modify the loss function following the idea of weighted ranking [31] to weight the loss based on the relative ranking of positive labels.

$$\min_{\theta} \sum_{v} \sum_{t} L(r_t) \left[ (\alpha - S(v, t) + S(v, \hat{t})) \right]_+ + \sum_{t} \left[ L(r_t) (\alpha - S(t, v) + S(t, \hat{v})) \right]_+,$$

(3)

where $L(.)$ is a weighting function for different ranks. For a video embedding $v$, $r_t$ is the rank of matching sentence $t$ among all compared sentences. Similarly, for a text embedding $t$, $r_v$ is the rank of matching video embedding $v$ among all compared videos in the batch. We define the weighting function as $L(r) = (1 + 1/(N - r + 1))$, where $N$ is the number of compared videos.

It is very common in practice to only compare samples within a mini-batch at each iteration rather than comparing the whole training set for computational efficiency [15, 21, 28]. This is known as semi-hard negative mining [21, 28]. Moreover, selecting the hardest negatives in practice may often lead to a collapsed model and semi-hard negative mining helps to mitigate this issue [21, 28]. We utilize a batch-size of 128 in our experiment.

It is evident from Eq. 3 that the loss applies a weight-based penalty based on the relative ranking of the correct match in retrieved result. If a positive match is ranked top in the list, then $L(.)$ will assign a small weight to the loss and will not cost the loss too much. However, if a positive match is not ranked top, $L(.)$ will assign a much larger weight to the loss, which ultimately try to push the positive matching pair to the top of rank.

### 3.4 Matching and Ranking

The video-text retrieval task focuses on returning for each query video, a ranked list of the most likely text description from a dataset and vice versa. We believe, we need to understand two main aspects of each video: (1) the salient objects of the video and (2) the action and events in the video. To achieve this, we learn two joint video-text embedding spaces as shown in Fig. 2.

The Object-Text embedding space is the common space where both appearance features and text are mapped to. Hence, this space can link video and sentences focusing on the objects. On the other hand, the Activity-Text embedding space focuses on linking video and language description which emphasizes more on the events in the video. Action features and audio features both provide important cues for understanding different events in a video. We fuse action and audio features by concatenation, and map the concatenated feature and text feature into a common space, namely, the Activity-Text space. If the audio feature is absent from a video, we only use the action feature as the video representation for learning the Activity-Text embeddings. We utilize the same loss functions described in Sec. 3.3 for training both the Object-Text and Activity-Text embedding models.

At the time of retrieval, given a query sentence, we compute the similarity score of the query sentence with each one of the videos in the dataset in both Object-Text and Activity-Text embedding spaces and use a sum of similarity scores for the final ranking. Conversely, given a query video, we calculate its similarity scores with all the sentences in the dataset in both embedding spaces and use a sum of similarity scores for final ranking. It may be desired to use a weighted sum when it is necessary in a task to put more emphasis on one of the facets of the video (objects or captions). In this work, we put equal importance to both facets in ranking.

### 4 EXPERIMENTS

#### 4.1 Datasets and Evaluation Metric

We present experiments on two benchmark datasets: Microsoft Research Video to Text (MSR-VTT) Dataset [35] and Microsoft Video Description dataset (MSVD) [4] to evaluate the performance of our
proposed framework. We adopt rank-based metric for quantitative performance evaluation.

**MSR-VTT.** The MSR-VTT is a large-scale video description dataset. This dataset contains 10,000 video clips. The dataset is split into 6513 videos for training, 2990 videos for testing and 497 videos for the validation set. Each video has 20-sentence descriptions. This is one of the largest video captioning dataset in terms of the quantity of sentences and the size of the vocabulary.

**MSVD.** The MSVD dataset contains 1970 Youtube clips, and each video is annotated with around 40 sentences. We use only the English descriptions. For a fair comparison, we used the same splits utilized in prior works [32], with 1200 videos for training, 100 videos for validation, and 670 videos for testing. The MSVD dataset is also used in [24] for video-text retrieval task, where they randomly chose 5 ground-truth sentences per video. We use the same setting when we compare with that approach.

**Evaluation Metric.** We use the standard evaluation criteria used in most prior work on image-text retrieval and video-text retrieval task [6, 18, 24]. We measure rank-based performance by $R_{@K}$, Median Rank(MedR) and Mean Rank (MeanR). $R_{@K}$ (Recall at K) calculates the percentage of test samples for which the correct result is found in the top-K retrieved points to the query sample. We report results for $R_{@1}$, $R_{@5}$ and $R_{@10}$. Median Rank calculates the median of the ground-truth results in the ranking. Similarly, Mean Rank calculates the mean rank of all correct results.

**4.2 Training Details**

We used two GTX 1080 Ti GPUs and implemented the network using PyTorch. We start training with a learning rate of 0.002 and keep the learning rate fixed for 15 epochs. We then lower the learning rate by a factor of 10 and continue training for another 15 epochs. We use a batch-size of 128 in all the experiments. The embedding networks are trained using ADAM optimizer [17]. When the $L^2$ norm of the gradients for the entire layer exceeds 2, gradients are clipped. We tried different values for margin $\alpha$ in training and empirically choose $\alpha$ as 0.2. The embedding model was evaluated on the validation set after every epoch. The model with the best sum of recalls on the validation set is chosen finally.

**4.3 Results on MSR-VTT Dataset**

We report the result on MSR-VTT dataset [35] in Table 1. We implement several baselines to analyze different components of the proposed approach. To understand the effect of different loss functions, features, effect of feature concatenation and proposed fusion method, we divide the table into 5 rows (1.1-1.5). In row-1.1, we report the results on applying two different variants of pair-wise ranking loss. VSE[18] is based on the basic triplet ranking loss similar to Eq. 1 and VSEPP[7] is based on the loss function that emphasizes on hard-negatives as shown in Eq. 2. Note that, all other reported results in Table 1 is based on the modified pairwise ranking loss proposed in Eq. 3. In row-1.2, we provide the performance of different features in learning the embedding using the proposed loss. In row-1.3, we present results for embedding learned utilizing video feature that is a direct concatenation of different video features. In row-1.4, we provide the result when a shared aligned representation between image, text and audio modality is learned following [2] and used for video-text retrieval task. Finally, in row-1.5, we provide the result based on the proposed approach that employs two video-text space for retrieval.

**Loss Function.** For evaluating the performance of different ranking loss in the task, we can compare results reported in row-1.1 and row-1.2. We can choose only ResNet feature based method from these two rows for a fair comparison. We see that VSEPP loss function and proposed loss function performs significantly better than the traditional VSE loss function in $R_{@1}$, $R_{@5}$, $R_{@10}$, and recall. However, VSE loss function has better performance in terms of mean rank. This phenomenon is expected based on the characteristics of the loss functions. As higher $R_{@1}$, $R_{@5}$ and $R_{@10}$ are more desirable for a efficient video-text retrieval system than the mean rank, we see that our proposed loss function performs better than other loss functions in this task.

**Video Features.** We can compare the performance of different video features in learning the embedding using the proposed loss from row-1.2. We observe that ResNet feature and I3D feature performs reasonably well. The performance is very low when only audio feature is used for learning the embedding. It can be expected that the natural sound associated in a video alone does not contain much information as videos. However, utilizing audio along with other feature provides a boost in performance as shown in row-1.3 and row-1.4.
The best result in Table 1 is achieved by our proposed fusion approach as shown in row 1.5. We see that the proposed method achieves 19.5% improvement in R@1 for text retrieval and 20.68% improvement for video retrieval in R@1 compared to ResNet(row-1.2), which is the best among the other methods which use a single embedding space for the retrieval task. In row-1.5, Fusion(ResNet & CON (3D-Audio)) differs from Fusion(ResNet & I3d) in the feature used in learning the activity-text space. We see that utilizing audio in learning the embedding improves the result slightly. However, as the retrieval performance of individual audio feature is very low (shown in row-1.2), we didn’t utilize audio-text space separately in fusion as we found it degrade the performance significantly.

### 4.4 Results on MSVD Dataset

We report the results of Video-to-Text retrieval task on MSVD dataset [4] in Table 2 and the results for Text-to-Video retrieval in Table 3. We compare our approach with existing video-text retrieval approaches, CCA [29], ST [19], JMET [36], LJRV [24], JMET [25], and W2VV [6]. For these approaches, we directly cite scores from respective papers when available. We report score for JMET from [6]. The score of CCA is reported from [36] and the score of ST is reported from [24]. If the score for multiple models is reported, we select the score of the best performing method from the paper. We could not compare with method [39] which focuses on movie retrieval task and results are not available on our experimented datasets. We did not re-implement this method in our setting as their method is based on an ensemble of several models and it is very difficult to exactly emulate the implementation details.

We also implement and compare results with state-of-the-art image-embedding approach VSE[18] and VSEPP[7] using ResNet152 feature as the video feature. We name our proposed fusion method as Ours-(ResNet-I3D Fusion) in the Table. 2 and Table. 3. Our method utilizes the proposed loss and employs two embedding spaces for calculating similarity between video and text. We use ResNet-152 feature as the appearance feature in training Object-Text space. As the audio is muted in this dataset, we train the Activity-Text space utilizing only I3D feature from videos. To show the impact of only using the proposed loss in retrieval, we also report results based on each of these two embedding space (Ours-ResNet and Ours-I3D) and VSEPP-(ResNet-I3D Fusion) in the tables.
4.5 Qualitative Results

**MSVD Dataset.** In Fig. 3, we show examples of few test videos from MSVD dataset and the top 1 retrieved captions for Ours-ResNet, Ours-I3D, and the proposed method as shown in Table. 2. The value in brackets is the rank of the highest ranked ground-truth caption. Ground Truth (GT) is a sample from the ground-truth captions. Among the approaches, ResNet and I3D are methods where single video-text space is used for retrieval (ResNet is trained using ResNet feature as video feature and I3D is trained using the I3D feature). We also report result for the proposed fusion approaches where both video-text spaces are used for retrieval.

**Fig. 3:** Examples of 9 test videos from MSVD dataset and the top 1 retrieved captions for Ours-ResNet, Ours-I3D, and the proposed method as shown in Table. 2. The value in brackets is the rank of the highest ranked ground-truth caption. Ground Truth (GT) is a sample from the ground-truth captions. Among the approaches, ResNet and I3D are methods where single video-text space is used for retrieval (ResNet is trained using ResNet feature as video feature and I3D is trained using the I3D feature). We also report result for the proposed fusion approaches where both video-text spaces are used for retrieval.

**MSR-VTT Dataset.** Similar to Fig. 3, we also show qualitative results for a few test videos from MSR-VTT dataset in Fig. 4. Video 1-6 in Fig. 4 shows a few examples where utilizing cue from both video-text spaces helps to match the correct caption compared to using only one of the video-text space. Moreover, we also see the result was improved after utilizing audio in learning the second video-text space (Activity-text space). We observe this improvement for most of the videos, as we also observe from Table. 1.

Video 7-9 shows some failure cases for our fusion approach in Fig. 4. Video 7 shows a case, where utilizing multiple video-text spaces for retrieval degrades the performance slightly than ResNet in Video-6 and I3D in Video-9.

Video 1-6 in Fig. 4 shows a few examples where utilizing cue from both video-text spaces helps to match the correct caption compared to using only one of the video-text space. Moreover, we also see the result was improved after utilizing audio in learning the second video-text space (Activity-text space). We observe this improvement for most of the videos, as we also observe from Table. 1.

Video 7-9 shows some failure cases for our fusion approach in Fig. 4. Video 7 shows a case, where utilizing multiple video-text spaces for retrieval degrades the performance slightly than ResNet in Video-6 and I3D in Video-9.

Video 1-6 in Fig. 4 shows a few examples where utilizing cue from both video-text spaces helps to match the correct caption compared to using only one of the video-text space. Moreover, we also see the result was improved after utilizing audio in learning the second video-text space (Activity-text space). We observe this improvement for most of the videos, as we also observe from Table. 1.

Video 7-9 shows some failure cases for our fusion approach in Fig. 4. Video 7 shows a case, where utilizing multiple video-text spaces for retrieval degrades the performance slightly than ResNet in Video-6 and I3D in Video-9.
Among the approaches, ResNet and I3D-Audio are methods where single video-text space is used for retrieval (ResNet is whether audio is always helpful. For instances, audio can come from different things (persons, animals or objects) in a video, audio might shift our attention away from the main subject. Moreover, the captions are provided mostly based on the visual aspects. We observe that using audio is crucial in many cases where there is deep semantic relation between visual content and audio (e.g., The audio is from the third person narration of the video, The audio is music or song) and it gives important cue in reducing description ambiguity (e.g., video-2, video-5 and video-6). We see an overall improvement in the quantitative result (Table 1) which also supports our idea of using audio. These failure cases provide future directions of this work focusing on developing more sophisticated algorithms to combine similarity scores from multiple joint spaces and further analyze the role of associated audio for video-text retrieval.

5 CONCLUSIONS

We propose an approach for efficient cross-modal video-text retrieval using joint embeddings by effectively including features from different visual entities and features from audio. We also propose a new loss function that further exploits the multimodal correlation. Experiments on two benchmark datasets demonstrate that our proposed loss function learns better embeddings for the video-text retrieval task than existing ones. Moreover, our overall framework achieves significant performance improvement compared to several state-of-the-art approaches.