Introduction. Algorithms regularly depend on parameters effecting run-time and solution quality. Researchers have developed machine learning techniques for automated parameter tuning which use a training set of problem instances to determine a configuration with high expected performance over future instances. This line of work has inspired breakthroughs in diverse fields including combinatorial auctions [10], scientific computing [4], vehicle routing [3], and SAT [14]. Since the resulting configuration depends on the training set, it might leak sensitive information about problem instances contained therein. We provide a general framework for differentially private automated algorithm configuration.

We apply our algorithmic framework to many problems where privacy preservation is essential, such as integer quadratic programming (IQP). We study algorithm configuration for a well-known family of IQP approximation algorithms based on semidefinite programming [6, 16]. IQPs appear frequently in machine learning applications, such as MAP inference [8, 15, 5], community detection [2], variational methods for graphical models [12], and graph-based semi-supervised learning [13]. We also apply our algorithm to many greedy algorithm families, including algorithms for the knapsack problem and maximum weight independent set problem.

Our main algorithm. We model an application domain as a distribution $D$ over problem instances [1, 7]. A parameter’s performance is the expected value of a user-defined utility function $U(x, \rho)$ mapping a problem instance $x$ and parameter $\rho$ to a real-valued score. Our algorithm returns a parameter $\hat{\rho}$ that approximately maximizes $U(S, \rho)$, the average utility of a parameter $\rho$ over a sample $S$, while preserving differential privacy. Under reasonable assumptions, as the sample size grows, the expected utility of $\hat{\rho}$ approaches the optimal parameter’s expected utility.

Our algorithm is inspired by a phenomenon commonly observed in the algorithm configuration literature (e.g., [1, 7]): given a sample $S$, $U(S, \rho)$ is a piecewise constant function of $\rho$ with discontinuities at a few critical points. Our algorithm returns each critical point $\rho$ with probability proportional to $\exp(\epsilon|S|U(S, \rho)/H)$, as in the classic exponential mechanism [11]. It succeeds when these critical points are well-dispersed because as we range over $\rho$, the parameterized algorithm’s behavior changes on exactly one problem instance in the training set when $\rho$ crosses a critical point. Therefore, given two values $\rho$ and $\rho'$, the difference in average utility between them scales linearly with the number of critical points between them. Intuitively, if the critical points concentrate near the optimal parameter value $\rho^*$, then even if only a small amount of noise is added to the algorithm’s output $\hat{\rho}$, there may be many critical points separating $\hat{\rho}$ and $\rho^*$, possibly leading to severe suboptimality.
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We prove that if at most \( k \) critical points fall in any interval of width \( w \), the utility of the configuration our algorithm returns is at most \( \frac{H}{|S|} \left( \frac{2 \log(1/w)}{\epsilon} + k \right) \) from the optimal configuration’s utility, where \( H \) upper bounds the range of \( U \) over the support of \( D \).

**Applications.** When we apply our algorithm to a family of IQP approximation algorithms [6, 16], the utility function corresponds to the objective value of the solution returned by the algorithm parameterized by \( \rho \). We prove that our configuration algorithm determines a parameter with utility that is within \( \tilde{O} \left( \frac{H}{|S|} \left( \frac{1}{\epsilon} + n \sqrt{|S|} \right) \right) \) of the utility of the optimal parameter while preserving \( \epsilon \)-differential privacy. We also apply our main algorithm to several parameterized classes of greedy algorithms and arrive at similarly strong utility guarantees.

**Related work.** Kusner et al. present a differentially private Baysian optimization algorithm with applications to hyper-parameter tuning [9]. It succeeds under various assumptions which are significantly different from ours, for example that a configuration’s performance is Lipschitz in its parameters, which does not hold for the problems we study.
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