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Abstract [ Jlongflow [ shortflow

While PFQ algorithms can provide per-flow end-to-end de-
lay guarantees for real-time traffic or protection among com- ] ]
peting best-effort traffic, they have two important limitations. L ‘

The first one is that, since only one parameter (a weight) is o ‘
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used to allocate resource for each flow, there is@pting (a) Equal weights for short and long flows
between delay and bandwidth allocation. When used for
real-time traffic, this can result in network under-utilization. [T long flow [0 short flow

The second and less well known limitation is that, when
used for best-effort traffic, PFQ algorithms favor throughput- T ﬂ ﬂ )T ﬂ ﬂ
oriented applications such as FTP over delay-sensitive bursty

applications such as WWW, and telnet. This is due to the 0 34 38 7‘2 7‘6 e (=)
memory-less instantaneous fairness property of PFQ algo- (b) Short flows with3 x the long flow’s weight
rithms. In a previous study [1], we proposed the Fair Ser-
vice Curve (FSC) algorithm which enables more flexible de-
lay and bandwidth allocation for real-time traffic through the
use of non-linear service curves. In this paper, we show that,
when used for best-effort traffic, FSC can improve perfor-
mance of delay-sensitive bursty applications without nega-
tively affecting the performance of throughput-oriented ap-
plications.
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Figure 1: Improving burst delays

reservation, PFQ can guarantee a flow a minimum band-
width which can in turn provide end-to-end delay guaran-
tees for constrained flows. Without reservation, these algo-
rithms can provide best-effort service since they can allocate
bandwidth fairly among competing flows, protecting well-
behaved flows against ill-behaved ones.

1 Introduction When used for best-effort service, PFQ favors continu-
ously backlogged traffic over short lived bursty traffic. This

With the rapid growth of the Internet and the advancement j5 hecayse PFQ is designed to achieve instantaneous band-

of router technologies, we see two important trends. ON yiqi fairness for all flows, irrespective of their delay re-
one hand, best-effort data traffic continues to account for o, irements. In reality, different types of best-effort data traf-
the majority of the Internet’s traffic. On the other hand, ad- = sich as Telnet. FTP. and WWW. have different character-
vanced routers with sophisticated queue and buffer manage;gics and thus performance objectives. For example, while
ment capabilities are becoming available. While there is a yhe 1yrst delay is the performance index for interactive ser-
huge body of literature on using advanced buffer manage-ices the average throughput is the performance index for
ment and packet scheduling algorithms to support real-timey, . transfer applications such as FTP. The key observation
continuous media traffic, there is relatively less work on how g that since the performance index of bulk-transfer applica-
to exploit these algorithms to better support best-effort datajons js determined over relatively long time scales, we may
traffic. This paper is aimed to address the latter issue. be able to exploit these applications’ insensitivity to short
Packet Fair Queueing (PFQ) algorithms (i.e., Weighted o seryice variations to improve the performance of delay
Fair Queueing [2, 3] and its many variants [4, 5, 6, 7]) have ¢gnsitive bursty applications.
become ones of the most popular algorithms implemented in 1 jjystrate how this may be realized, consider a 2 Mbps
today's advanced switches and routers [8, 9] because thesg shared by one long flow that transfers 1 MB, and sev-
algorithms provide support for both real-time and best-effort g5 short flows that transfer 50 KB each. Assume that the
traffic. Intuitively, PFQ allocates to each baogbed flow a  jiny is managed by PFQ and each flow has a weight of one.
share of service in proportion to its weight. When used with For simplicity, assume that all flows are continuously back-
*This research was sponsored by DARPA under contract numbers N66001-96-C- |Ogged, and that once a short flow finishes, another short flow
o S ATy R S S S R it immediatly. Thus, there e oxactly two flows, e
and conclusions contained in this document are those of the authors and should notlONg flow and a short flow, backlogged at any given time. As

be interpreted as representing the official policies, either expressed or implied, of i -
DARPA NOE Il orhe U B vernmant. a result each backfiged flow is allocated 1 Mbps. There




fore, as shown in Figure 1 (a), the long flow takeseconds
to finish, while a short flow take8.4 second to complete.

Now consider the case where all short flows are assigned max

three times the weight of the long flow. Each short flow now
receivesl.5 Mbps, which consequently reduces its latency
by 33% to 0.27 second. At the same time, the transfer time
of the long flow doesiot change. Thus, by assigning dif-
ferent weights, it is possible to significantly speed-up short
transfers without affecting the longer flow.

In order to achieve this performance, a system would ei-
ther need to estimate the length of a flow when it becomes
backlogged, or dynamically reduce the flow's weight after

the length of the transfer exceeds a certain threshold. While!S

it is unclear how this could be implemented in a system

based on PFQ, the service curve framework in an FSC sys-
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Figure 2: Sample service curves.
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tem enables us to clearly specify the burst threshold and the

higher relative share that these bursts shosteive.

In this paper, we show that FSC can out-perform PFQ
in supporting best-effort traffic, even in the case when we
assign thesameservice curve tall flows?

2 Packet Fair Queueing (PFQ) and Fair Service Curve
(FSC) Algorithms

In this section, we first explain the central ideas behind var-

ious PFQ algorithms. Then we present the concepts behind

wherel,, ., represents the maximum size of a packet, @nd
represents the capacity of the output link. Thus, the only way
to reduce the worst case delay is to increase the reservation
¢;. However, this may lead to inefficient resource utiliza-
tion in the presence of low-bandwidth low-delay flows. As
an example, consider a 64 Kbps audio flow with 160 byte
packets. To achieve a worst case delay of 5 ms, according to
Eq. (1), one should reser@56 Kbps, which is four times
more than the flow’s bandwidth requirement!

service curve based algorithms and describe the Fair Service2.2 Service Curve Model

Curve (FSC) algorithm we use in this paper for supporting
best-effort traffic.

2.1 PFQ Algorithms

Packet Fair Queueing (PFQ) algorithms are based on th
GPS model [3]. In GPS, each floivis characterized by
its weight,#;. During any time interval when there are ex-
actly n non-empty queues, the server servesiipackets at
the head of the queues simultaneously, in proportion to their
weights.

Each PFQ algorithm maintains a system virtual tirhe)
which represents the normalized fair amount of service that
each flow bould have eceived by time¢. In addition, it as-
sociates to each flowa virtual start timey; (-), and a virtual
finish timef;(-). Intuitively, v; () represents the normalized
amount of service that flow has received by time, and
fi(t) represents the sum betweetft) and the normalized
service that flowi should eceive for serving the packet at
the head of its queue (determined by the flow's weight
The goal of all PFQ algorithms is then to minimize the dis-
crepancies among(¢)’'s andv’ (¢). This is usually achieved
by selecting for service the packet with the smallegt)
or fi(t). The system virtual time is primarily used to re-
setw; (t) whenever an unbacklogged floibecomes back-
logged again. Intuitively, PFQ allocatese¢ach bacldgged
flow a share of service in proportion to its weight. This way
PFQ achieves instantaneous fairness for backlogged flows
In addition, if a flow previously received serviceyioad its
(weighted) fair share, it will not be punished in the future.

The main problem with PFQ algorithms is that they cou-
ple the delay and bandwidth allocation. More precisely, if
flow ¢ is assigned a rate;, then it can be shown that the

! Although this requires per flow queueing, it does not require the scheduler to
distinguish between different types of flows.

e

To address this problem, Cruz has proposed a new service
model, called service curve (SC) [10, 11], in the context of
real-time guaranteed traffic. In this model, each flow is as-
sociated with a service curvg (), which is a continuous
non-decreasing function. A flowis said to be guaranteed a
service curves;(-), if for any timet, when the flow is back-
logged, there exists atinie < ¢;, which is the beginning of
one of flow:’s backlogged periods (notcessarily including
t2), such that the following holds
Si(ta —t1) < w;(t, ta), (2)

wherew; (t1,t2) is the amount of serviceeceived by flow
i during the time intervalt,,¢,]. For packet systems, we
restrictt, to be packet departure times. One algorithm that
supports service curve guarantees is the Service Curve Earli-
est Deadline first (SCED) algorithm[12]. SCED can guaran-
tee all the service curves in a systemif and only'if S; () <
C -t holds for anyt > 0, whereC' is the output link capacity.

Even though any continuous non-decreasing function can
be used as a service curve, for simplicity, usually only two
types of non-linear service curves are considered: two-piece
linear concave curves (Figure 2(a)), and two-piece linear
convex curves (Figure 2(b)). A two-piece linear service curve
is characterized by four parametersil, the slope of the
first segment;n?2, the slope of the second segmegt;the
y-projection of the intersection point of the two segments;

d, the x-projection of the intersection point of the two seg-

ments. Intuitively,m2 specifies the long term throughput
guaranteed to a flow, while:1 specifies the rate at which a
burst of sizes is served. Note that a real-time flow served
by PFQ can be thought of as having a straight-line service
curve that passes through the origin and have a slope of the
guaranteed rate.

?Note that here we ignore the second telr?@%, asC is usually very large.
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Figure 3: Measured bandwidth of two TCP sessions, which Figure 4: Measured bandwidth of two TCP sessions, which
startup 2 seconds apart under SCED. startup 2 seconds apart under FSC.

By using two-piece linear service curves, both delay and difference between FSC and SCED is that under FSC a flow
bandwidth allocation are taken into account instegrated that has received excess service ismamished when other
fashion, yet the allocation policies for these two resources flows become backlogged. As noted above, this is also what
are decoupled. This increases the resource management flexdifferentiates PFQ and VC algorithrddo illustrate the dif-
ibility and the resource utilization inside the network. To il- ference in fairness between SCED and FSC, consider again
lustrate, consider again the example described in Section 2.1the scenario of two TCP with staggered start times sharing
In SCED, the audio flow can be assigned a service curve witha 10Mbps link. Figure 4 plots the bandwidth received by
the following parametersnl = 256 Kbps,m2 = 64 Kbps, these two sessions under FSC. Contrasted with SCED (Fig-
£ = 160 bytes, andl = 5 ms. If the packet arrival processis ure 3), FSC fairly allocates bandwidth to both sessions once
periodic, then it can be shown by using Eq. (2) that this ser- the second session has started up.
vice curve guarantees a worst case delay of 5 ms. However, Overall, FSC is very similar to PFQ in that it also uses
unlike PFQ which requires 256 Kbps of bandwidth to be re- the concept of virtual time and a set of virtual start and finish
served to achieve the same delay, with SCED the long termtimes for each flow. However, the difference between FSC
reserved bandwidth is only 64 Kbps. This creates the oppor-and PFQ is in the computation of the time stamps. In PFQ,
tunity to allocate the remaining bandwidth to other delay- ¢; can be viewed as the slope of a straight line service curve.
tolerant traffic, such as FTP. In FSC, however, since service curves can be non-linear, we

The main drawback of SCED is that it punishes a flow cannot compute the timestamps based on the slope of a ser-
that has received service ymnd its service curve. While vice curve only. To compute the timestamps, we need to
the SCED algorithm can guarantee all the service curvesremember what part of the service curve was used to com-
simultaneously, it does not have the fairness property. As pute the timestamp of the previous packet. The details of the
an example, consider two TCP sessions sharing a 10Mbpsvirtual time computation and algorithm pseudocode can be
link scheduled by SCED which start up two seconds apart. found in [14].

Both sessions are assigned the same service curventith
four times larger tham2 and the inflection point occurs at
f = 6000 bytes. Figure 3 plots the bandwidth received by The service curve model can easily be extended for best-
these two sessions under SCED. Under SCED, once the seceffort service when no reservation or admission control is
ond session starts up, the first session is denied any servicgised. In this case, the absolute valueswfandm?2 are not

for approximately 2 seconds. Such behavior clearly discour- important, as they specify only the relative service priorities
ages adaptive flows from sharing the available link capacity. between bursts of size less thaand the continuously back-
This is the same type of behavior as that exhibited by the |ogged traffic in the system. We denote the rati/m2

well known Virtual Clock (VC) service discipline [13]. In  as theBurst Preference Rati(BPR) and3 as thePreferred

fact, if m1 = m2, SCED reduces to VC. Burst SizgPBS).

A related problem is that, in SCED, the service curve is  Since admission control is not necessary for best effort
defined in terms o@bsoluterates and real time. This makes service, we can assign every flow in the system dame
sense only in a system that employs admission control. Inservice curveS(t), a concave curve similar to the one in
a best effort system, what mattersrédative performance. Figure 2(a). The key performance tuning parameters are
However, in SCED, the relation between two service curves the burst preference ratio (BPR)1/m2, and the preferred
does not uniquely determine the service received by eachpurst size (PBSp. Intuitively, if a flow has idled for a long
flow. As a result the absolute values of the weights or reser- enough period of time, when it becomes backlogged again
vations cannot be arbitrarily set. In contrast, in PFQ and Fair its first 3 bytes are served at a rate proportionatib. How-
Service Curve (FSC), scaling the parameters of each flowever, if the flow remains backlogged for more thabytes,
by the same amount do@®t change the service received jts remaining bytes are served at a rate proportionato
by each flow. This characteristic simplifies significantly the j.e., BPR times lower tham1. Thus, if we set? to accom-
process of assigning service curves for best effort traffic.  modate the most common burst sizes generated by applica-
tions such as WWW, we can provide a significantly lower

2.4  Fair Service Curve for Best-Effort Service

2.3 Fair Service Curve Algorithm

. . 3However, note that while both PFQ and VC can provide the same real-time guar-
To address these problems, we proposed a new service dlséntees, this is not true for FSC and SCED. A detailed discussion and a variant of FSC

cipline, called Fair Service Curve (FSC) in [1] The main thatis able to provide the same real-time guarantees as SCED is givenin [1].



wl D;parlure}imei’(LYSéT;”éii - of the burst is sent by the source. For continuously back-
10} Departure Times (PBS =32) = | logged sources we use the overall throughput to measure
0 Deparine Times (PBS = 0) » | performance, and for video traffic we use the frame delay

distribution. A potential problem when measuring the burst
delay under UDP is that some packets may be dropped. For
this reason, in the case of UDP sources we report both the
average burst delay and the packet dropping rate.

In all simulations, we distinguish between foreground
flows which are bursty, and background flows which are per-
sistent. Unless otherwise specified, the following parameters
111 12 18 LTLI.me(Sle‘g) 16 17 18 1s are used in all simulations. The capacity of each link is 10

Mbps with a latency of 10 ms, and the output buffer size
is 128 KB. We use a per-flow buffer management scheme
which drops the second packet from the longest queue when
the buffer overflows [16]. In addition, the size of all packets
delay for these applications than it is possible with PFQ. is 1000 bytes except for Telnet, which uses 64 byte packets.

Note that, unlike PFQ, FSC has “memory” in the sense The simulation time is 20 seconds.
that it can differentiate between flows that have previously  In this paper, we present only a subset of our simulation
idled and flows that are continuously backlogged and treat results. Additional simulation results are presented in [14].
them differently. Also, when the system is congested, the . .
long term rate of a flow, bursty or not, is still bounded by the 3.1 Basic Demonstrations
fair share rate because in the long run every flow is serviced All simulations presented in this section use periodic ON-
at a rate proportional te»2. Thus, while packet delay for ~ OFF foreground sources with a period of one second and a
bulk transfer type applications such as FTP may be increasedpeak rate of 4 Mbps. Since the packet size is 1000 bytes, the
momentarily, they always receive at least their fair share in inter-packet arrival time is 2 ms. All flows within the same
the long run. Finally, it is interesting to note that when BPR simulation have the same burst size and the bursts occur at
=1, or when PBS = 0, FSC degenerates to PFQ. the beginning of each period. To inttuce some random-

To give some intuition on how FSC behaves, consider a ness, the starting times of the flows are drawn from an expo-
link shared by 15 constant-bit-rate UDP flows and one ON- nential distribution. Although such a simplistic traffic pat-
OFF flow with a burst size of 32 packets. Figure 5 plots tern might not be an accurate simulation of Internet traffic,
the arrival and departure times for each packebibging to it makes it easier to understand and analyze the interactions
two consecutive burst periods of the ON-OFF flow. The plot between various parameters, such as the preferred burst size
shows the impact of the preferred burst size (PBS) in packets(PBS), the burst preference ratio (BPR), and the percentage
on the departure times, and implicitly on the packet queue- of the background persistent traffic.
ing delay, which is given by the horizontal distance between
a packet's arrival time and its departure time. We associate 03 14 Impact of Preferred Burst Size (PBS)
all flows the same service curve. In all cases the burst pref-
erence ratio (BPR) is 5. As expected, the delay decreases a this section we study the impact of the preferred burst size
PBS increases. Note that the packet departure times follow(PBS) and the number of background flows on the behavior
accurately the shape of the service curve associated with theof FSC. We consider 16 flows sharing a congested link. The
flows. number of persistent background flows varies from 1 to 8.
Figure 6 and 7 plot the average burst delay as a function
of PBS in four different scenarios using all combinations of
We evaluate the FSC algorithm through extensive simula- foreground TCP and UDP ON-OFF traffic, and background
tions. All simulations are performed in ns-2 [15]. We ex- FTP and constant bitrate UDP traffic. In the scenarios where
amine the behavior of FSC under a taxonomy of transport UDP background is used, the aggregate rate of the back-
protocol and traffic model combinations. For transport pro- ground flows is set at twice the link capacity in order to cre-
tocols, we use both TCP (ns-2's TCP Reno without any pro- ate congestion. In all cases the burst size is 16 packets, and
tocol hand-shake) and UDP. For traffic models, we use pe-the burst preference ratio (BPR) is 5. As a baseline compari-
riodic ON-OFF source, exponentially distributed ON-OFF son, in each figure we also plot the average burst delay of an
source, pseudo WWW traffic source (a periodic ON-OFF ON-OFF flow that uses an unloaded link.
source feeding into TCP), pseudo video (an ns-2 packettrace As can be seen in Figure 6 and 7, in all scenarios the av-
generated from a MPEG-1 video stream), Telnet, FTP and erage burst delay decreases as PBS increases. This is to be
continuously backlogged UDP source. We have extendedexpected since a larger PBS results in a larger percentage of
ns-2 to support arbitrary traffic sources on top of TCP, and the burst of each flow being served at a higher priority (ac-
to dynamically create and destroy flows. cording the the first slope:1 of their service curves). Note

Different traffic sources have different performance in- that the data points for PBS equals zero are the correspond-
dices. We measure the performance of ON-OFF sources andng performance points of PFQ. Clearly, FSC out-performs
Telnet using average burst delay, which is defined as the dif-PFQ in providing low burst delay.
ference between the time when the last packet of the burst  There are three other points worth noting. First, the aver-
arrives at the destination and the time when the first packetage delay does not decrease after PBS exceeds the burst size
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Figure 5: The packet arrival and departure times of a bursty
flow for various service curves.

3 Simulation Results
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Figure 6: The average burst delay vs PBS with FTP back- Figure 7: The average burst delay vs PBS with UDP back-
ground traffic. ground traffic.

of 16 packets. This is because when PBS reaches the bursthe variations due to FTP dynamics. Finally, unless other-
size, all packets are already served at the highest priority. Wewise specified, we only consider the 8 foreground flows / 8
defer a discussion of the implications of setting the PBS too background flows case.
largeto Section 3.6. The next experiment illustrates the impact of the burst
Second, as the number of background flows increases,size on the behavior of FSC (Figure 8). Again, the average
the relative amount of improvements in the average burst burst delay decreases as PBS increases. When the ON-OFF
delay also increases. This is because the backgt flows traffic is TCP (Figure 8(a)), the decrease in the average burst
are continuously backlogged and therefore the deadlines ofdelay is more significant for larger bursts because when the
their packets are computed based on the second shk@pe  burst size is small, the burst delay is dominated by the round-
of their service curves most of the time. The more back- trip-time as the sender waits for acknowledgements. When
ground flows, the higher the relative priority of the bursty the ON-OFF traffic is UDP, it is interesting to note that for
flows as the deadlines of their packets are computed basedh burst size of 32 packets, there is little improvement in the
on the first slopen1 of their service curves, which is greater average burst delay between PBS and PBS= 4 packets
thanm?2. Intuitively, as the percentage of background traffic (Figure 8(b)). The reason is that, when PBS), 32.5% of
increases, there are more “opportunities” to shift the delay the packets are dropped, while when PBS packets, only
from the bursty traffic towards the continuously backlogged 15 % of the packets are dropped. Thus, although the average
traffic. burst delay does not change between PB$and PBS= 4
Third, the relative amount of improvements in the av- packets, there are actually more packets delivered when PBS
erage burst delay is larger when the foreground traffic uses= 4 packets. The percentage of dropped packets reduces to
UDP than when it uses TCP. This is because the TCP proto-1.5 % for PBS= 8 packets, and no packet is dropped when
col makes use of acknowledgements, which add a fixed over-PBS> 16 packets.
head, in terms of round-trip-time, to the burst delay. This is
evident from the “baseline” plots, where only one flowis 319 Impact of Burst Preference Ratio (BPR)
backlogged. In our case, it takes roughly three times longer
to send the same burst under TCP than under UDP. In this section we study the effects of the Burst Preference
Since the simulation scenarios that employ the same fore-Ratio (BPR) on the behavior of FSC. We consider two sim-
ground traffic exhibit similar trends, in the remaining of this ulation scenarios: UDP foreground with UDP background,
section we will limit our study to two scenarios: ON-OFF and TCP foreground with UDP background. Fach ex-
TCP foreground with UDP background, and ON-OFF UDP periment we set PBS to be the same as the burst size of the
foreground with UDP background. The reason for choos- flows and vary the BPR. As shown in Figure 9, in both cases
ing UDP over FTP as the background traffic is to factor out the average burst delay decreases as the BPR increases. This
is expected since increasing BPR results in an increase of
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Figure 8: The average burst delay of eight ON-OFF Figure 9: The average burst delay vs BPR for eight flows
TCP/UDP flows as a function of PBS for various burst sizes. when the ON-OFF traffic is (a) TCP or (b) UDP.
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the relative priority of the bursty traffic. Also, similar to 3.3 Exponential ON-OFF Sources

the previous experiment (Figure 8), FSC is more effective ) ) . o

for larger burst sizes, especially when the ON-OFF traffic is In this experiment, we consider a more realistic ON-OFF
TCP. Again, notice that the data points for BPR are the traffic source whose burst size is exponentially distributed.
corresponding performance points of PFQ under the sameSince we intend to model WWW-like traffic, we assume only
scenarios. The advantage of FSC over PFQ can be seer]f CP ON-OFF foreground traffic. Again we consider eight

clearly. foreground and eight background flows sharing the same
link. The mean of the burst size is 16 packets. In order
3.2 Non-homogeneous ON-OFF Sources to obtain more data points we increase the simulation time

Now that we have demonstrated the basic features of FSc [0 100 seconds. .
we begin to consider more complex traffic sources. In this  F19ure 11 shows the average burst delay versus burstsize.

section, we consider again a congested link shared by eight 9eneral, the average burst delay improves as PBS increases,
ON-OFF flows and eight background UDP flows. How- with the improvements being more significant for larger burst

ever, unlike the previous experiments in which all flows have SiZ€S- These results are consistent with the ones presented in
b P Sections 3.1 and 3.2. The prominent peaks in the delays are

bursts of the same size, in this experiment each flow has al'k | d by TOP i It of ket |
different burst size. More precisely, the burst size of fiow ''X€ly caused by timeouts as a result of packet loss.

is4 x i packets, wheré < ¢ < 8. Our goalisto study how 3.4 Mixed Application Traffic
the average burst delay of each flow is affected by the pre- ) ) ) . ) .
ferred burst size (PBS). The results for both TCP and UDP In this section we study how effective FSC is in dealing with
ON-OFF foreground traffic are shown in Figure 10. a mix of traffic sources. For this we consider a more complex
In the first scenario (Figure 10(a)) the average burst de'ays|mu|at|0n scenario in which 20 ﬂOWS share the Sam'e link.
of each flow decreases as PBS increases. As expected, th@ut of these 20, two are MPEG-1 video flows sending at
average burst de'ay of a flow no |Onger decreases once PBshe”’ fair I’ate, three are Telnet ﬂOWS, five are FTP ﬂOWS, and
exceeds the flow’s burst size. However, in the second sce-the last 10 are background UDP flows. The video flows have
nario when all flows are UDPs (Figure 10(b)), the average @ maximum frame size of 11 packets. The packet size for
burst delay for flows with large burst sizes actually increases all flows is 1000 bytes, except for Telnet which uses 64 byte
initially as PBS increases. This igtause more packets are Packets.
being transmitted as PBS increases. For example, when PBS Figure 12(a) shows the average burst delay versus pre-
= 0, 33.5% of the packets of flow 8 are being dropped, when ferred burst size. For the video flows, we assume that a burst
PBS= 8 packets, the dropping rate reduces to 15%. Finally, consists of one frame, while for the Telnet flows, we assume
for PBS> 16 packets, no packet is dropped. that a burst consists of one packet. FSC is able to signif-
icantly reduce the average frame delay for the video traf-
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Figure 10: The average burst delay vs PBS for eight flows, Figure 12: (a) The average frame delay for MPEG-1 video

with burst sizes between 4 and 32 packets, when the ON-traffic and the average packet delay for Telnet traffic versus

OFF traffic is (a) TCP or (b) UDP. PBS. (b) The frame delay distribution for the video traffic
for different PBS values.

PBS =0 pkis —

eR b | 3.5 Impact on Background Traffic

1 1 We have shown that FSC is effective in reducing the aver-

- age burst delay of bursty traffic. Could this improvement in
bursty traffic performance negatively affect the background
persistent traffic?

To answer this question, we construct a simulation sce-
nario in which the bursty traffic flows takeaximaladvan-
tage of the benefit provided by FSC and thus put the persis-
‘ ‘ ‘ tent background traffic in the worst possible position under
G P FSC. To achieve maximal benefit in FSC, each bursty flow

should send exactly as much data as the PBS, and the bursty
Figure 11: The average burst delay vs burst size for eight flows should be back-to-back so thedich and every burst
ON-OFF TCP flows, which have burst sizes exponentially is served at the highest priority (along the first slope) under
distributed with a mean of 16 packets. FSC.
] i ) ) We use one persistent background TCP flow and a series
fic. When PBS exceeds the maximum frame size, we 0bta|n0f bursty foreground UDP flowgach Sending 10 packets of
up to 50% improvement. However, PBS does not affect the 1900 bytessach. Under FSC, wehoose the PBS to be 10
packet delay of the Telnet traffic. This is because the Tel- packets and the BPR to be 5. With a 10 Mbps link, this im-
net sources are sending at an extremely low rate with very pjies that a burst can be served at the maximal rate of 8.33
small packet size compared to the other flows. Therefore Mpps under FSC. Therefore, to make the bursty flows back-
their packets are immediately sent regardless of the value oftg-pack under FSC, the inter-flow arrival time needs to be 9.6
PBS. We expect FSC to have a more significant impact on ms. Using this traffic arrival pattern, we compare the perfor-
Telnet when the fair share rate is closer to the Telnet ses-mance of FSC against PFQ (FSC with PBS = 0). Table 1
sion’s rate. Finally, Figure 12(b) shows the distribution of shows the performance of the bursty flows and the TCP flow
the frame delay for the video traffic. As expected, the tail of ynder the two different algorithms.
the distribution decreases as PBS increases. Under FSC, the throughput of the TCP flow is exactly
as expected (one-sixth of 10 Mbps). What is somewhat sur-
prising is that the TCP throughput is essentially unchanged
under PFQ. This seemingly contradictory result is simple to

Average Burst Delay (se




Average burst delay TCP throughput
FSC| 21.81 ms 1.66 Mbps
PFQ| 54.79 ms 1.67 Mbps

lows———

Byte Volurfie -~ -

Table 1: Comparison of background TCP throughput using
a worst case flow arrival scenario.

explain. Under FSC, only one bursty UDP flow is back- o3t

logged at any given time; in contrast, under PFQ, five bursty oz}

UDP flows are simultaneously backlogged throughout the o1t

simulation (except during the very beginning) because the o T T Tl
bursty flows are no longer served at a special high priority Flow Length [Bytes]

and they take five times longer to finish. Therefore, with 5
UDP flows and one TCP flow, the TCP flow simply gets its
fair share under PFQ (thisis 0.01 Mbps largecéuse there
are less than 6 backlogged flows during the very beginning iheir corresponding byte volume. The actual coverage will
of the simulation). This result shows that even under a worst pg |arger than this, as longer lived flows that consist of pe-
case bursty flow arrival scenario, FSC provides virtually the (jogic short bursts may transmit at a low enough sustained
same performance to a persistent TCP flow as PFQ. rate so that their entire transmission is transmitted along the
At the same time, FSC is able to bring the average burst irs; sjope.
delay of the UDP flows down to 22 ms, of which 10 msisthe g determine how to configure FSC's parameters for WWW
link propagation delay. In other words, the queueing delay {rafic, we generate a synthetic workload of FTP traffic, whose
is reduced by almost a factor of 4 compared to PFQ. flow lengths are chosen to model this distribution. We di-
3.6 Performance for WWW traffic vide the flows into 10 groupsach representing 10 % of
the flows, and compute the average flow length within each
So far, we have shown that FSC can reduce the average delagroup. Based on the average flow lengthl8f 666 bytes,
of bursty traffic without adversely affecting the background we generate a synthetic workload of FTP traffic via a Pois-
persistent traffic. The improvements are most pronouncedson process with a mean flow arrival rate corresponding to
when the number of background sessions is large and whery5% of the link capacity and select among the groups
the PBS corresponds to the burst size of the sessions in theiniformly to determine the flow length. We run these simu-
foreground. However, they leave the question of how to con- |ations for 1 minute of simulation time overl& Mbps link
figure FSC for realistic traffic largely unanswered. with a2 ms latency while setting the maximum segment size
As we increase the preferred burst size (PBS), we in- of the TCP sources t&76 bytes. Figure 14 plots the average
crease the percentage of flows and bytes that will be com-transfer time experienced by flows in grousnd10, as we
pletely covered by the PBS. The byte-volume of traffic that vary the BPR from 1 to 10 and the PBS from 0 KB to 100
is not covered by the PBS determines the amount of back- KB.
ground traffic. As we have shown earlier, the delays of short  Note that all points with PBS = 0 and/or BPR = 1 cor-
bursts are reduced as the amount of background traffic in-respond to PFQ. Grougsthrough3 are sufficiently small
creases. Thus, increasing the PBS will reach a point of di- and short lived that PFQ and FSC have roughly equivalent
minishing return when less traffic exists in the background. performance, while groupsthrough6 have analogous im-
At the limit, if we set the PBS to be greater than or equal provements to those shown here. While our earlier results
to the length of the longest flow, all data will be serviced have shown minimal impact on background traffic, Figure 14
along the first Slope of the service curve and FSC will again (b) shows that Groupo in fact sees a noticeable impact with
be equivalent to PFQ. An analogous problem exists for the |arge PBS settings. The reason is that the buffer resources in
BPR. As in the limit, if we set the BPR very large, back- this system, while shared, are finite. In this study, when the
ground traffic could see no service while bursts are being puffer resources are depleted, a packet is pushed out from the
served. Thus, to maximize the benefit of FSC, we would like |ongest queue [18]. Thus, the longest flows (Group 10) will
to choose a PBS that encompasses a relatively large percentincur the losses when the link becomes congested. As our
age of the flows while covering a relatively small percentage measurements include all packets required to complete the
of the byte volume and choose a BPR that can significantly FTP transfer, this explains the impact. Because this practical
reduce the delays of these bursts without adversely affectingconstraint cannot be avoided in actual systems, this encour-
background traffic. ages us to configure the system with conservative settings.
In order to answer these questions, we use the flow length ~ while a flow’s delay is minimal when its length corre-
data from AT&T Labs’ recent Internet traffic analysis [17]. sponds to the PBS, minimal additional improvements are
Figure 13 shows the probability that a host-level flow has up seen with BPR greater than 4. For this simulation set, set-
to z bytes, and the contribution of these flows to the cumu- ting BPR = 4 and PBS = 6000 bytes reduces transfer times
lative byte count. For example, whit®% of the host-level of most groups (some by ové0%) while only increasing
flows are less thaR000 bytes in length, these flows consti-  the transfer time of the largest group b¥.
tutes approximately only% of the byte volume of the trace.
For this traffic distribution, choosing a PBS ofbytes will
completely cover all the flows up to bytes in length, and

Figure 13: Cumulative probability distribution of flow
lengths and their portion of the total byte volume.
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