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Summary
We propose to build new learning mechanisms for to the allocation of rooms and vendor orders, elicitation of additional data, and collaboration with the user. Specifically, we will develop procedures for the learning of reasonable assumptions about unknown resources and scheduling requirements; collecting information about vendor-order requirements, available item types, and vendors; and automatically improving elicitation strategies. We will also design procedures for learning to collaborate with users, which will be part of the joint work on automated task coordination, headed by Stephen Smith.
Learning of default assumptions
We will develop a mechanism for the learning of reasonable assumptions about unspecified resources and constraints. The specific deliverable capabilities will include the improvement of schedule quality and reduction in the number of necessary elicitation questions.

We have already implemented a representation of assumptions about resources and constraints, based on the use of production rules to encode symbolic and arithmetic inferences. We will now develop a procedure for learning new rules, which will generate default assumptions based on the initially available knowledge about resources and constraints, and then incrementally refine them when receiving new data. For instance, it will be able to learn that regular sessions need projectors, even if the user does not explicitly ask for them, and that auditoriums are much larger than conference rooms. We will also investigate techniques for clustering rooms and events by similarity, which will improve the generalization of learned defaults. Furthermore, we will design an active-learning mechanism for improving the default assumptions by asking related questions, and we will then integrate it with the current elicitor. The learned assumptions will prevent the system from asking “trivial” questions, such as “do we need a projector for an invited talk”; thus, they will help to focus on essential questions during the elicitation, and reduce the human effort involved in training the system. The lead for this work will be Steve Gardiner, who is a second-year M.S. student in the Space-Time group.
Learning of elicitation strategies

We will develop a mechanism for the learning of elicitation strategies. The specific deliverable capability will be the reduction in the number of necessary elicitation questions.

The elicitation procedure identifies critical missing knowledge and generates related questions to the user. It allows the control of the trade-off between the speed and accuracy of question selection; its fast version, used during the war games, occasionally misses important questions. We will now develop a mechanism for the learning of elicitation strategies, which will improve the accuracy of selecting questions without sacrificing the speed. It will learn production rules for guiding elicitation, such as “if the size of an auditorium is unknown, then ask about it before other questions.” The training data will include the questions generated during the war games, the users’ answers, and the resulting schedule changes. The system will incrementally learn over time, which will help to obtain critical information early in the elicitation process. Thus, the system will ask fewer questions, which will reduce the human effort involved in training. We expect that this work will lead to novel contributions into the study of elicitation and reasoning under uncertainty, which is an important research area. The lead for this work will be Konstantin Salomatin, who is a Ph.D. student in the Space-Time group, and it will also involve Matt Jennings, who is a full-time research programmer.

Vendor-order learning
We will develop new learning and data-acquisition techniques for the automated selection of vendor orders. The specific deliverable capability will be the automated placement of vendor orders with minimal user participation.

We have implemented a preliminary mechanism for the automated selection of vendor orders, which determines appropriate order changes, ranks them by importance, and suggests them to the user. The implemented mechanism acquires data about vendors by asking related questions during the war games; specifically, it asks the user to enter known vendors, known items offered by each vendor, and their prices. It does not learn the correspondence between conference needs and item types, and we have to encode this correspondence manually; for example, we need to specify which meal types can serve as lunch, and which as dinner. We will now extended this mechanism and investigate related learning techniques, which will allow more effective acquisition of knowledge about vendors.

First, we will automate the order placement; that is, if the user approves of suggested changes, the system will place them automatically rather than asking the user to place them by hand. The implementation of this order-placement procedure is a software-engineering improvement rather than a novel research direction, and it will not involve learning.

Second, we will fully integrate the system with the natural-language processing of vendor messages, which will enable it to keep track of all order placements, changes, and cancellations.

Third, we will develop a mechanism for the learning about the types of goods and services related to conference needs, available vendors, items offered by each vendor, and prices. For example, the system will be able to learn which meal types can serve as lunch and which vendors offer them. We will combine passive learning, based on the analysis of past vendor orders, with active learning by asking questions about specific goods, services, and vendors, and we will integrate it with the current elicitor.
We expect that this work will lead to a significant improvement of the Radar performance in the +L case, and that it will increase the impact of the learning on the performance, since the learned knowledge will enable the system to make appropriate changes to vendor order with minimal user participation. The lead for this work will be Steve Gardiner, and it will also involve Matt Jennings.
Task coordination

We will participate in the task coordination work headed by Stephen Smith. The specific deliverables will include mechanisms for learning task and user models, eliciting additional related data, and resolving conflicts among advice by different task-coordination procedures.

We plan to investigate techniques for task coordination, which will be part of the joint effort headed by Stephen Smith. It will involve close collaboration with other researchers working on this joint effort, including Jaime Carbonell, David Garlan, Geoff Gordon, Bradley Schmerl, Dan Siewiorek, and Asim Smailagic. The purpose is to develop procedures that help the user to prioritize high-level tasks, divide her time between them, and avoid critical mistakes, such as forgetting to optimize the schedule or changing vendor orders before rescheduling. The specific mechanisms developed in the Space-Time group will be as follows.

Ranking of advice and conflict resolution: We will develop a mechanism for evaluating the relative importance of suggestions on task coordination, identifying “emergency” suggestions that require immediate attention, and resolving conflicts among suggestions. We will consider various conflict types, such as different prioritization (“do task 1 first” vs. “do task 2 first”), different relative ordering (“do task 1 before 2” vs. “do task 2 before 1”), and conflicting advice on pruning unimportant tasks (“do task 1” vs. “abandon task 1”). The system will learn the importance of different suggestions, and it will automatically improve its conflict-resolution strategies. This mechanism will allow integration of multiple task-coordination procedures, drawing the user’s attention to the most important tasks, and giving warnings when the user makes a task-selection mistake.
Elicitation of additional data: We will apply elicitation techniques to the task-coordination learning, which will enable the system to identify critical uncertainties in its knowledge of task priorities and planning strategies, and to elicit related additional data. The system will ask advice of expert users during the war games; furthermore, it will experiment with different advice-selection strategies, and identify the best strategies.
Learning of user styles: We will design a mechanism for the learning of strengths, weaknesses, and preferences of individual users, and classifying users by their work styles. First, we will construct the list of standard styles manually, and develop a procedure for identifying the style of each user. Then, we will extend it to identify new styles automatically, by applying unsupervised learning to construct clusters of similar-style users. We will combine passive learning by observing the user behavior with active learning by asking users about their preferences. It will help the system to adjust to the styles of specific users, plan appropriate collaboration with each user, and prioritize related tasks.
We expect that the task-coordination work will improve the user experience during the war games and tests, and that it will also improve the test performance, by helping the subjects to make appropriate use of the available tools. We also expect that it will lead to novel research contributions in the area of mixed-initiative planning and learning. We plan to recruit a new Ph.D. student for this work, and it will also involve Matt Jennings.
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