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ABSTRACT
In this paper, we address the problem of discovering topically meaningful, yet compact (densely connected) communities in a social network. Assuming the social network to be an integer-weighted graph (where the weights can be intuitively defined as the number of common friends, followers, documents exchanged, etc.), we transform the social network to a more efficient representation. In this new representation, each user is a bag of her one-hop neighbors. We propose a mixed-membership model to identify compact communities using this transformation. Next, we augment the representation and the model to incorporate user-content information imposing topical consistency in the communities. In our model a user can belong to multiple communities and a community can participate in multiple topics. This allows us to discover community memberships as well as community and user interests. Our method outperforms other well-known baselines on two real-world social networks. Finally, we also provide a fast, parallel approximation of the same.
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1. INTRODUCTION
Social Networks allow users to stay in touch with friends, relatives and other acquaintances wherever they are in the world. At the same time, they unite users with common interests and/or beliefs through various groups and pages. These groups allow users to share ideas, pictures, posts, activities, events, etc. with other users. This makes them an invaluable source of heterogeneous data that can be exploited to discover relationships among groups of people. An important problem associated with discovering relationships among users in a social network is the automated discovery of communities. A community is a collection of users as a group such that there is a higher degree of 'similarity' among users in the group as against people across groups.

The notion of 'similarity' between users is subjective and has been addressed differently in previous works. Preliminary paradigms treated communities as densely connected components in the network. They postulated that real networks are not random, but display inhomogeneities leading to a high level of order and organization with high concentrations of edges within special groups of vertices (communities), and low concentrations between these groups. This is often referred to as the notion of “compactness” in community structure. The notion of compactness is important as it reflects a higher level of interaction and social vicinity among members of a community and allows the interpretation of the global organization of the social network as the coexistence of their local structural sub-units (communities) associated with more highly interconnected parts. Such an interpretation is also desirable for explaining local cliques that people find themselves in their daily lives, for example in people’s personal relationships, in corporate organizations and in scientific research activities.

Using this interpretation of communities, methods like cut-based graph partitioning, local agglomerative/divisive clustering, centrality based and Clique percolation methods (CPM) have been suggested to optimize different notions of compactness. While these works gained rapid popularity, a drawback in most of these models (with exceptions) is that they involve a hard partitioning of nodes, and do not allow users to have memberships in multiple communities. However, today, it is understood that users in a social network rarely belong to only one community: for instance the same individual usually has family, friend, and colleague affiliations in different social circles.

Further, in the context of social networks, communities have become synonymous to interest groups providing people interested in similar topics common forums. In fact, these ideas have now found explicit existence and dedicated nomenclature in Google+ “circles” or Facebook “smart lists”. Finally, early works that only considered the underlying graph structure were also handicapped as they did not account for node properties such as user interests which can be easily gauged from the text associated with the network.

On the other end of the spectrum, there have been purely user-content based works to cluster users into communities like CUT. In fact, neither information alone is satisfactory in determining the community memberships: the link
information is often sparse and noisy and results in a poor partition of networks. On the other hand, the irrelevant content attributes significantly mislead the process of community detection. It is therefore important to combine link and content information for community detection in networks. At the same time it is also important to retain the notion of compactness as we wish to exploit the inhomogeneous structure of social networks and discover individuals contained in communities that are not just topically similar but are closely knit and share communications.

Several mixed-membership models for community discovery have been proposed to incorporate structural and/or user-interest information in social networks. A significant reason for the success of these models is that they enable us to incorporate domain knowledge by modeling a complex set of factors responsible for generating the data as latent variables. Inferring the posterior often allows the discovery of unseen structures and intricate relations between entities. For example, social network users are often modeled as having distributed membership over a set of communities or a set of topics (user-interests), and a community itself as a distribution over topics (community-interests).

Broadly, all of these models fall under one of two modeling paradigms. The first paradigm (MMSB\(^1\), Link-PLSA-LDA\(^13\), Topic-Link LDA\(^11\) and RTM\(^3\)) draws a vector of community memberships for the two candidate entities (documents or users) and typically makes a Bernoulli draw for a binary link between them using a notion of similarity between the community membership vectors. These methods directly model the adjacency matrix leading to a \(\Omega(U^2)\) latent variables, where \(U\) is the number of users (nodes) in the network. This can be too large for real-world social networks. The second paradigm (CART\(^17\) and various TURCM models\(^19\)) implicitly assumes a link between the sender and the recipients for every post in the social network and extends the author-topic model\(^18\) to model community memberships for the sender-recipient pair for every message. This significantly increases the number of parameters to be estimated to \(O(U^2C)\) where \(C\) is the number of communities. This too, can be large for real-world social networks.

Note that CUT\(^24\) purely models content and MMSB\(^1\) purely models linkage. CART\(^17\) and TURCM models\(^19\) claim to combine both but do not model compactness.

Further, while the first paradigm assumes that users that are interconnected share similar interests, the second paradigm posits that users that actively talk about similar topics are connected with each other. Neither is always true in the real world. In real world social networks, there are users who are members of communities but do not actively contribute in them. Also, there are members who may be vocal about the same topics but may not be connected at all. As we will later see in our evaluations on real-world datasets, previously suggested latent variable models following the two paradigms do not conform to the notion of compactness in social networks. This often leads to cases when the individuals contained in a community may not share much communication and, as such, may not actually reflect a community in the ‘traditional’ sense. Finally, all the aforementioned latent variable models work on binary (link or no-link) networks.

In this paper, we propose a framework to use integer-valued weights in the networks. We believe that this is intuitive in a real-world setting where the strength of interaction between users can be measured as the number of common friends or followers, number/length of documents exchanged, number of comments or likes on same thread, etc. We represent the integer-weighted network efficiently as a bag of users; each user is herself represented as a bag of her neighbors. We use this representation to present a mixed membership model that can discover compact communities. Next, we extend both the representation and the model to incorporate the content information leading to compact yet topically consistent communities. We believe that with our approach, it would be possible to “zoom” into the network and uncover not only the communities but also the interests of the communities and its members. Hence, it would provide a tool to identify and interpret local organizations in large networks that are not only topologically compact (based on graph structure) but also semantically aligned (based on topics discovered). We show improvements over previous methods in terms of held-out perplexity, several compactness metrics and on a link prediction task.

As another contribution, we also provide a faster, efficient parallel implementation of the method and illustrate its speed-up over the sequential counterpart.

2. NOTATION

Let a (text associated) social network (TSN) be defined as a network where every edge is associated with a set of text documents. Let \(U\) be the set of users (nodes) in the TSN. Let \(N_u\) be the set of neighbors of user (sender) \(u\) \(\in\) \(U\). For a given user \(u\) \(\in\) \(U\) and its neighbor \(r\) \(\in\) \(N_u\), let \(S_{ur}\) be the strength of interaction between \(u\) and \(r\) and \(D_{ur}\) be the set of documents sent by \(u\) to \(r\). Then, \(D_u = \bigcup_{r\in N_u} D_{ur}\) is the set of all documents authored by \(u\). Let \(W_d\) be the multi-set of words in a given document \(d\). We note that a document can be sent to multiple users (recipients) at the same time. Let \(R_d\) be the set of recipients for a given document \(d\). Let the vocabulary set be \(V\). Also, let the cardinality of all these sets (in boldface) be represented by their corresponding capitalized symbols. Overall, let \(\Delta_u\) be the (weighted) degree of node \(u\) where \(\Delta_u = \sum_{r\in N_u} S_{ur}\).

We experimented with various definitions of \(S_{ur}\) as discussed before and found that \(S_{ur} = D_{ur}\) i.e. setting strength of interaction as the number of documents exchanged between the users works best. Assume this setting henceforth.

3. NET-LDA: THE NETWORK MODEL

The idea of transforming the input representation for a better task-specific performance is not new\(^9\). A well-known example of this idea is the bag-of-words representation for a document, in which each document is seen as an exchangeable collection of words. This representation has proven to be effective in various NLP tasks such as topic modeling. We propose an alternate representation to model the link structure of a social network that explicitly takes into account the entire neighborhood of every user. By doing so, we can better model the inhomogeneity of structure in social networks and lead to more compact communities.
As the name suggests, Net-LDA closely follows the modeling scheme in LDA [2] to model the network structure. To model neighborhoods in the underlying graph, we translate the network to a document corpus and argue that an LDA model on the newly constructed corpus discovers communities in the social graph just as LDA discovers topics in a document corpus. Each user in the network is represented by a document in this alternate representation and the list of all the users interacting with it forms the words in the document (replicated as many times as the integer weight of the edge connecting them). Formally, let every user \( u \) be characterized by a network interaction footprint (NIF), a document representing all its interactions with other users in the network: \( \text{NIF}(u) = \bigcup_{r \in \mathcal{N}_u} \{r, r, \ldots, S_{ur} \text{ times}\} \) and \( \cup \) represents the multi-set union (i.e. each interacting user \( r \in \mathcal{N}_u \) is represented \( S_{ur} \) times in the NIF document). For example, in a dummy network where user \( A \) sends two documents to user \( B \), three documents to user \( C \) (and no more documents to other users), the network interaction footprint of \( A \) (document representing \( A \)) is \( \{B, B, C, C, C\} \). Note that because of this transformation, we only need \( \theta(\sum_u \Delta_u) \) space to represent the graph (instead of \( \Omega(U^2) \)).

The network interaction footprints of the users are represented as random mixtures over latent community variables. Each community is in turn defined as a distributions over the interacting users \( r \). This idea is analogous to LDA where the network interaction footprint is a document, interactions are words in that document and communities are latent topics. Just as LDA clusters similar words into one topic, this extrapolation would cluster users with similar neighborhoods in one community. This can also be seen as soft clustering (e.g. Soft K-Means) on the adjacency matrix of the graph. This makes the communities detected by Net-LDA “compact”. Technically, this occurs due to the sparsity induced by the Dirichlet prior. The sparsity through the user-community Dirichlet prior penalizes the model for using many topics for a document. This ensures that all the neighbors of a node have slightly higher odds to belong to the same community. This, in turn, makes the community structure spatially “compact”. On the other hand, the sparsity induced by the community-neighbor Dirichlet ensures that the user (document) is assigned to only a few communities (topics). This conforms to real world scenarios where users are typically members of a small number of communities. Note that this model has \( \theta(\sum c \Delta_c) \) latent variables, which is much smaller than \( U^2 \) in models following paradigm 1 (e.g. MMSB) for real-world (sparse) networks. Further, this model has \( \theta(UC) \) parameters which can be efficiently estimated and is a reduction over \( \Omega(U^2) \) parameters as in models following Paradigm 2.

4. SN-LDA: THE SOCIAL NETWORK MODEL

In the social network literature, previous works [8] have shown success in combining local (node-based) features with neighborhood features for various graph mining tasks. In order to account for the spatial as well as topic-coherence of communities discovered, we represent the TSN as a collection of users, where each user is represented as a bag of one hop neighbors and a bag of documents authored by the user.

We further augment Net-LDA with content information. To achieve this, we associate every user with a multinomial distribution \( \phi \) over communities. This distribution gives the membership of the user in every community. We define a topic to be a semantic theme represented as a multinomial distribution \( \phi \) over words. We associate topics with the communities and hence model communities as a multinomial distribution \( \theta \) over the topics of interest amongst users in the community. This can help us determine key topics prevailing in a community and can be useful in locating/searching communities on given themes and interests. Just as in Net-LDA, we represent the user as a distribution \( \pi \) over the community space and communities as a distribution \( \eta \) over the space of interacting users. The plate notation is given in Figure 1 and generative story below. Here \( \text{Dir}_X(\alpha) \) denotes a \( X \)-dimensional symmetric Dirichlet with scalar parameter \( \alpha \) and \( \text{Mult}(\cdot) \) denotes the discrete multinomial. The sender, neighbor (recipient) and words are observed. The communities and topics are latent.

1. For each topic index, \( 1 \leq k \leq Z \), sample a \( V \) dimensional multinomial, \( \bar{\phi}_k \sim \text{Dir}_V(\beta) \).

2. For each community index, \( 1 \leq c \leq C \):
   (a) Sample a \( U \) dimensional multinomial \( \bar{\eta}_c \sim \text{Dir}_U(\delta) \).
   (b) Sample a \( Z \) dimensional multinomial \( \bar{\theta}_c \sim \text{Dir}_Z(\alpha) \).

3. For each user \( u \in U \), sample a \( C \) dimensional multinomial, \( \bar{\pi}_u \sim \text{Dir}_C(\gamma) \).

4. For each user \( u \in U \):
   (a) For each document \( d \in D_u \) sent by sender \( u \):
      i. Draw community assignment \( C^i_{ud} \sim \text{Mult}(\bar{\pi}_u) \).
      ii. For every word \( w \in W_u \):
         - Draw topic assignment \( Z_{udw} \sim \text{Mult}(\bar{\theta}_{C^i_{ud}}) \).
         - Draw word \( X_{udw} \sim \text{Mult}(\bar{\phi}_{Z_{udw}}) \).
   (b) For each neighbor \( r \in \mathcal{N}_u \):
      i. For each document \( d \in D_{ur} \):
         - Draw community assignment \( C^2_{urd} \sim \text{Mult}(\bar{\pi}_u) \).
         - Draw neighbor \( R_{urd} \sim \text{Mult}(\bar{\eta}_{C^2_{urd}}) \).

Figure 1: Plate diagram of SN-LDA
We hypothesize that while a document is assigned to a particular community, the recipients of the document might still belong to different communities. This necessitates the community variables for the document \( c^1 \) and the recipients \( c^2 \) to be separate. To test this hypothesis, we design another graphical model (we call it Naive SN-LDA) where the community variable is only drawn once for each document. The generative story of Naive SN-LDA can be obtained by replacing 4(b) with 4(a)-iii in SN-LDA as follows:

4(a)-iii. For each recipient \( r \in R_4 \):

- Draw recipient (neighbor) \( R_{urd} \sim Mult(\bar{\eta}_{C,z}^1) \).

We will see in our evaluations that Naive SN-LDA doesn’t do well in practice. This substantiates our hypothesis and justifies the aforementioned modeling choice.

### 4.1 Parameter Estimation

We sample the topic and community assignments from the conditional for the variable given the observations and other assignments using a Gibbs sampling procedure. Let \( C_{ud}^1, C_{ud}^2, Z_{udw}, R_{urd} \) and \( W_{udw} \) be the community, topic, recipient and word assignments for a given user, document and word, as appropriate. Let \( \#b_1, ..., b_A \) be the number of times \( b_i, 1 \leq i \leq A \) is generated along with the combination of \( \#i \), \( 1 \leq i \leq v \) excluding the instance \( i \). Also, \#c,ud is the number of times topic \( z \) is assigned to words in community \( c \) for user \( u \) in document \( d \). The Gibbs sampling equations are given below.

\[
P(C_{ud}^2 = c^2 | C_{udw}^1, \sim) \propto \left( \frac{\# c^2, \sim - \# c^2, ud - \# c^2, \sim, - \# c^2, \sim, - ud + \delta}{\sum_{c} \# c^2, \sim, c + \delta} \right) \times \frac{\# c^2, \sim, c + \delta}{\sum_{c, c'} \# c^2, \sim, c + \delta}
\]

\[
P(C_{ud}^1 = c^1 | C_{udw}^1, \sim) \propto \left( \frac{\# c^1, \sim - \# c^1, ud - \# c^1, \sim, - \# c^1, \sim, - ud + \gamma}{\sum_{c} \# c^1, \sim, c + \gamma} \right) \times \frac{\# c^1, \sim, c + \gamma}{\sum_{c, c'} \# c^1, \sim, c + \gamma}
\]

\[
P(Z_{udw} = z | Z_{udw}, C_{ud}^1 = c^1, C_{ud}^2, \sim) \propto \left( \frac{\# d, c^1, \sim - \# d, c^1, ud - \# d, c^1, \sim, - \# d, c^1, \sim, - ud + \alpha + i}{\sum_{d, c} \# d, c^1, \sim, d + \alpha + i} \right) \times \frac{\# d, c^1, \sim, d + \alpha + i}{\sum_{d, c, d'} \# d, c^1, \sim, d + \alpha + i}
\]

A single iteration of the sampler performs \( O(DC + DW) \) computations to model the texts (Let \( D \) be the total number of documents and \( W \) be the total number of words in the TSN) and \( O(C \sum_{c} \sum_{u} \sum_{S_{ud}}) \) computations to model the network. Hence, the sampler has a worst time complexity of \( O(DC + DW) + O(C \sum_{c} \sum_{u} \sum_{S_{ud}}) \). The complexity could be significantly high even for moderate size TSNs. Note that this is a longstanding drawback of latent variable models.

### 5. PARALLEL SN-LDA

The Gibbs Sampling procedure utilized by our model makes multiple passes at the data and hence, does not scale to real-world data sizes. An obvious solution to address this issue is to distribute the learning over multiple processors. Next, we provide a parallel implementation of SN-LDA that has theoretical guarantees of convergence and also does well in practice.

The approach for the parallel variant (inspired from Distributed LDA\[14\]) is to split the data (social network) roughly equally into \( P \) processors. Each processor is roughly (randomly) assigned \( U/P \) users (along with their network interaction footprints and all the documents authored by the users). All the sufficient statistics in the previous Gibbs sampler \( \#b_1, ..., b_A \forall a, b, A, B, i \) are also distributed with each processor keeping a local copy. Moreover, the parallel version also keeps a copy of the four distributions \( \phi \), \( \pi \), \( \varphi \) and \( \eta \) on each processor. Appropriate priors are introduced to bind these distributions globally. For instance, a global hierarchy of word-topic distributions \( \phi_{iz} \) and a topic dependent strength parameter \( \phi_{iz} \) is placed over the local word topic distributions \( \phi_{iz} \). Likewise, \( \pi \), \( \varphi \) and \( \eta \) are also distributed. The model on each processor essentially is an SN-LDA model. Figure 2 shows the Bayesian model reflecting this structure. The generative process for the model is:

Pseudocode of Parallel SN-LDA is given in Algorithm\[4\].

Processors concurrently perform Gibbs sampling on the local data partition followed by a global update of the counts. Local variables \( C_{udp}, C_{uardp} \) and \( Z_{udwp} \) are inferred locally and the global variables \( \gamma_p \), \( \theta^1_p \), \( \theta^2_p \), \( \phi^1_p \) and \( \phi^2_p \) are then inferred globally after the local processing finishes on all processors. Here, we employ an auxiliary variable method\[5\] to sample both the local and global variables. Please refer to the appendix for the Gibbs sampling equations.
We evaluate the strength of inter-connections in the community structure by computing various compactness metrics like normalized-cut [20] and fuzzy modularity [10] of the community structure discovered. Normalized-cut measures the degree of disassociation between groups by computing the cut cost as a fraction of the total edge connections to all the nodes in the graph. On the other hand, modularity [15] was specifically designed as a measure of compactness for community structure. It assumes that a good division of the network is one in which the number of edges between groups is smaller than expected. Since we perform a fuzzy partition of the network, we will instead use a fuzzy variant called Fuzzy Modularity $Q_f$ introduced in [10]. Along with these two measures, we will also use other community quality evaluation measures from the graph clustering literature such as Average link $J_{al}(C)$ and Rouben’s measure $J_{rn}(C)$ [23]. Next, we pick the task of link prediction and show improvements over baseline models. Finally, we demonstrate speed-up of the parallel variant of SN-LDA over its sequential counterpart in terms of various compactness measures, perplexity and link-prediction accuracy.

A key step in such parametric approaches is choosing the hyper-parameter values. A common heuristic is to pick the values that minimize held-out perplexity on a validation set. A quick investigation on the two datasets showed that setting the number of topics to 15 and number of communities to something between 10 to 12 roughly leads to optimality. Hence, we use the setting $Z=15$, $C=12$ in our experiments. In line with other topic modeling works, we set $\alpha = 0.1$, $\beta = 0.01$, $\gamma = 0.01$ and $\delta = 0.01$ in our SN-LDA implementation. For parallel SN-LDA, guided by the set-up in previous works [14] we set $a = \frac{5 \times (P-1)}{P C}$, $b = 1$, $c = 2$, $d = 0.1$, $e = \frac{W_{k}(P-1)}{P}$, $f = 1$, $g = \frac{W_{k}(P-1)}{P C}$, $h = 1$, $a = \frac{2}{P}$, $\beta = \frac{2}{P}$, $\gamma = 0.1$ and $\delta = \frac{2}{P}$. Gibbs sampling was carried out by starting with a random assignment to all the latent variables and using the corresponding update equations to compute fresh values over a large burn-in period (first 1000 iterations). When this distribution stabilizes, sufficient number of samples were taken at regular intervals (every 5th iteration for next 4000 iterations) to avoid correlation.

6.3 Results

6.3.1 Qualitative Analysis

For our first analysis, we intend to qualitatively corroborate our intuition that communities are formed when users with similar interests aggregate together. We first give a view of top words for a few sample topics discovered by SN-LDA on the Enron corpus in Table 1. As many as 10 out of the 15 topics can be recognized as popular and sensible topics of discussion in Enron like power, gas, etc. Similar visualization is possible for the twitter datasets where we obtain topics like Internet, Stock Markets, Web, News, etc.

Next, we illustrate intuitively the utility of such a probabilistic model. For instance, we can compute the distribution over topics for a particular user showing the things that she is primarily interested in (See Figure 3b). [12] showed how one can discover social roles of people by associating words with users through their community memberships and the corresponding community-topic distribution. In Table 2 we give top words for a few roles using the Enron corpus. From these words we can see that social roles are nothing but work profiles for people working in Enron, like management, en-

---

Algorithm 1: Parallel SN-LDA Implementation

Initialize: All Local and Global Variables;  
while !(Termination Condition) do  
for each processor $p$ in parallel do  
Sample $c_v, c_z, z$ locally using the local data partition  
Sample $\gamma_p$ locally;  
end  
Synchronize;  
Sample global variables $\theta_v, \theta_z, \eta_v, \eta_z, \phi_k$ and $\phi_z$;  
Broadcast global variables $\theta_v, \theta_z, \eta_v, \eta_z, \phi_k$ and $\phi_z$;  
end

The average case time complexity of one iteration of the Gibbs sampler (both local and global updates) is $O((X+M)/P + M)$ where $X = DC + WZ + C \sum_v \sum_{v \in N_v} S_{uv}$ and $M = ZW + CU + CZ$. This is an improvement over the sequential implementation when $P \geq O((X+M)/M)$. Note that this is an average case analysis and assumes that all the processes run at the same speed and the data is uniformly (and roughly equally) divided across machines. Our evaluations show that the technique works well in practice.

6. EVALUATION

6.1 Datasets

In our experiments, we perform a comparative evaluation of Net-LDA and SN-LDA against baseline models (CUT, TUCM, TURCM-1, TURCM-2, Full TURCM, CART and MMSB) on two real-world datasets: first, is the publicly available Enron Email corpus[2] and secondly, a subset of the collection of tweets crawled from Twitter over a 7 month period (June 1 - Dec 31, 2009). The Enron dataset contains email exchanges from about 150 employees, mostly senior management. On the other hand, Twitter is a social networking and micro blogging service where users communicate by short text messages (up to 140 characters) called ‘tweets’. Follower relationships impose an underlying graph structure. The Twitter dataset used has 5405 nodes, 13214 edges and 23043 posts. The posts were preprocessed and stemmed appropriately. We choose these two datasets for the diversity and challenges they bring along with them. While Twitter imposes a restriction on the length of posts, the number of followers of a user can run into millions. In a social network, such nodes (users) are sometimes called ‘star nodes’. This is a case when the graph is dense but the associated content is much smaller. On the other hand, while the Enron dataset has fewer nodes, emails can be arbitrarily long; case of a sparse graph but rich content. Scaling a technique that integrates both content and link to such diverse social networks is an important challenge.

6.2 Experimental Design

As we discussed before, our definition of communities lays emphasis on two criteria: how tightly users in a community are inter-connected and how strongly users in a community share interests. Hence, we firstly give a qualitative evaluation of the communities and try to argue how topics and links combine to produce communities effectively.

[http://www.cs.cmu.edu/~enron](http://www.cs.cmu.edu/~enron)  
to estimate community memberships and topical interest of dominant topics in community. 93, it was found that topics 14 (Stock Markets) is the dominant topic in community 4 (see Figure 3b), which is the primary community for user 93. It shows that this user is primarily interested in topic 14 (Stock Markets) and also likes topics 4 (Internet). Recall that topics 14 and 4 were strong interests of the communities (community 4 and 6) the user had a high membership in. This analysis is useful in finding individual user's interests and tastes. This kind of analysis supports our hypothesis that users tend to communicate frequently over certain topics (based on interests) and form communities based on those interests. This also illustrates the power of SN-LDA over the plain Net-LDA model.

### 6.3.2 Community Quality Analysis

Next, we present our first quantitative results for evaluating the goodness of communities obtained on the compactness metrics previously defined and compare Net-LDA and SN-LDA against state-of-the-art methods. Tables 3 and 4 show the comparison on both datasets. To establish consistency of the method for various parameter values, table 4 shows the fuzzy modularity comparison for different numbers of communities (Z fixed to 15). Both Net-LDA and SN-LDA show much better scores than the baselines, suggesting that our models have detected more spatially compact communities. Also, as expected SN-LDA shows an improvement over Net-LDA due to its additional power of accounting for integer-valued graphs. Naive SN-LDA does not perform well. This substantiates our modeling choice for drawing communities based on those interests. This also illustrates the power of SN-LDA over the plain Net-LDA model.

### Table 2: Social Roles discovered by SN-LDA on Enron

<table>
<thead>
<tr>
<th>Position</th>
<th>Office</th>
<th>Power</th>
<th>Crisis</th>
<th>Gas</th>
<th>Trading</th>
<th>Gas</th>
<th>Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>analyst</td>
<td>backup</td>
<td>gas</td>
<td>city</td>
<td>enron</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>associate</td>
<td>plan</td>
<td>california</td>
<td>hou</td>
<td>energy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>capacity</td>
<td>seat</td>
<td>power</td>
<td>gas</td>
<td>paso</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>california</td>
<td>business</td>
<td>ect</td>
<td>trading</td>
<td>ng corp</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>company</td>
<td>work</td>
<td>energy</td>
<td>california</td>
<td>el</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Network Quality Measures on Enron and Twitter

<table>
<thead>
<tr>
<th></th>
<th>Enron Corpus</th>
<th>Twitter Corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N−cut</td>
<td>δ2</td>
</tr>
<tr>
<td>Net-LDA</td>
<td>0.280</td>
<td>1.230</td>
</tr>
<tr>
<td>SN-LDA</td>
<td>0.283</td>
<td>1.416</td>
</tr>
<tr>
<td>NCUT-SM</td>
<td>10.563</td>
<td>0.672</td>
</tr>
<tr>
<td>TURC-M-1</td>
<td>9.584</td>
<td>0.695</td>
</tr>
<tr>
<td>TURC-M-2</td>
<td>8.245</td>
<td>0.701</td>
</tr>
<tr>
<td>PolTURC</td>
<td>8.137</td>
<td>0.921</td>
</tr>
<tr>
<td>LAM</td>
<td>10.375</td>
<td>0.824</td>
</tr>
<tr>
<td>CUT</td>
<td>10.122</td>
<td>0.705</td>
</tr>
<tr>
<td>MMSB</td>
<td>7.980</td>
<td>1.206</td>
</tr>
<tr>
<td>Naive SN-LDA</td>
<td>13.184</td>
<td>0.226</td>
</tr>
</tbody>
</table>

### Table 1: (Manually labeled) Topics for SN-LDA on Enron

<table>
<thead>
<tr>
<th>Management</th>
<th>Engineering</th>
<th>Analyst</th>
</tr>
</thead>
<tbody>
<tr>
<td>contract</td>
<td>maito</td>
<td>pdx</td>
</tr>
<tr>
<td>agreement</td>
<td>dynergy</td>
<td>california</td>
</tr>
<tr>
<td>meeting</td>
<td>electric</td>
<td>cash</td>
</tr>
<tr>
<td>corporation</td>
<td>psa</td>
<td>database</td>
</tr>
<tr>
<td>budget</td>
<td>calinx</td>
<td>meeting</td>
</tr>
</tbody>
</table>

### Table 4: Social Roles/Departmental Structures also have high degree of overlap with the community structure discovered.

In Figure 5, we illustrate for the Twitter dataset that a particular user (user 93) has a membership in community 4 to a high degree in our SN-LDA model. Besides, the model also suggests that the user participates in community 6 to some extent. This analysis gives us an insight to the extent of participation of a user in various social groups. This probabilistic notion of membership has clear advantages in clustering approach taken in many previous approaches for community discovery. Further, topical peaks for a community indicate the dominant topics for that particular community. For example, after looking at the topic proportions for community 4 (see Figure 3b), which is the primary community for user 93, it was found that topics 14 (Stock Markets) is the dominant topic in this community. Also topic 4 (Internet) is the dominant topic in community 6. Now that we know how to estimate community memberships and topical interest of communities, we can also determine the topical interests of the users. Figure 5 shows the distribution over topics for the Twitter user (user 93). It shows that this user is primarily interested in topic 14 (Stock Markets) and also likes topics 4 (Internet). Recall that topics 14 and 4 were strong interests of the communities (community 4 and 6) the user had a high membership in. This analysis is useful in finding individual user’s interests and tastes. This kind of analysis supports our hypothesis that users tend to communicate frequently over certain topics (based on interests) and form communities based on those interests. This also illustrates the power of SN-LDA over the plain Net-LDA model.

### 6.3.2 Community Quality Analysis

Next, we present our first quantitative results for evaluating the goodness of communities obtained on the compactness metrics previously defined and compare Net-LDA and SN-LDA against state-of-the-art methods. Tables 3 and 4 show the comparison on both datasets. To establish consistency of the method for various parameter values, table 4 shows the fuzzy modularity comparison for different numbers of communities (Z fixed to 15). Both Net-LDA and SN-LDA show much better scores than the baselines, suggesting that our models have detected more spatially compact communities. Also, as expected SN-LDA shows an improvement over Net-LDA due to its additional power of accounting for user interests while discovering communities. It is interesting to note that Net-LDA shows an improvement over MMSB; another model for community detection using link structure in graphs, which suggests that our modeling scheme for networks models compactness in a better manner for integer-valued graphs. Naive SN-LDA does not perform well. This substantiates our modeling choice for drawing separate community labels for content and link modeling.

To reiterate our argument, we visualize the community assignments for CART and our two methods on the Enron dataset in figure[1]. We assign each user to his most probable community and rearrange so that all the users assigned to
To begin with, we compute held out perplexity. Perplexity is a measure used to evaluate language models. We compute held out data, and the time taken to learn the models. & performance on the link prediction task and perplexity of the baseline models. Herein, we make a 60-40 split of all documents. We learnt our model parameters from the 60% training split and trained SVM to predict links (if there is a document exchange in Enron) between user pairs on the test-split, using user-community-membership profiles as the feature vectors. Table 5 shows that both NetLDA and SN-LDA outperform the baselines on both datasets further confirming our hypothesis.

### 6.3.3 Link prediction

Next, we illustrate performance on a supervised link prediction task. Link prediction is closely related to communities. In fact, community information is often included in similarity-based link prediction methods [21] with an implicit assumption that two nodes in the same community are more likely to be connected. However, we believe that this assumption would fail if the communities were not spatially compact. Hence, we provide performance on the link prediction task as another evaluation of our models. For this, we made a 60-40 split of all documents. We learnt our model parameters from the 60% training split and trained SVM to predict links (if there is a document exchange in Enron) between user pairs on the test-split, using user-community-membership profiles as the feature vectors. Table 5 shows that both NetLDA and SN-LDA outperform the baselines on both datasets further confirming our hypothesis.

### 6.3.4 Parallel SN-LDA

As our final evaluation, we illustrate the speed-up of Parallel SN-LDA over its sequential counterpart. Herein, we are interested in two aspects of performance: the quality of the models learned measured by the compactness metrics, performance on the link prediction task and perplexity of held out data, and the time taken to learn the models.

To begin with, we compute held out perplexity. Perplexity is a measure used to evaluate language models. We compute perplexity using the harmonic mean method proposed in [54].

<table>
<thead>
<tr>
<th></th>
<th>Enron Corpus</th>
<th>Twitter Corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec.</td>
<td>Rec.</td>
</tr>
<tr>
<td>Net-LDA</td>
<td>0.708</td>
<td>0.467</td>
</tr>
<tr>
<td>SN-LDA</td>
<td>0.656</td>
<td>0.527</td>
</tr>
<tr>
<td>TUCM</td>
<td>0.583</td>
<td>0.403</td>
</tr>
<tr>
<td>TUCM-1</td>
<td>0.528</td>
<td>0.329</td>
</tr>
<tr>
<td>TUCM-2</td>
<td>0.512</td>
<td>0.367</td>
</tr>
<tr>
<td>Full TUCM</td>
<td>0.504</td>
<td>0.412</td>
</tr>
<tr>
<td>CART</td>
<td>0.565</td>
<td>0.332</td>
</tr>
<tr>
<td>MMSB</td>
<td>0.590</td>
<td>0.482</td>
</tr>
<tr>
<td>Naive SN-LDA</td>
<td>0.512</td>
<td>0.286</td>
</tr>
</tbody>
</table>

Table 5: Link Prediction Results on Enron and Twitter

Figure 4: Visualizing the community assignments for (a) CART, (b) Net-LDA, (c) SN-LDA on Enron Dataset.
Figure 5: Perplexity Comparisons: Parallel SN-LDA and SN-LDA (a) Text, (b) Link, (c) Overall Perplexity on Enron

Figure 6: Speedup & Comparison of Fuzzy Modularity on (a) Enron, (b) Twitter

Finally, we compute the speed-up efficiency: fractional decrease in training (cpu) time over the number of processors used \( \left( \frac{T_1}{p} T_p \right) \). All simulations have been done on the same architecture and platform. In all models, training is assumed to finish when the held-out likelihoods converge (change in likelihood over consecutive iterations falls below 0.1% of the likelihood in the previous iteration). We chose twitter datasets of various sizes (100, 500, 2500 and 12500 nodes, respectively) and compute the speed-ups with respect to the size of datasets for various number of processors used in Table 6. The consistency of speed-ups across data sizes makes us believe that it should be possible to scale up our technique to datasets of larger size with more processors.

### 7. CONCLUSION

We began by positing that communities are formed by users who communicate on topics of mutual interest, are connected to each other in the social graph and share frequent personal communication. We described a new representation for social networks and used it to propose a mixed-membership model which incorporates both text and link information for community detection in social networks that conforms to the notion of ‘compactness’. When compared against existing methods, our experiments show significant improvements in terms of various compactness metrics and on the link prediction task. We also provide a fast, efficient parallel approximation of the model that scales well in terms of both memory and time. We believe that the scheme of modeling network information as described in Net-LDA can...
be employed to improve various latent variable models previously described in the literature.

APPENDIX

Gibbs Sampling for Parallel SN-LDA:

For parallel SN-LDA the posterior of $Z_p, C^1_p, C^2_p$ given the global variables $\gamma_p, \theta^1_p, \theta^2_p, \eta^{c_p}, \phi^1_p, \phi^2_p$ has the same form as the posterior of $Z, C^1, C^2$ given $\gamma, \beta, \alpha, \delta$ for SN-LDA.

\[
P(Z_p, C^1_p, C^2_p | \gamma_p, \theta^1_p, \theta^2_p, \eta^{c_p}, \phi^1_p, \phi^2_p) \propto \prod_{u \in U_p} \frac{\Gamma(C^1_p + C^2_p + \sum_{s \in \mathcal{C}} \Gamma(\eta^{c_p}))}{\Gamma(\sum_{s \in \mathcal{C}} \Gamma(\eta^{c_p}))} \frac{\Gamma(\sum_{s \in \mathcal{C}} \Gamma(\eta^{c_p}))}{\Gamma(C^1_p + C^2_p + \sum_{s \in \mathcal{C}} \Gamma(\eta^{c_p}))} \prod_{c} \Gamma(\eta^{c_p}) \frac{\Gamma(\sum_{s \in \mathcal{C}} \Gamma(\eta^{c_p}))}{\Gamma(\sum_{s \in \mathcal{C}} \Gamma(\eta^{c_p}))}
\]

Consequently, the sampling equation for the local variables are similar to that of SN-LDA given in equation 1-3 with $\gamma$ replaced by $\gamma_p$, $\alpha$ replaced by $\theta^1_p \theta^2_p$ and $\beta$ replaced by $\phi^1_p \phi^2_p$ and the counts replaced by counts for the given processor.

The auxiliary variable method used to sample the global variables $\gamma_p, \theta^1_p, \theta^2_p, \phi^1_p, \phi^2_p$ here is explained in detail in [5] and [14]. We use the following expression:

\[
\begin{align*}
\frac{\Gamma(a)}{\Gamma(a)} &= \frac{1}{\Gamma(n)} \int_0^1 t^{a-1}(1-t)^{n-1}dt \\
\Gamma(a+n) &= \sum_{s=0}^{n} S(n,s)(a)^s
\end{align*}
\]

where, $S$ is the sterling number of the first kind.

Sampling $\gamma_p$:

\[
P(\gamma_p | \cdot) \propto \prod_{u \in U_p} \frac{\Gamma(C^1_p) \Gamma(C^2_p)}{\Gamma(C^1_p + C^2_p + \sum_{s \in \mathcal{C}} \Gamma(\eta^{c_p}))} \prod_{c} \Gamma(\eta^{c_p}) \frac{\Gamma(\sum_{s \in \mathcal{C}} \Gamma(\eta^{c_p}))}{\Gamma(\sum_{s \in \mathcal{C}} \Gamma(\eta^{c_p}))}
\]

Using equations [4] and [5]:

\[
P(\gamma_p, t, s | \cdot) \propto \prod_{u \in U_p} \left[ t_u^{C^1_p - 1} \left(1 - t_u\right)^{\# U_{c^1_p} + \# U_{c^2_p}} \right] \prod_{c} \left[ S(\# U_{c^1_p} + \# U_{c^2_p}, s_{ucp}) \right] \gamma_p^{c-1} \exp(-d \gamma_p)
\]

This leads to simultaneous sampling equations for $\gamma_p, t$ & $s$:

\[
P(\gamma_p, t, s, | \cdot) \propto \prod_{u \in U_p} t_u^{C^1_p} \prod_{c} \gamma_p^{\eta^{c_p}} \gamma_p^{c-1} \exp(-d \gamma_p)
\]

\[
= \text{Gamma} \left( c + \sum_{u \in U_p} \sum_{c} S_{ucp}; d - C \sum_{u \in U_p} t_u \right) (*)
\]

\[
P(t_u | \gamma_p, t, s) \propto t_u^{C^1_p - 1} \left(1 - t_u\right)^{\# U_{c^1_p} + \# U_{c^2_p}}
\]

\[
= \text{Beta} \left( C_{\gamma_p} + \# U_{c^1_p} + \# U_{c^2_p} \right) (*)
\]

\[
P(s_{ucp} | \gamma_p, t, s) \propto S(\# U_{c^1_p} + \# U_{c^2_p}, s_{ucp}) \gamma_p^{s_{ucp}}
\]

\[
= \text{Antoniak} \left( \# U_{c^1_p} + \# U_{c^2_p} ; \gamma_p \right) (*)
\]

Note that both auxiliary variables can be sampled locally.

Sampling $\eta^c$ and $\eta^{c^2}$:

\[
P(\eta^c | \cdot) \propto \prod_{c} \frac{\Gamma(\eta^c)}{\Gamma(\# U_{c^1_p} + \# U_{c^2_p})} \prod_{r} \Gamma(\# U_{c^2_P} + \# U_{c^2_p}) \Gamma(\eta^c_{cr}) \prod_{c} \eta^c_{cr} \eta^{c^2}_{cr} \exp(-b \eta^c_{cr})
\]

Using the same argument but different auxiliary variables:

\[
P(\eta^c, \eta^{c^2}, t, s | \cdot) \propto \eta^c_{cr}^{1-a-1} \prod_{p} t_{cp}^{a-1} \left(1 - t_{cp}\right)^{\# U_{c^2_P} - 1} \left[ \prod_{c} \frac{\Gamma(\# U_{c^2_P} + \# U_{c^2_p})}{\Gamma(\# U_{c^2_P} + \# U_{c^2_p})} \Gamma(\eta^c_{cr}) \prod_{c} \eta^c_{cr} \eta^{c^2}_{cr} \exp(-b \eta^c_{cr}) \right] (*)
\]
\[ P(\eta^1_r | -) \propto \text{Gamma} \left[ a + \sum_{p,r} s_{crp}; b - \sum_p \log(t_{cr}) \right] \quad (*) \]
\[ P(\eta^2_r | -) \propto \text{Dirichlet} \left[ \delta + \sum_p s_{crp} \right] \quad (*) \]
\[ P(t_{cr} | -) \propto \text{Beta} \left[ \eta^{1,c}_r; \eta^{2,c}_{cr} \right] \quad (*) \]
\[ P(s_{crp} | -) \propto \text{Antoniak} \left[ \eta^{C,RP}_cr; \eta^{1,c}_r \eta^{2}_c \right] \quad (*) \]

Sampling for \( \theta^1_c, \theta^2_c, \phi^1_r \) and \( \phi^2_r \) is similar to \( \eta^1_r \) and \( \eta^2_r \).
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