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1 Introduction

N-terminal acetylation is one of the most common protein ifications in eukaryotes,
occurring on approximately 80%—90% of the cytoplasmic maaiemn proteins and 50%
of yeast proteins (Polevoda al., 2003). In my previous work, | have trained a SVM
classifier to classify the acetylated residues. A yeastsktabtained from (Kiemeat al .,
2005) was used as the training set. | also tested the modehwamramalian protein data
set extracted from the Uniprot which containes 77 mammaliateins with the maximum
similarity of 80%. The polypeptide sequences were firstd¢ated to their N-terminal 40
residues, then | extracted patterns with a sliding windoweferal amino acids. Sparse
coding scheme (Bloret al., 1996) was used for translating the amino acids to 0-1 vecto
as input to the model. Then support vector machine (SVM) vgasl as the training model
and classifier.

In the traditional scheme of dealing with such problems éNvinal modification), posi-
tion 1 is usually used as the target residue; but here | alst #inother experiment using
position 2 as the target residue. The reason why | am doisgctim be explained from
the observation of Figure 1, from which we see that all pesigixamples begin with either
“M” (methionine) or “X” (empty). Thus the information abothie N-terminal methionine
cleavage has been encoded into the patterns if we use po2ias the target residue. A
comparison was made between these two experiments both 85 but different pat-
tern extraction schemes. By doing so | found there is a s@gifiincrease in prediction
accuracy (Figure 2). So the effect brought by the new schem@d-fold: first, it con-
tains N-terminal location information; second, it contaht-terminal methionine cleavage
information, which may affect the acetylation motif to somdent, as previous research
indicates that methionine cleavage occurs ahead of atietylm time (Polevodat al.,
2003). But this hypothesis remains to be verified. In thisgpapwould like to explore this
problem with unsupervised procedures.
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Figure 1. Shannon information (Shannon, 1948) sequencedd§7 acetylation sites, in
the format of extracted patterns. Acetylation is reportedPosition 2 in the logo.
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3 Method: k-Means Clustering with Kernel Tricks

The basic idea is to use clustering on the dataset and sedb@attern extraction method will influ-
ence the unsupervised procedure. Here wekuseans clustering, whereis simply 2. The general
k-means clustering uses Euclidean distance as the distagasune, but it is obviously inappropriate
for the sparse coding scheme. In this case the Euclideaandistwill become the square root of
Hamming distance, which causes evident information loastheErmore, because | used SVM as the
training model, and the distance measure in SVM is repredantterms of kernel function, thus it is
advisable that kernels also be used in the clustering puveed

Kernels can be regarded as generalized dot products (Beretra., 2002), denoted ag(-, -). When

a kernel is introduced, a non-linear feature space is intigliconstructed along with a mapping from
the original space to the new one. Let this mapping be denbtdidus each samplein the original
space is mapped into the feature spac®@s). Given the kernel function, we can compute the dot
product ofz andz’ in the feature space without explicitly solvidygz) and®(z'), i.e.,

k(z,z") = (®(z), (z)).
Basically, all the computation here concerning the distazan be done using kernel.
By definition, the Euclidean distance between two sampleékeésnorm of the difference between
e d(z,2') = o — 2| = /& — o'z — ).
For comparison only, the square root can be cast away,
d*(z,2) = |z —2'|P = (@ -2,z — )

= (z,z) + (=’ 2"y — 2(x,2").



thus we only need to know the dot product to solve the distance

Similarly, we can compute the distance in the feature spaitekernels alone, that is
d?(®(x), ®(x)) = k(z,z) + k(z,2") — 2k(z, z').

In k-means clustering, a key step is to compute the center of easker in each iteration, and
compute the distance between each sample and each centean\e this with kernels as well:
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WhereX ™™  &(x;) is the center of a cluster containing, i = 1,...,m.

Then here comes the problem of kernel selection. First ¢firalbrder to be consistent with my
previous work, | use the RBF kernel. The RBF kernel has tha for

k(z, m') = exp (—fy||m — :c/||2) .

| also employ exactly the same parameter as in the previold &periment, in whichy = 0.14.
Note that for the RBF kernel the dot product of two identieahples is a constant 1, i.&(z, z) = 1.
Thus

d*(®(x), ®(z)) = 2 — 2k(z, 2').

Finally, | would try another interesting kernel. My new kefwill be based on the substitution matrix

Blosum62 used in the sequence alignment. The substitutairixiis computated based on rigorous
statistical theories and contains scores for all possithanges of one amino acid with another. The
equation for calculating a scosga, b) for aligning two residues andb is :

1 Pab

s(a,b) X log h
wherep,;, is the probability that we expect to observe residuesdb aligned in homologous se-
guence alignmentsf,, and f, are background frequencies: the probabilities that weebtpebserve
amino acids: andb on average in any protein sequence. Positive scores meaargative substitu-
tions, and negative scores indicate nonconservative ifutimms. The substitution probability comes
from the homologous aspects of the residues of the proteinstively it stands for some kind of
“distance” between different residues. Then it is natuwatdnsider constructing a kernel from the
substitution matrix. However, to construct a kernel, itéguired that the Gram matrix be positive
definite. Unfortunately Blosum62 itself is not, so we add astant(say, 4) to each element in the
matrix to make it positive definite. And then we can use thigrimas the Gram matrix of the kernel.

4 Experiment

The first two experiments try to find answers to the following guestions:

1. whether the methionine cleavage is related to the adietylmotif;

2. whether the methionine cleavage information is consistdth the acetylation motif to
affect acetylation.

Hereby a sample selection mechanism is introduced. Forrigfiestion, only positive samples are
considered, and they are labeled with whether they begim‘iMt, namely, whether they retain the
N-terminal methionine; for the second question, both pasind negative samples are considered,
and they are labeled with whether they have been acetyldfesvever, in order to neutralize the
location information, | focus on the negative samples thegfito with “M” or “X”, which generally
means they are also at the N-terminus. This yields to abowa®iples altogether. The first two
experiments both use RBF kernels. The third experiment fiing@ &xperiment is performed on the
data used in Experiment 2. It is primarily for exploratoryrpase, | just want to see how this new
kernel works on this problem.



M no M
MCC 0.38 0.94
Sensitivity 71% 100%
Specificity 64% 94%
Specificity on all negative examples| 58% 98%
Sensitivity on UNI-PROT data §1% 84%

Figure 2: Results obtained from SVM classification with eli#fint pattern extraction meth-
ods.

For the sake of comparison, | perform each of the experinmetwtd groups, each group corresponds
to a different pattern extraction scheme. That is, one gimgs position 1 as the target, the other
uses position 2 as the target. | would like to see how muchebeltr“agrees” with the label. Here |
postulate that the clustering procedure could discrireitia¢ natural tendency of the data. The level
of “agreement” is measured by summing up the common parustets and label groups. And | will
perform each set of experiments 10 times and calculate #rage® to avoid accidental outcome.

5 Resultsand Discussion

Figure 5, 6 and 7 illustrate the results we obtained. In eaghdi different curve type corresponds to
different pattern extraction scheme. In Figure 5, the daihe does not vary with the window length

and remains at a low level. Since the samples used in experitrare all positive, it is inferred that

without additional information, the acetylation motif dorot contain information to discriminate

whether N-terminal methionine is retained or not. And treso for the variation of the solid curve
is self-evident, as the first residue in the pattern agretsthve label.

In Figure 6, the solid curve is under the dashed curve moshetitne, which suggests the me-
thionine cleavage information somehow obscures the ntwif discriminates acetylation. It is also
notable that both curves reach their peak when the windogtheis 6, from which we can infer the
approximate range of the acetylation motif is 5 residuear dfte target. Interestingly, this inference
agrees with both the result obtained in (leiual., 2004) and the previously proposed supposition in
(Polevodeet al., 2003).

6 Conclusion

From the result of the experiment, we conclude that N-teamimethionine cleavage is, if not uncor-
related, inconsistent with the acetylation motif to affacetylation; and the improvement obtained
in our previous work mainly results from the N-terminal ltoa information brought by the new
pattern extraction scheme. We also find that clustering imkination with kernel tricks is useful in
exploring motif identification problems, as different kelsican be used in specific problems to re-
trieve more information from the data. Also, the new kermaras working just fine on this problem.

I am looking forward to more powerful kernels for biologigabblems.



5 6 7 8 9 10 11
M|noM M|poM M{noM| M|{noM|{M|noM|M | noM| M | no M
1 |39 36 44 35 35 28 33 34 129 30 | 28 34 |33 31
2 | 57 28 41 34 36 36 31 24 |27 35 28 25 30| 32
3 |46 30 57 31 30 28 |40 34 |32 27 29| 26 |25 32
4 |35 31 49 32 48 31 29 27 30 33 32 30 |32 | 28
5 |34 28 55 28 39 29 32 30 |30 36 | 35 33 20 29
6 | 57 34 33 28 41 35 26 33 29 25 27 32 34 31
7 | 57 26 32 25 36 25 32 31 22 34 | 27 33 24| 3l
8 | 57 32 57 31 30 31 34 28 23 29 34| 27 29 35
9 |57 34 57 29 52 29 25 32 31 28 27 27 26 | 25
10 | 38 29 34 35 34 34 26 31 32 27 24| 29 33 27
Figure 3: Experimental data of Experiment 1.
5 6 7 8 9 10 11
MnoMMnoMMinoM| M  poM|M noM|M|nM|M|nM
1 | 84 87 62 82 |31 85 54| 42 |52 50 |48 | 48 37 55
2179 87 86 86 |3 84 | 47 52 |46 48 |42 52 50 53
3 |50 86 83 85 84| B4 |46 | 47 |53 48 | 48 39 149 39
4 |50 84 81 8 |50 78 |71 84 160 | 41 45 | 47 44 | 48
5 | 86 86 89 88 |83 53 80| 67 |42 | 44 46| 50 |44 | 47
6 | 84 86 84| 85 65 85 83 43 57 56 |36 | 36 |44 | 45
7 | 87 79 50 89 |66 | 83 55 77 |53 46 |53 | 47 |46 42
8 | 85 67 82 86 |50| B84 |62 79 |48 | 48 50| 53 52 50
9 |50 82 84| 85 53 83 14 82 42| 45 |44 | 45 50 51
10 | 83 79 84 8 |8 | 83 61 55 |46 50 | 45 4 49| 47

Average Matching Points
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Figure 4: Experimental data of Experiment 2.
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Figure 5: Result of Experiment 1. Number of average matcipioigts between Clus-
ters(using RBF kernel) and methionine cleavage label group
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Figure 6: Result of Experiment 1. Number of average matcpuwigts between Clusters
(using RBF kernel) and acetylation label groups.
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Figure 7: Result of Experiment 3. Number of average matcpwigts between Clusters
(using Blosum62 derived kernel) and acetylation label gsou



