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ABSTRACT

This paper addresses a text classification task in which the items classified are not natural language documents, but unintelligible texts. We present a new n-gram extraction technique, based on the Ziv-Lempel text compression algorithm. As n-gram based representations result in an extremely high size of the attribute space, we introduce new methods of pruning of this space. We experiment with four techniques of n-gram extraction and pruning, and compare the results using RIPPER on three real-life domains. We used a simple alphabet-reduction technique, which clusters the letters of the alphabet in a classification-oriented manner. The results indicate that the new approaches proposed in this paper are competitive (in terms of classification accuracy) with the A Priori approach, but produce a much smaller feature set. Moreover, alphabet clustering usually leads to better accuracy.

1. Introduction

The goal of this work is to perform document classification on unintelligible data, i.e. documents which cannot be assumed to be written in a natural language. Moreover, the target concept (predefined classes) is based on the “structure” of the documents as opposed to the “content” of the documents. The key of the classification can be based on the detection of certain sub-strings that appear only in all (or almost all) the training examples of a certain class and do not appear (or appear very rarely) in the training examples of the other classes. However, in some circumstances, the classification of a document cannot be done by detecting the presence of a series of sub-strings. From the training examples, it is sometimes impossible to find a sequence of sub-strings that are common to many examples of a class and absent from the training documents of the other classes. A good example illustrating this reality would be a system that classifies the “base64” encoded documents versus all the other types of documents. Even if discriminating sub-strings cannot be found in a “base64” encoded document, the identification of such a document is still feasible. Some other characteristics can be found in each “base64” encoded documents:

· A 64-character alphabet is used.

· There is no space.

· There is a line feed at every 76 characters (typically).

The stated goal of this work presents some challenges with respect to the state of the art in text classification. First, the feature extraction technique used should concentrate on frequent patterns that are proper to the structure of the documents as opposed to the content of the documents. Often, the structural information is located in a header that occupies a limited proportion of the document. Statistical frequencies of those patterns will be diluted with the contextual information. Second, the training documents can be long. This means that the feature extraction will have to be efficient and the extracted patterns will have to be stored using as little memory as possible. Third, we need a mechanism to detect regular structures in documents.
2. Feature Extraction Based on Text Compression

A text compression category called “adaptive dictionary encoders” is based on the idea of replacing a repeated string by a reference to a previous occurrence. Of course, the objective of our work is not to compress text. However, some important characteristics of this family of algorithms can be very interesting from a “feature extraction” point of view. First of all, the adaptive dictionary encoders have the objective to “eliminate” redundancy in order to compress text. In our case, we want to “detect” what is redundant for the purpose of identifying the recurring and discriminating features. The basis of our feature extraction techniques is a text compression algorithm known as LZ78 that was created by Ziv and Lempel. This technique is based on the construction of a tree structure containing unique sub-strings that are the atoms of the text compression (i.e. sub-strings that compose the original text). In the feature extraction perspective, each element (i.e. a sub-string) of the final compression model will be a candidate feature. However, a pruning mechanism has to be available to keep only the features that are significantly frequent. In order to prune infrequent features from the compression model, we introduced two techniques: the complete covering approach and the probabilistic pruning approach.

3. Symbol Clustering

Using a reduced alphabet may improve the relevance of the features in many cases. In some circumstances, if a standard alphabet is used, it is almost impossible to find a discriminating pattern that would be included in all the training documents of a certain class. In general, a reduced alphabet tends to improve feature extraction on “sparse” data. Another advantage in favour of a reduced alphabet is the effect of generalization that it provides. The fact that a subset of characters is mapped to a single character creates the effect of generalization. A reduced alphabet will be more resistant to noise since a character that was not even observed during feature extraction can be valid when mapped in a n-gram of the reduced alphabet.  For the current work, we have decided to use a symbol clustering algorithm that was previously applied by Pierre Dupont and Lin Chase [DC98] and was originally created by H. Ney et al. [NC93]. This symbol clustering technique learns the alphabet reduction from a training corpus for a given number of target symbols. This particular technique is one of many published approaches for symbol clustering, which worked well when applied on the current problem.

4. Results

In our experiment, we compared four feature extraction techniques:

· The Complete Covering Approach with LZ78 Compression.

· The Probabilistic Pruning Approach.

· Apriori N-Gram Extraction. This technique was presented by Johannes Furnkranz [FU98].

· Feature Extraction using SEQUITUR.

SEQUITUR is an algorithm that builds a hierarchical grammar over documents. SEQUITUR was developed by Craig Nevill-Manning and Ian Witten [NW97]. We added a pruning mechanism based on the central limit theorem that selects only the frequent and long rules as features.

Once the features are extracted, we used the rule-based learner RIPPER to induce the classification model. RIPPER was developed by William Cohen [CO95].

We have chosen three test domains to apply our feature extraction and learning algorithms. Those three domains are:

1. Classify e-mail documents versus documents that are not considered e-mail. Damaged or incomplete e-mails are not considered e-mails.

2. Classify BASE64 encoded documents versus documents that do not contain any BASE64 encoded data.

3. Classify GIF images versus bitmap images.

4.1. Effect of the Number of Features on the Classifier Accuracy

We analyzed the effect of feature pruning on each feature extraction technique used. We observed that the quantity of features used does not only affect the time required during the learning phase, but it also affects the accuracy of the classifier. We can observe that the pruning of the complete covering approach is more severe than the other techniques. Nevertheless, this feature extraction technique obtained fairly good results considering the small number of features generated. Intuitively, one would be tempted to believe that the accuracy of the classifier increases with the number of features simply because there are more possible attributes that could be used by the machine learning algorithm. In fact, we have observed that the accuracy of the classifier increases with the number of features but only up to a certain point. After that point, the accuracy of the classifier decreases. In this specific case, all the learning techniques did worse when generating more than 1000 features compared to generating less than 1000 features. Even if RIPPER implements a pruning algorithm that reduces the over-fitting effect, we think that an excessive number of features still affects the accuracy of the classifier.

4.2. Effect of Symbol Clustering on the Classifier Accuracy

We analyzed the effect of symbol clustering on the performance of the classifier for the BASE64 problem. We have tested the feature extraction techniques on a clustered alphabet containing 2, 3 and 10 symbols (or clusters). Clustering the alphabet improved the accuracy of the classifier in the case of documents that have a regular structure without having any distinct discriminating patterns (like BASE64 encoded documents). During feature extraction, the complete covering approach and the probabilistic pruning approaches based on LZ78 compression gave the best performance using clustering. 

4.3. Comparison of the Feature Extraction Techniques

For the e-mail problem, all the techniques are reasonably equivalent in terms of accuracy. The complete covering approach generated fewer features to obtain the same results as the other techniques. This demonstrates that all the techniques have captured and considered the important patterns contained in the e-mail documents.

All the techniques classified the GIF images versus the bitmap images without any problem. Again, the complete covering approach generated fewer features to obtain an accuracy equivalent to the other techniques.

For the BASE64 problem domain, the best results were obtained with a clustered alphabet. If no clustering is used, SEQUITUR gave the best accuracy. When clustering is used, the complete covering approach and the probabilistic pruning approach performed better than the other techniques in terms of accuracy. These techniques generated a reasonable quantity of features because repetition occurred when the clustered alphabet was used. Also, these techniques were able to form indefinitely long sub-strings if repetitions occurred.
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