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1. INTRODUCTION

We present a machine learning approach to selecting the appropriate form and grammatical relation (GR) for a mention of a discourse entity. Should reference be made with a lexical NP, a pronominal NP or a zero anaphor (i.e. an elided mention)? Should a given mention be expressed as the subject of its clause or in some other GR? Since generation frequently involves the reformulation of texts for which we have only a partial understanding representation, e.g. during summarization, we focus on readily identifiable features, and avoid features that require deeper understanding, such as animacy. We compare these results to those obtained by using a non-observable discourse feature, Information Status.

We use decision-tree (DT) tools to construct the conditional probability of a specific GR using a Bayesian learning approach that identifies tree structures with high posterior probability (Chickering et al. 1997). Having selected a DT, we use the posterior means of the parameters to specify a probability distribution over the GRs. In building DTs, 70% of the data was used for training and 30% for held-out evaluation.

2. DATA AND FEATURES

A total of 5,252 mentions from the Encarta electronic encyclopedia and 4,937 mentions from the Wall Street Journal were annotated with the following nineteen linguistic features:

· [ClausalStatus]: Occurs in a main clause, complement clause, or subordinate clause.

· [Coordinated] Coordinated with at least one sibling.

· [Definite] Marked with the definite article or a demonstrative.

· [Fem], [Masc] The mention is unambiguously feminine or masculine (based on morphology or the default word sense).

· [GrRel] The GR of the mention, using a finer-grained set of values than is typically used in computational linguistics to enable us to make stronger claims about the appropriateness of label. The following twelve GRs were used: subject of transitive (ST), subject of copula (Sc), subject of intransitive (non-copula) (SI), object of transitive (OT), predicate nominal (PN), possessor (Poss), preposed PP (Pre), PP complement of NP (PPn), PP complement of adjective (PPa), PP complement of verb (PPv), noun appositive (NA), Other (Oth).

· [HasPossessive] Modified by a possessive pronoun or a possessive NP with the clitic ’s or s’.

· [HasPP] Contains a postmodifying PP.

· [HasRelCl] Contains a postmodifying relative clause.

· [InformationStatus] “Discourse-new” vs. “discourse-old”. The sole non-observable feature annotated.

· [InQuotes] The mention occurs in quoted material.

· [Lex] The inflected form of a pronoun, e.g. him.

· [NounClass] Common nouns, proper names of places (“Geo”), other proper names (“ProperName”).

· [Plural] The head of the mention is morphologically marked as plural.

· [POS] The part of speech of the head of the mention.

· [Prep] The governing preposition, if any.

· [RelCl] The mention is a child of a relative clause.

· [TopLevel] The mention is not embedded within another mention.

· [Words] The discretized word count: {0…5, 6to10, 11to15, above15}.

3. EVALUATION

 DTs were built using all features except the discourse feature [InformationStatus]. The best accuracy when evaluated against held-out test data and selecting the top-ranked GR at each leaf node in the DT was 66.05% for Encarta and 65.18% for WSJ.

Discourse studies (Du Bois 1987, Corston 1996) have shown that certain fine-grained GRs have similar discourse functions. New mentions in discourse, for example, favor SI and OT. To discover such patterns, we counted as a correct decision a GR that matched the top-ranked GR for a leaf node or the second ranked GR for that leaf node, yielding 81.92% accuracy for Encarta and 80.70% for WSJ. Table 1 gives the accuracy of the models compared to the baseline of predicting the most frequent GRs in the training data.

Table 1 Baseline accuracy for selecting grammatical relations

	
	Grammatical rels

in training data
	Accuracy (%)

(baseline in parentheses)

	Corpus
	Top-ranked
	Top two
	Using top‑ranked
	Using

top two

	Encarta
	PPn
	PPn, PPv
	66.05 (20.88)
	81.92 (41.37)

	WSJ
	OT
	OT, PPn
	66.16 (19.91)
	80.70 (35.56)


 DTs were also built for Encarta and WSJ using all features including the discourse feature [InformationStatus]. The feature [InformationStatus] was not selected during the construction of the DT for WSJ. The performance of the DTs for WSJ therefore remained the same as when using only observable features. For Encarta, the addition of [InformationStatus] yielded only a modest improvement in accuracy: rising from 66.05% to 67.32% for selecting the top-ranked GR and from 81.92% to 82.23% for selecting the top two. 

It is not surprising that [InformationStatus] does not make a marked impact on accuracy. Information status is an important factor in determining elements of form, such as the decision to use a pronoun versus a lexical NP, or the degree of elaboration (e.g. a relative clause to aid identification). These elements of form can be viewed as proxies for the feature [InformationStatus]. For example, pronouns and definite NPs typically refer to given entities. Long indefinite lexical NPs are likely to be new mentions, and therefore to favor SI and OT.

3.1 Domain-specificity of the Decision Trees

The DTs built for the Encarta and WSJ corpora differ considerably, as is to be expected for such distinct genres. To measure the specificity of the DTs, we built models using all the data for one corpus and evaluated on all the data in the other corpus, using all features except [InformationStatus]. Table 2 gives the accuracy and baseline figures for this cross-domain evaluation. The DTs perform well above the baseline.

Table 2 Baseline accuracy for selecting
grammatical relations

	
	Grammatical rels

in training data
	Accuracy (%)

(baseline in parentheses)

	Train-Test
	Top-ranked
	Top two
	Using top‑ranked
	Using

top two

	WSJ-Encarta
	OT
	OT, PPn
	66.32 (15.90)
	79.51 (36.58)

	Encarta-WSJ
	PPn
	PPn, PPv
	61.17 (15.98)
	77.64 (31.90)


Table 3 gives a comparison of the accuracy of DTs applied across domains compared to those constructed and evaluated within a given domain. The extremely specialized sublanguage of Encarta does not generalize well to WSJ. In particular, when selecting the top-ranked GR, the most severe evaluation, training on Encarta and evaluating on WSJ results in a drop in accuracy of 6.15% compared to the WSJ within-corpus model. DTs built from WSJ data do generalize well to Encarta, yielding a modest 0.41% improvement in accuracy over the Encarta within-corpus model. Since the Encarta data contains 5,252 mentions and the WSJ data 4,937 mentions, this effect is not simply due to differences in the size of the training set.

Table 3 Comparison of cross-domain accuracy
to within-domain accuracy

	Training and evaluation
	Top-ranked
	Top two

	Train on Encarta, evaluate on WSJ
	61.17
	77.64

	Train on WSJ, eval. on WSJ
	65.18
	80.70

	Relative difference in accuracy
	-6.15
	-3.74

	
	
	

	Train on WSJ, eval. on Encarta
	66.32
	79.51

	Train on Encarta, eval. on Encarta
	66.05
	81.92

	Relative difference in accuracy
	+0.41
	-2.94


3.2 Combining the Data

Combining WSJ and Encarta data into one dataset yielded mixed results. The peak accuracy for the combined data is greater than the domain-specific peak accuracy for WSJ, but less than the domain-specific peak accuracy for Encarta for both the top-ranked and the top-two GRs. Selecting the top-ranked GR for the combined data yielded 66.01%, compared to the Encarta-specific accuracy of 66.05% and the WSJ-specific peak accuracy of 65.18%. Selecting the top two GRs, the peak accuracy for the combined data was 81.39%, a result approximately midway between the corpus-specific results obtained above (81.92% for Encarta and 80.70% for WSJ).

The WSJ corpus contains a diverse range of articles, including op-ed pieces, financial reporting, and world news. The addition of the relatively homogeneous Encarta articles appears to result in models that are even more robust than those constructed solely on the basis of WSJ data. The addition of the heterogeneous WSJ articles, however, dilutes the focus of the model constructed for Encarta.

4. CONCLUSION

There are two typical scenarios for natural language generation. In the first scenario, language is generated ex nihilo: a planning component formulates propositions on the basis of a database query, a system event, or some other non-linguistic stimulus. The information status of referents is known, since the planning component has selected the discourse entities to be expressed, so the abstract discourse feature [InformationStatus] could be used to guide the selection of the GR.

The second scenario, involves reformulating existing text, e.g. for summarization or machine translation. Linguistic analysis of the input will most likely have resulted in a partial understanding of the source text. In particular, the information status of mentions will be uncertain or unknown. As shown in section 3, the accuracy of DTs built without [InformationStatus] is comparable to the accuracy of those built with the feature since superficial elements of the form of a mention are motivated by the information status of the referent.

Why do writers occasionally place mentions in statistically unlikely positions? One possibility is that they do so for stylistic variation. Another intriguing possibility is that statistically unusual occurrences reflect pragmatic markedness, i.e. that the occurrence of mentions in statistically unlikely positions reflects interesting properties of the discourse. Lexical NPs, for example, can be used for previously mentioned discourse entities (where a pronoun is also possible) if there is a discourse boundary Fox (1987). By examining the mentions that occur in places not predicted by the models, we might gain useful insights into discourse structure.

REFERENCES

Chickering, D. M., D. Heckerman, and C. Meek, “A Bayesian approach to learning Bayesian networks with local structure,” In Geiger, D. and P. Punadlik Shenoy (eds.), Uncertainty in Artificial Intelligence: Proceedings of the Thirteenth Conference, 80-89. (1997).

Corston, S. H., Ergativity in Roviana, Solomon Islands, Pacific Linguistics, Series B-113, Australia National University Press: Canberra, (1996).

Du Bois, J. W., “The discourse basis of ergativity,” Language 63:805-855, (1987).

Fox, B.A., Discourse structure and anaphora, Cambridge Studies in Linguistics 48, Cambridge University Press, Cambridge, (1987).







PAGE  

