Over the next decades, embedded vision systems will become part of an increasing number of applications that include autonomous or semi-autonomous vehicles, consumer electronics (cameras and mobile phones), and toys. Because of their limited payload capacity and energy capacity, toys, micro-UAVs, and small domestic robots cannot use active imaging sensors and must rely on passive cameras and vision for navigation, obstacle avoidance, and object/target recognition. We describe an implementation of a complete vision/recognition system on a single low-end Field-Programmable Gate Array (FPGA), which can be the basis of low power, lightweight, and low cost vision systems for the above applications.

The design requires no external hardware, other than a few memory chips, and can be integrated onto a small 5 × 5 cm printed circuit board. The system is programmable, and can implement any vision system in which the bulk of the computation is spent on convolutions with small-size kernels. The design is specifically geared towards Convolutional Networks [5, 6], but can be used for many similar architectures based on local filter banks and classifiers, such as HMAX [11, 8], and HoG methods [2].

Convolutional Networks (ConvNets) are feed-forward architectures composed of multiple layers of convolutional filters, interspersed with point-wise non-linear functions [5, 6]. ConvNets are used in several commercial and experimental applications, including video surveillance, OCR [6], face/person detection [3, 9], object recognition [10], and robot navigation [7, 4]. Because they can easily be trained for a wide variety of tasks, ConvNets have many potential applications in micro-robots and other embedded vision systems that require low cost and high-speed implementations.

Pre-trained ConvNets are algorithmically simple, with low requirements for memory bandwidth and arithmetic precision. Several hardware implementations of ConvNets have been proposed in the past, including on FPGAs [1], but fitting it into the limited-capacity FPGAs of the time required the use of extremely low-accuracy arithmetic. Modern FPGAs have considerably higher capacity as well as large numbers of hard-wired multiply-accumulate units.

The system described here is a programmable ConvNet processor, which can be thought of as a RISC (Reduced Instruction Set Computer) processor, with an instruction set that matches the elementary operations of a ConvNet. These elementary operations are highly optimized, and make extensively use of the parallelism inherent in the hardware. Implementing a particular ConvNet simply consists in compiling a set of instructions for this RISC processor. This provides a high degree of flexibility. The entire system uses a single low-end Xilinx Spartan-3A DSP 3400 FPGA with an external DRAM module, and no extra parts. A ConvNet face detection system was implemented and tested. The face detector runs at 4 frames per second at 512 × 384 resolution in the Xilinx development board. The speed is entirely limits by the narrow memory bandwidth available on the development board. Performance with the custom board being designed is expected to reach 20 frames per second, corresponding to an average performance of about 8 × 10^9 connections per second.
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