Using Word-level Features to Better Predict Student Emotions during
Spoken Tutoring Dialogues

Abstract

This paper describes our work in develop-
ing features and models for detecting stu-
dent emotional states, given only pitch
and lexical information available during a
spoken tutoring dialogue. Prior research
has primarily focused on the use of turn-
level features as predictors. We apply the
features at the word level and resolve the
problem of combining multiple features
per turn using a simple word-level emo-
tion model. Our results show an im-
provement in prediction using word-level
features over using turn-level features.
We observe that as turn length increases
word-level features constantly outperform
turn-level features. Furthermore, our re-
sults show that the combination of lexical
and pitch features at the word level is a
consistent best performer in experiments
across corpus-learner combinations.

1 Introduction

We investigate the utility of using prosodic and
lexical features applied at the word level for the
task of predicting student emotions in two corpora
of spoken tutoring dialogues. Motivation for this
work comes from the performance gap between
human tutors and current machine tutors; typically
students tutored by human tutors learn more than
students tutored by computer tutors. One of the
methods currently being explored as a way of clos-
ing this gap is to incorporate affective reasoning
into current computer tutoring systems, including

dialogue-based tutoring systems, e.g., (Aist et al.,
2002; Bhatt et al., 2004; Self, 2004).

Previous spoken dialogue research in other do-
mains has shown that turn-level prosodic, lexical,
dialogue, and other features can be used to predict
user emotional states (Ang et al., 2002; Devillers et
al., 2003; Lee et al., 2001; Shafran et al., 2003). To
better approximate the prosodic information (Bat-
liner et al., 2003) uses word-level features and suc-
cessfully applies them to a different emotion
detection task. To our knowledge, there is no pre-
vious work that directly compares the impact of
using features at the sub-turn rather than the turn
level for emotion prediction. In this paper we are
performing a first comparison of the two levels for
the task of detecting student emotional states.

There are many choices for sub-turn units
(breath groups, intonational phrases, syntactic
chunks, words, syllables). We will use words as
our sub-turn units because it is straightforward to
do the segmentation and because these units have
been used successfully by other researchers for
similar tasks (Batliner et al., 2003). To simplify
our word versus turn-level feature comparison, we
will focus only on lexical and pitch features.

Our hypothesis is that using word-level features
will be better for emotion prediction than using
turn-level features. The intuition behind this hy-
pothesis is that, at least for pitch information, com-
puting the pitch features at the word level will give
a better approximation of the pitch contour, which
in turn will help us do better in emotion prediction.
Moreover, emotion might not be expressed over an
entire turn (especially for long turns) but on certain
parts of a student turn; for this reason computing
the features at the turn level might mitigate the ef-
fect of “emotional” parts of the turn. We will in-
vestigate this hypothesis using various corpus-



learner combinations. As our results will show in
Section 5, even under a very simple word-level
emotion model, using word-level features proves
to be as good as and in many cases better than turn
level features (especially for pitch feature sets).

Also, to understand how the word-level feature
sets affect performance, we will investigate the
performance of our turn-level and word-level fea-
ture sets as turn length increases. The intuition is
that as turn length increases, at least for pitch in-
formation, turn-level features give a coarser ap-
proximation of the pitch contour (for example: the
regression coefficient feature). Our results indicate
that the advantage of word-level features lies in a
more accurate prediction of longer turns.

We also investigate whether there is a certain
feature set that stands out as a robust choice across
different corpus-learner combinations. We find that
the combination of lexical and pitch features at the
word level is a consistent best performer.

2 Emotional speech tutoring corpora

We have developed an annotation scheme for an-
notating emotions and attitudes in the tutoring do-
main, and have previously applied it to corpora of
both human-human (HH) and human-computer
(HC) tutoring dialogues (Self, 2004). In our anno-
tation scheme, each student turn is labeled for both
strong and weak perceived expressions of emotion.
Negative emotions include emotions like confused,
bored, irritated, uncertain and sad, while positive
emotions include confident and enthusiastic. All
other turns are labeled as neutral®.

In our previous work, our three-way annota-
tions and two binary simplifications of it were
studied to learn about the ability to predict differ-
ent types of emotional distinctions: 1) our original
classification task (NPN — negative / positive /
neutral), 2) an Emotional / non-Emotional task
(EnE - positive and negative are conflated) and 3)
a Negative / non-Negative task (NnN — positive
and neutral are conflated).

In this study we will focus only on the agreed
turns of the EnE annotation scheme. Our ongoing
research on the HH corpus suggests that the EnE

! These negative, neutral and positive emotion classes corre-
spond to traditional notions of valence, but these terms are not
related to the impact of emotion on learning. For example
working through negative emotions is hypothesized to be a
necessary part of the learning process.

classification will be useful for triggering system
adaptation to student emotions. The agreed turns
are the turns labeled with the same emotion class
by our two annotators. Following (Self, 2004; Ang
et al., 2002), we will use only the agreed subsets of
our corpora because they offer the clearest cases of
emotional turns.

3 Feature extraction

Conveying the intended meaning of a sentence in-
volves not only appropriate word selection but also
the appropriate way of uttering the words. Prosodic
features are often computed to quantify this render-
ing aspect. Recognizing the importance of these
two sources of information for the emotion predic-
tion task, we will be using both lexical and pro-
sodic features.

Our lexical features are computed based on a
human transcript of the student speech (Table 1).
For the turn-level features we used a bag-of-words
approach via a word-occurrence vector representa-
tion. For the word-level features we used the word
itself as the feature. No processing of the transcript
(e.g. filtering stop words) was performed.

Pronunciation aspects can be captured using
various information sources such as pitch, duration
and amplitude. In this paper we will focus only on
the pitch information because changes in speaking
style are directly reflected in the shape of the pitch
contour. Moreover, as we will see in Section 4,
word-level pitch features offer a better approxima-
tion of the pitch contour shape than turn-level fea-
tures. If pitch contour shape is indeed useful for
emotion prediction, then a better approximation of
the contour might result in an improvement in pre-
diction. Since the advantage of word-level features
is not that clear for the other prosodic information
sources, we elected not to use them in this study.
Nonetheless, we believe they are important and we
plan to incorporate them in our future work.

Pitch describes how high or low (frequency-
wise) speech is rendered. For example, in English,
the sentence ‘This is great’ uttered as an exclama-
tion usually expresses a positive emotion, while the
same lexical construct uttered with an alternative
pitch contour often expresses a negative emotion.

We will approximate the pitch contour (funda-
mental frequency or F0O) using nine features (see
Table 1). Four of them, minimum, maximum,
mean and standard deviation, are commonly used



by researchers for various tasks (negative emotion
detection— Lee et al.,2001; predicting user correc-
tions— Swerts et al., 2000) and were also employed
in previous studies on our corpora (Self, 2004).
These four pitch features give us a very coarse ap-
proximation of the pitch contour for an entire turn.

Lexical features
e Word occurrence vector (turn-level)
e The word (word-level)
Pitch features
e  Minimum
Maximum
Mean
Standard Deviation
Onset
Offset
Linear regression coefficient
Linear regression error
Quadratic regression coefficient

Table 1. Features used in our experiments

Inspired by the work of (Batliner et al., 2003),
we will use the following new features that offer a
better approximation of the pitch contour: onset
(the first FO value), offset (the last FO value), re-
gression coefficient and regression error. Linear
regression is performed to approximate the pitch
contour shape. The regression coefficient estimates
the direction of the pitch contour (rising or drop-
ping) and can be used to distinguish, for example,
questions and statements (at least for English). The
regression error offers a better approximation than
the standard deviation of the spread of the pitch
contour relative to the pitch contour direction (the
regression line). Since highly emotional speech is
believed to have a large variation in pitch contour,
this value may be a good indicator of emotional
speech. Moreover, to better approximate the shape
of the pitch contour (at least at levels smaller than
the entire turn) we also use the second order coef-
ficient of the quadratic interpolation. This value
relates to the Tilt model (Taylor, 2000) and ap-
proximates the intonation used.

4 Turn and word-level prediction tasks

Recall that our goal is to investigate whether using
features at a sub-turn level (word-level in our case)
will help in emotion prediction. Using sub-turn
features might help in our task due to several rea-
sons. First, computing the pitch features at a
smaller level offers a better approximation of the

pitch contour than turn-level pitch features (espe-
cially regression coefficient and regression error —
see Figure 1). Second, emotion might not be ex-
pressed during the entire turn (especially for a long
turn) but on certain parts of the turn. Returning to
our previous ‘This is great’ example, in general,
the word “great’ bears the highest change in pros-
ody between the two styles of rendering the sen-
tence. The small change in prosodic information
for the first part of the sentence will mitigate the
effect of ‘great’ if pitch features are computed at
the turn level.

This is great!
Figure 1. Pitch contour approximation using regression

(“This is great” uttered as an exclamation). The regres-
sion lines for turn and word level are plotted.

To investigate our hypothesis, we extract the
pitch features described in Section 3 at the turn and
word level. For the word level features, we first
automatically segment our turn-level wave files
using the CMU Sphinx 2 speech recognizer run-
ning in forced-alignment mode using hand-labeled
transcriptions®>. Then, for each word, instead of
using the entire pitch contour, only the segment
corresponding to the word in question is used in
computing the features. Also, to account for word
order and word position in the turn, we create two
additional positional features for each word: the
number of words before and after that word.

However, using word level features introduces
two major problems, given our turn-level annota-
tion scheme. First, we do not know which of the
words in an emotional turn are the words where the
emotion is expressed. The only thing we know is
that the sequence of words results in a certain emo-
tional class. This will impact our training proce-
dure, as discussed below. Second, assuming that
we can predict an emotional class for each word,
we still need to combine the sequence of predicted

2 Turns where the automatic word segmentation failed were
discarded. No turns were discarded from the HC corpus, but
9% of the HH turns were removed.



emotional classes into a single class (to label the
turn as a whole, as in our annotations).

Faced with a similar problem but in the task of
speaker identification, (S6nmez et al., 98) use a
stylization and regularization algorithm of the pitch
contour. Pitch features extracted from sub-turn
levels are combined by fitting appropriate paramet-
ric distributions. The parameters of these distribu-
tions are used as turn/speaker level features in this
way bypassing the sub-turn level problems.

In our work, since we are also interested in in-
corporating the lexical information at the sub-turn
level, we will use the following simplified word-
level emotion model. In the training phase, each
word is labeled with the turn class and a model for
predicting the word emotion is built using all the
words from all turns in our training corpus (i.e. we
predict word labels). In the test phase, for each
turn, we predict the class of each word in the turn
and then combine the word classes using majority
voting (ties broken randomly). That is, the most
frequent emotional class among the turn’s words
will be the turn’s emotional class.

Here is an example from our HC corpus. In the
training phase, the student turn “They are the
same” will produce four training instances, one for
each word. Features will be computed for each in-
dividual word. In our corpus, this turn was labeled
as emotional, thus all four instances will have the
emotional class. This training data (which is larger
than the training data for turn-level features since
many turns have at least two words) is used by the
classifier to learn a model. During the test phase,
whenever we need to predict the class for a turn,
for example the turn “It will change”, we will pro-
duce an instance for each word in the turn (three
instances in our example) and use the learned
model to classify them. Finally, the turn class will
be the class that labeled the highest number of
words in the turn.

5 Results

We will test our hypotheses on four combinations
of two contrasting corpora and two contrasting
learners. Table 2 highlights some of the differences
between our two corpora (the HH and HC cor-
pora). The HC corpus is smaller in size and has
shorter turns than the HC one. Conceivably, the
HC turns contain less emotional content making
prediction more difficult. Our previous turn-level

studies (Self, 2004) showed that the two corpora
also differ in the types of features that offer the
best performance for emotion prediction.

HH HC
Number of turns
(turn-level instances) 319 220
Number of words
(word-level instances) 1310 —
Class distribution (E/nE) 148/171  129/91
Average turn length in words 6.11 242
Best accuracy (previous work)  88.86%  66.36%

Table 2. HH and HC corpora properties

As another way to investigate the generality of
our results, we use two contrasting learners from
the Weka toolkit (Witten and Frank, 1999): a near-
est neighbor classifier (IB1) and boosted decision
trees (ADA). IB1 is a lazy learner while ADA is an
abstraction-based learner. (Rotaru and Litman,
2003) have found that memory-based learning and
abstraction-based learning algorithms can produce
significantly different performance depending on
several factors such as the language learning task,
the number of features, and the type of features.

Section 5.1 describes our feature sets. In section
5.2 and 5.3 we report our results using IB1 since it
offers the clearest distinction between turn-level
and word-level prediction. Section 5.4 discusses
our results with ADA.

5.1 Feature sets

Previous work has shown that the addition of lexi-
cal information can improve speech based emotion
detection (Ang et al., 2002; Lee et al., 2002). Our
previous work has shown that, at least for our cor-
pora, the lexical features alone can sometimes out-
perform the combination. To investigate the
knowledge source that yields the highest perform-
ance, in this study we create three feature sets for
each level: only lexical features, only pitch features
and the combination of pitch and lexical features.

At the turn level, the Lex-Turn feature set con-
sists of all lexical items in the turn; the turn tran-
script was converted to a word-occurrence vector
representation for this purpose. Next, the Pitch-
Turn feature set consists of all pitch features de-
scribed in Section 3 at the turn level. The PitchLex-
Turn feature set uses both pitch and lexical features
at the turn level.

We created corresponding feature sets at the
word-level. The Lex-Word feature set contains
lexical features at the word level. That is, each



word from a turn had as features the word itself
plus the two positional features. Pitch-Word con-
tains our pitch features at the word level and the
two positional features, while PitchLex-Word is the
combination of both pitch and lexical features at
the word level and the two positional features.

As baseline we used the majority class baseline.

5.2 Human-Human corpus, IB1 learner

Figure 2 presents, for each feature set, the mean
accuracy and as error bars the confidence inter-
vals®, computed across 10 runs of 10-fold cross-
validation. The bars represent, from left to right,
the accuracy using baseline, lexical features at turn
and word levels, pitch features at turn and word
levels, and the combination of pitch and lexical
features at turn and word levels.
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Figure 2. Comparison of turn-level and word-level
features (HH corpus, IB1 classifier)

Comparing turn-level feature sets and the
equivalent word-level ones, we observe that, at
least for the nearest neighbor classifier, using
word-level features always significantly outper-
forms turn-level features, which in turn outper-
forms baseline. If lexical features are present in the
feature set, there is a notable increase in perform-
ance from turn-level features to word-level features
(Lex-Turn vs Lex-Word and PitchLex-Turn vs
PitchLex-Word). The improvement on pitch fea-
ture sets is of a smaller magnitude but still statisti-
cally significant. These observations support our
hypothesis that capturing the information at the
word-level is helpful for emotion prediction.

® Confidence intervals are defined as the mean +/- 2*Standard
Error. If the confidence intervals for two bars in the graph
intersect then the difference between the two bars is not sig-
nificant; otherwise the difference is statistically significant
with 95% confidence.

We also analyzed the feature sets’ performance
as a function of turn length to better understand the
difference between turn-level and word-level fea-
ture sets. Given our small dataset (319 turns), we
divided the turns in our corpus in four categories:
single (turns with only one word), short (turns with
2 to 4 words), medium (turns with 5 to 10 words)
and long (turns with more than 10 words). The dis-
tribution in the HH corpus is: single 48%, short
25%, medium 17% and long 10%. Next, we used
the predictions from the 10 x 10 cross validation
experiments and computed the average accuracy
for each of the four categories on all six feature
sets (turn-level and word-level)*.
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Figure 3. Accuracy as function of turn length
(HH corpus, IB1 classifier)

Figure 3 reports the prediction accuracy for
each feature set as a function of turn length. For
the single category (turn with only one word) we
can observe that all turn-level features sets have a
better accuracy than the equivalent word-level fea-
ture set. For this category, in the test phase all turns
have the same feature values for both turn-level
and word-level feature sets (the features extracted
from that word). We hypothesize that this differ-
ence in performance is due to the noise introduced
by the word-level emotion model: all words from
emotional turns are labeled as emotional. As a re-
sult of this, the training set for emotional words is
contaminated with words that are actually neutral,
resulting in a lower accuracy for word-level fea-
tures.

We can observe that the lexical feature set at
turn-level starts with a relatively high accuracy
(88%) and it decreases sharply as turn length in-

4 Please note that the accuracy values we report for each cate-
gory are not the same with the ones in which we would have
trained and tested only on turns from that category. Due to
corpora size we could not train and test on a single category.



creases; when we reach long turns, the accuracy
increases slightly. On the other hand, prosodic fea-
ture at turn level start from a lower accuracy (67%)
but suffer a much smaller decrease with a big jump
in performance for long turns. If we combine the
two feature sets (PitchLex-Turn), the contour fol-
lows the lexical features’ contour with a slight im-
provement due to the pitch features.

A completely different picture can be observed
for word-level features. All word-level features
sets exhibit an increasing trend, more notably for
pitch features. The difference in performance be-
tween Pitch-Turn and Pitch-Word, which becomes
more obvious as turn length increases, supports our
hypothesis that word-level pitch features give a
more accurate account of the pitch information, at
least for our emotion prediction task. Interestingly,
for medium and long turns all word-level features
had almost identical performances.

Going back to Figure 2, consistent with the pre-
vious work on the same corpus, if we use turn-
level features, we observe that using only pitch
features (Pitch-Turn) performs much worse than
lexical features (Lex-Turn), but still significantly
better than the baseline. Adding the pitch features
to the lexical features (PitchLex) improves the per-
formance slightly over lexical features alone, but
the difference is not statistically significant. If we
use word-level features, the same observations
hold: pitch alone does much worse than lexical
alone and the combination of the two is compara-
ble with lexical features alone.

We also analyzed which features sets are the
best performers. We define best performers as the
feature set that yields the highest accuracy plus the
feature sets that yield statistically comparable ac-
curacies with the best performer. For the HH cor-
pus, the best performers are Lex-Word and
PitchLex-Word. The fact that the best performers
use only word-level feature sets, at least for the
nearest neighbor classifier, supports again our hy-
pothesis that using word-level features is better
than using turn-level features.

5.3 Human-Computer corpus, IB1 learner

To explore the generality of our previous results,
we reran our experiments on the HC corpus. We
used the same emotion annotation (EnE) and the
same learner (IB1). The differences between the
HC and HH corpora have been highlighted at the
beginning of Section 5 and 5.1. Figure 4 summa-

rizes our results on this corpus.
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Figure 4. Comparison of turn-level and word-level
features (HC corpus, IB1 classifier)

If we compare turn-level feature sets with their
word-level counterparts, the results are consistent
with the ones on the HH corpus. Whether we use
only lexical features, only pitch features or both
pitch and lexical features, applying them at the
word-level results in a statistical improvement over
applying them at the turn-level. This supports
again our hypothesis that using word-level features
is better than turn-level features.

Figure 5 plots the accuracy for our six feature
sets as function of turn length. Given that the turns
in this corpus are smaller than in the HC corpus,
our categories are: 1 (turns with only one word), 2
(turns with two words), 3 (turns with three words)
and more3 (turns with more than three words). The
distribution shape is similar to the HH corpus: 1
47%, 2 17%, 3 18% and more3 18%.
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Figure 5. Accuracy as function of turn length
(HC corpus, I1B1 classifier)

The turn-level performance on this corpus ex-
hibits a somewhat constant trend as turn length
increases (slight increase for Pitch-Turn and
PitchLex-Turn and a relative decrease for Lex-



Turn). On the other hand, and similar to the obser-
vation on the HC corpus, the word-level features
exhibit an increasing trend as turn length increases,
outperforming all the turn-level feature sets as turn
length increases. As in the other corpus, PitchLex-
Word places itself as the best performer as turn
length increases.

Unlike the HH corpus where the lexical choice
was one of the best predictors for emotion, in the
HC corpus the lexical feature sets are the lowest
performers (although statistically better than the
baseline) highlighting again the differences be-
tween our corpora.

Our best performers on this corpus are again
two word-level feature sets: Pitch-Word and
PitchLex-Word. Comparing with the best perform-
ers from HH corpus, PitchLex-Word is the only
feature set that consistently generates the best per-
formance or comparable with the best perform-
ance. As we will see in Section 5.4 this result
generalizes to all corpus-learner combinations.

5.4  Generality of our results

Even though our two corpora had different
properties (among them: difference on what type
of features helps the most in classification, differ-
ence in the turn length), we consistently made the
same observations: word-level emotion prediction
is better than turn-level prediction, PitchLex-Word
is a consistent best performer, and as turn length
increases, the advantage of word-level features sets
becomes more and more visible. All these observa-
tions hold for IB1. In this section we investigate
whether our results hold for a contrasting classi-
fier: ADA (boosted decision trees). This classifier
consistently yielded the most robust performance
across feature sets and corpora in our previous
studies (at the turn-level). Table 3 summarizes our
results with respect to our hypotheses.

Our results for ADA on the HH corpus are
similar to what we observed for 1B1: word-level
feature sets constantly outperform turn-level fea-
tures sets. ADA’s performance on turn-level fea-
tures is much better than IB1’s performance but the
one on word-level features is similar. Even with
this boost in performance for turn-level feature
sets, word-level feature sets still perform statisti-
cally better than their turn-level counterparts (with
the exception of the [Lex-Turn, Lex-Word] pair —
see the last column of Table 3). If pitch features
are part of the feature set pair then the difference is

always significant supporting our hypothesis that
word-level pitch features help in our emotion pre-
diction task. Again, PitchLex-Word is among the
best performers although the list of best performers
is larger. Turn length plots show a similar picture:
word-level feature sets perform better than turn-
level feature sets on longer turns but the difference
is not as bhig as for 1B1.

1B1 ADA
Turn-level VS Word-level
c
g Lex 76.96 <* 87.17 86.93 <88.03
j:’: Pitch 67.98 <* 69.60 74.22 <* 78.67
= PitchLex  78.09 <*86.81 84.65 <* 87.21
g Best Performers PitchLex-Word  PitchLex-Word
T Lex-Word Lex-Turn
Lex-Word
_ Turn-level VS Word-level
2 Lex 60.66 <* 64.00 64.85 >* 55.91
E Pitch 64.21 <* 68.41 64.59<67.61
S PitchLex  66.87 <* 67.49 66.54 < 66.87
S Best Performers PitchLex-Word  PitchLex-Word
g Pitch-Word Pitch-Turn
T PitchLex-Turn
Pitch-Word

Table 3. Accuracy(%) summary for ADA and IB1
(A “<” sign means that the turn level feature set performs
worse than the word level counterpart. A * next to it means the
difference is significant)

For the HC corpus, which is a harder task, our
results are similar but loose the significance (with
the exception of lexical feature sets but here ADA
performed worse than baseline for Lex-Word). The
loss of significance can be attributed to the fact
that ADA’s performance on word-level features is
actually less than 1B1’s performance and because
ADA'’s results have bigger variance compared to
IB1’s ones. Again, PitchLex-Word is one of the
best performers.

We would like to mention that the performance
on lexical feature sets (Lex-Turn and Lex-Word) is
not of great interest for us and we were mostly in-
terested in the performance on pitch feature sets.
This is due to the fact that the lexical features at
the turn and word level contain almost the same
information: they both contain the actual words in
the turn. At the turn-level a bag-of-words approach
is used; at the word-level there is still a word oc-
currence approach but it is augmented with the
positional features. It is the job of the learner to
make sense out of this information and some learn-
ers do a better job than others (ADA was much



better than IB1 on turn level lexical features
probably due to the fact that it does feature selec-
tion). On the other hand, pitch feature information
differs significantly between turn and word level as
described in the example from Section 4. While the
performance of lexical features is dependent on the
learner’s ability to handle them and the corpus, the
performance when pitch features are employed is
always consistent: having word-level pitch features
is better than turn-level pitch features (in 6 out of 8
cases the difference is statistically significant).
Finally, we would like to mention that the accu-
racy of our best performers is comparable with the
best results reported on our corpora in previous
work (Self, 2004). But our work and the previous
work can not be compared directly: some differ-
ences in the corpus size, we use more pitch fea-
tures while the previous work uses less pitch
features but more prosodic and contextual features.

6 Conclusions and future work

In this paper we have been advocating for the us-
age of word level lexical and pitch features for
emotion prediction in spoken dialogue corpora. We
described the problems that we faced when using
word level features and addressed them via a word-
level emotion model. Even under a very simple
word-level emotion model, our results indicate that
word-level feature sets perform in general better
than the corresponding turn-level feature sets. Our
investigation of the performance as function of
turn length indicates that word level feature sets
handle longer turns much better than the turn level
feature sets. We have found that the combination
of lexical and pitch features at the word level is a
consistent best performer in our corpus-learner
combinations. The fact that our results hold for our
combinations of contrasting corpora and learners
supports the generality of our conclusions.

In our future work we plan to experiment with
more refined word-level emotion models. We plan
to learn a prosodic model for non-emotional words
(based on the assumption that all words from a
non-emotional turn are non-emotional) and use it
to better identify emotional words in an emotional
turn. Then, based on the training set we can learn
how to predict the emotional class of a turn from
the classes of its words (instead of using majority
voting). Filtering irrelevant words (e.g. stop words)
might offer further improvements. Finally, inte-

grating other prosodic information sources (ampli-
tude and duration) is among our priorities.
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