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Abstract

Virtual redity has smetimes been though of as
embodying areturn to a‘natura’ way of interading by
dired manipulation o objedsin aworld. However, in
the everyday world we dso ad through language:
spe&king is a ‘natura’ way of communicaing ou
goals to athers, and effeding changes in the world. In
this paper, we discuss technicd and design isaues
which neel to be adressd in order to combine a
dired manipulation interfaceto virtual redity with a
speed interface We then describe aprototype system
based on intelligent agents which provide spedalised
functions in the virtual world. The aents have simple
dialogue caabiliti es allowing wsers to diredly control
them with speech.

1. Introduction

A dired manipulation interfaceto a virtual world can be
augmented with a spoken language interface so that users
can gve spoken commands to manipulate objeds. In order
to develop such a multimoda interface a number of
technicd and design isaues need to be aldressed [7]. Three
of the most important are:

Speech Recognition There is a trade-off between coverage
and acaragy in speed recognition systems: the larger the
user vocabulary and grammar, the greaer the potential for
recognition errors. How do we restrict the user' s language
yet provide a comfortable interaction?

Language Understanding The interpretation of spoken
commands is dependent upon context: while some
utterances are sufficiently spedfic to identify which objed
they refer to, others require knowledge of the situation for
their interpretation. What (limited) situational knowledge
maximises spoken language understanding?

Interaction Metaphor Adding a speed interface danges
the relationship between the user and system. With dired
manipulation, the system isrelatively transparent: the user is
direaly emboded as an ador in the virtual world. Speed,
however, requires a dialogue partner: who deoes the user talk
to?

We ae aldressng these isaues by building systems with
speed and dred manipulation interfaces to virtual worlds.
In this paper, we describe the benefits peed could dfer
virtual redity applicaions (Sedion 2) and then describe a
prototype system, with speder-independent speed
recogniti on, which allows agents in the virtual world to ad
as dialogue partners (Section 3).

2. Why add a Speech Interface to
Virtual Reality Applications?

Speedh interfaces are increasingly being used in ‘command
and control’ applicaions and interadive information
services [2]. For example, with a voice-dialli ng application
the user can gve a @mmand like call Peter and the system
dias the telephone number assciated with the name.
Interadive applicaions are distinguished from ‘command
and control’ applicaions by the complexity of the task
domain and the crresponding increase in the wmplexity of
the language used. The system typicdly plays the role of a
co-operative agent in a dialogue; for example, an agent for
flight and train timetable information. Like ahuman service
agent, the system has a responsibility to ensure that the
diadlogue proceals smocthly. The system is responsible
since (a) it may know more aout the task domain than the
user, and (b) it may be the source of problems in the
didogue, such as geed remgntion and language
interpretation errors. Consequently, the system should
follow strategies for navigation — such as taking the
initiative and asking questions to oktain information not
provided by the user but which is necessary to complete the
task — and strategies for deteding and repairing problems
in the dialogue. In fad, co-operative interadive speed
systems can be seen as instances of an indired management
interface[6], [8]: i.e. an interfacewhere the user delegates a
task to a computer-based agent which initiates (and
monitorg actionsin order to solve the task.

By contrast, conventional interfaces to virtual redity are
based on dired manipulation which has three primary
characteristic§l1]:

1. Manipulation is carried out by physical actions.
2. The objects manipulated are persistent.

3. The adions are rapid and reversible, and their effed on
objects is immediately visible.



In the cae of virtual redity, users perceive objeds in the
virtual world by means of a 2D, 3D or stereoscopic display.
As with Madntosh and Windows95 interfaces, adions are
effeded on objeds by seleding commands from menus,
keyboard sequences or mouse operations. For example, the
user can navigate in the world by using cursor keys, selea
objeds by clicking on them, and apply adions to the
seleded ohjed by choasing an operation from a menu. The
range of objeds and adions avail able to the user is explicit,
and the user has the responsihility for explicitly initiating
and monitoring adions to ensure that the desired effed has
been achieved.

Combining a speed interface with a dired manipulation
interfaceresults in a multimodal interfacewhere users can
ad upon the world by isaling physicd or speed commands
and, conversely, the system can respond by speging and/or
by making changes in the virtual world [8]. Speed offers
two obvious benefits when compared with a dired
manipulation only interface.

The first benefit is that speed offers a way of issing
commands while dlowing hands and eyes to remain free
Operations normaly caried out through the direa
manipulation modality — such as transportation, change of
view, objed credion and deletion, etc — can be dfeded
without tying yp another modality. Thus multiple adions
can be smultaneoudly carried out using diff erent modaliti es.
This is particularly useful in cases when hands/eyes are
arealy busy, but other tasks nead to be dedt with from time
to time; for example, when dired manipulation is used to
drive aca, speed can be used to control the radio, car-
phone, and ather on-board systems. Alternatively, the user
can combine their adions to achieve synergy effeds by, for
example, clicking on an objed and simultaneously spegking
the action to be performed on the object

The seoond benefit is that users can refer to oljeds which
are not present in their current view of the virtual world; in
a dired manipulation interface adions can only be gplied
to ohjeds which are visually present. Users can use speed
to seled and manipulate objeds which were in visual focus
(the last town entered), will be in visual focus (the next
town on the motorway), are simply known objeds (my
home town), abstrad objeds (such as the set of towns which
| have driven through high-level actions, and so on.

Of course, the most obvious benefit of speed is
naturalness or more predsely, familiarity. Users are
famili ar with using languege to ad in the world. However,
just as virtual worlds do not necessarily obey the
conventions of the physicd world, so too the standard
conventions of language use do not necessarily apply when
interading with machines. The benefit of speed needsto be
tempered with the ‘unreturalness of using a restricted
language which the system can recognise and understand, as
well as with the user's familiarity in using dired
manipulation to carry out the same task. For example, a user
may bewme very familiar with, or simply prefer, using

dired manipulation for self-transportation. Furthermore,
using speedr commands for self-transportation adions is
not aways natura in the everyday world: normally, we
simply carry out the gpropriate physicd adions rather than
say legs, move me to the bar!. However, there ae situations
where this adion is ‘naturaly’ caried out using languege;
for example, a physicdly handicgpped person may rely on a
helper to move their whedchair. Extrapolating from the
latter type of situation, users may find it more natural to use
spoken commands for certain classes of adion in the virtual
world if they are addressng an agent spedalised for these
actions

A multimodal interface ©mbining speed and dred
manipulation can provide more dficient interadion than a
single modality interface and give us the benefits of both
modaliti es. It can also al ow one modality to compensate for
limitations of the other. For example, a dired manipulation
interface ca compensate for limitations of speed by
making immediately visible the dfeds of adions upon
objeds, and indicaing through the display which objeds
(and by extension which adions) are arrently salient for
the system. In addition, the user is free to dedde which
modality to use for their adions; for example, users may use
dired manipulation for transportation within the virtual
world, but the speedr modality for manipulating objeds.
Although the motivation for the coice of modality is
frequently inscrutable, various fadors, apart from personal
preference are important including: the ‘naturalness of an
adion in a modality (issuing spoken commands to move
oneself seans counter-intuitive); and the difficulty or
complexity of carrying out the adion in the other modality
(such as the sequence of menu seledion and mouse dicking
required to manipulate an objed). Finaly, recent empiricd
studies have suggested that users prefer to interad
multimodally and that this can reduce erors and task
completion time mmpared with a single modality interface
[10].

3. TheTALKING AGENTS System

We ae developing a generic framework for speed
interadion in virtual environments. The central innovation
is that by combining intelli gent agent and spoken dialogue
techniques, users talk diredly to agents in the virtual world
which cary out spedalised functions. These tedhniques
have been implemented in a prototype system which is
populated with talking agents for transporting the user,
fetching objeds, painting objeds, increasing the size of
objects, and so on.

3.1 Virtual Reality System

DIVE (Distributed Interadive Virtua Environment) is a
tod kit for building distributed VR applicdions in a
heterogeneous network environment [5]. DIVE alows a
number of users and applicaions to share a Virtua
Environment where they can interad and communicate in
red-time. This virtual environment is a database of entities:
graphicd objeds (views), and hierarchicdly organised
abstrad objeds (DIVE objeds). The database is adively



replicated among all sites participating in a DIVE world.
Each replica is controlled by an Application Process that
manages the movement and interrelationship between the
objects component parts and responds to interrupts
generated by changes in the objects environment.

3.2 Architecture

The system is built upon the DIVE system and adds
components for speech processing and language
understanding as shown in Figure 1. Input from a
microphone is analysed by a speech recogniser which
outputs a semantic template specifying an object and the
action to be applied to it. Reference resolution identifies
which object in the virtual world the user is referring to, and
then executes the appropriate action. In addition to feedback
via the graphical interface, the system aso provides spoken
feedback via a speech synthesiser.
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\
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Figure 1.TALKING AGENTS Architecture
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3.3 Speech Recognition

Tedniques for speder-independent, continuous gpeed
recognition have now been developed to the point where
their recgnition acaracy makes them suitable for red
world applicéions, albeit with restricted languege [4], [9].
In particular, finite state grammar which only model the
relevant acoustic information for pre-defined phrases,
provide sufficiently high recognition performance for
command and control applications which require restricted
language.

A large remgnition vocabulary can be defined using
separate grammars appropriate to dfferent stages of the
interadion, or, in our case, for different agentsin the virtual
environment. While this may limit the linguistic cgpability
of the system, it does offer the alvantage that subsequent
level of analysis can be restricted in scope: syntadic,
semantic and pragmatic analysis need only handle
phenomena which can be handled by the speed recogniser.
Moreover, restricted language use is not only a natural
consequence of talking to madhines, but it is aso a natural
part of many everyday adivities which are focused on a
particular task. Command and control applicdions, as well
as interadive dialogue applicaions where the user input at
different stages of the dialogue can be acarately predicted,
are very promising areas for high acaracy speed
recognition usindinite state grammars

We use a ommercia reagnition system (Nuance) which
employs finite-state grammars for recognition. Semantic
representations are diredly assgned in the grammar, so
obviating the need for separate syntax and semantic
components. Each agent has one or more grammar which
spedfy the range of commands it can urderstand and

execute. For example, a ‘painter’ agent’s initial grammar is:

.PAINTER ([(move to OBJREF) {<command move>}
(paint OBJREFADJ:color

{<command paint>eolor $olor>})
([(what ?(can you do ?(for me))) help]

{<command help>})])

which all ows reaognition of move and paints commands, as
well as requests for help. At runtime, multiple grammars are
loaded into the recogniser and, when a dialogue is initi ated
with an agent, the appropriate grammar is activated.

3.4 Agent Modelling Framewor k

For the task of reference resolution and buil ding agents with
interesting behaviour it is desirable to use a high level
language suitable for complex symbalic computations. But
languages such as Lisp, Prolog and Smalltalk do not suppart
concurrency, readivity and red-time control which are vital
for concurrent readive agents. However the new concurrent
constraint programming paradigm in general, and Oz in
particular suppart these requirements. Oz is designed to
suppart multiple oncurrent agents, which makes it well-
suited for our purposes. It is based on a new computation
model for higher order concurrent constraint programming
(CCP) which provides a uniform foundation for functional
programming, constraint and logic programming, and
concurrent objeds with multi ple inheritance We therefore
choose Oz for the implementation of the framework and
ODI, an existing interfacebetween Oz and DIVE including
an object layer for supporting agent abstractions [1].

The implementation mainly consist of a talking agent class
which alows individual agents to inherit basic speed,
dialogue and perception methods. Sub-classes of talking
agents can refine these methods; for example, a sub-class
of ‘seaure agents might require that commands are
confirmed and, if necessary, clarified.

ODI includes medhanisms for communicding between
different DIVE applicaions. This makes creaing a speet
interfaceto any DIVE application a simple task of defining
a ‘taking agent’ with an appropriate grammar and some
methods to dispatch actions to the application.

3.5 Interaction Metaphor

A central iswue in developing a speed interfaceto virtua
worlds is the nature of the relationship between the system
and user. In interadive dialogue systems, the role of the
system is clea: it is a simulation of human agent for the
information service, and the user can exped similar, albeit
more limited, behaviour from the system. In dired
manipulation interfaces to virtual redity the basic metaphor
is Personal Presence: the user is emboded as an ador in



the world and is thus provided with a perspedive on the
world. However, this metaphor is not so clealy applicable
for spoken interadion since there is no obvious dialogue
partner. Various metaphors for spoken interadion have
been proposed:

Proxy The user can take @ntrol of various agents in the
virtual world and thereby interads with the virtual world
through them; for exampleainter, paint the house red!
Divinity The user ads like agod and controls the world
directly; for examplel_et the house be red!

Telekinesis Objeds and agents in the virtual world can be
dialogue partners in their own right; house, paint yourself
red!

Interface Agent The user communicates with an agent,
separate from the virtual world, which caries out their
spoken commands

Seleding the gpropriate interadional metaphor is very
important for a speed interface since it will affed the
language used in addressng the system: i.e. the complexity
of user languege is partially determined by what they think
the communicative competence of the system is.

Using an interface agent to embody the cmmpetence of all
agents in the virtual world can be problematic sincethere is
no clea indication to users what commands can be
understood, and speed recognition always needs to be ale
to process any command. Instead, we have alopted the
proxy interadion metaphor which provides a dose
correlation between the functional and communicdive
abilities of agents. The function of the aent, partly
indicated through its graphicd form, subtly suggests to the
user what commands are available (and the aent can
explicitly spedfy these @mmands if requested); for
example, it is clea that a ‘painter’ agent will understand
commands concerned with painting objeds, while a‘pump’
agent (which increases the size of objeds) will not. By
exploiting this natural tendency for users to constrain
themselves, the burden on speed recognition can be eaed;
only the grammar appropriate to the agent being addressed
needs to be active.

3.5.1 Addressing Agents

In the arrent framework a dialogue is initiated by clicking

on a talking agentl. No speed input is used until the
dialogueis darted. If the talking agent has not been spoken
to for awhile, it will gree the user. It will then determine a
grammar to use and start to listen for commands. Normally
ead talking agent has just one grammar athough in some
cases they have more than one so that different command
sets can be recognised depending on their state.

1 This presupposes thaserknows which agents are
speech-enabled; otherwise, getting the attention of an
agent can be a hit and miss affair. One approach, not
yet implemented, is to give talking agents a small
icon, or badgeindicating they are speech-enabled

Using dired manipulation to initialise the dialogue is a fast
and acarate way of adivating a visually-present talking
agent. However, another strategy is required for agents
which are not visible to the user. At present we use a
‘phone’ talking agent which the user clicks on, and then

describes the remote talking agent they want to talk to2. For
example telling the phone to cdl ared pump will conned
the phone to the pump. The dialogue is then conducted
through the phone which adopts the grammar of the remote
talking agent urtil the dialogue is completed. Figure 2
ill ustrates the situation where the user has used to the phone
to cdl the pump to pump up the cubes and the pump agent
is moving into view.

Figure 2: Controlling remote agents via a telephone agent

We ae airrently looking a methods for deding with
situations where more than one remote talking agent
matches the user’s description, and methods which alow
agents to be summoned by the services they offer.

3.5.2 Feedback

An important part of a speed interface in a multimodal
system is giving visual feedbadk to the user. It should for
example be dea to the user if the talking agent is listening
or not (if the user does not spe&k to agent for a pre-
determined period d time, the agent stops listening). Either
the talking agent implements its own methods for this or
uses a ‘talking faceé. The ‘talking faceé appeas on the side
of the talking agent fadng the user during the dialogue, as
ill ustrated for the pump agent in Figure 2. It showsthat it is
listening by raising its eas and starts to flap them when
being addressed by the user. It aso nods and moves its
mouth while spe&ing, this making clea which talking
agent is speaking.

This is the default way of handling visual feedbad; it is
used for talking agents which are not in themselves natural
dialogue partners, like a pump. But for talking agents

2 The phone talking agent follows the user around the
virtual world.



reasembling a person the ‘talking face should not be used,
since that would give the talking agent two faces during a
dialogue. The mgjor problem with this method is that the
visual feadbadk can be hard to discern when, for example,
speaking to a talking agent far away.

3.6 Reference Resolution

The reference resolution component, in conjunction with
the DIVE interface is responsible for matching descriptions
to some objed in the DIVE environment which the user is
referring to. It uses ontologicd information about objedsin
DIVE world, lingustic information such as definiteness
perceptua properties such as colour, and, most importantly,
focus to resolve references.

3.6.1 Object Focus

Objeds in the virtual world can be in focus to dfferent
degrees. What determines their focus level is a cmombination
of different parameter from the visual and dscourse
situation, and how these parameters change over time.
These parameters vary in their priority: an objed which is
being point at is more in focus than one just in the visual
field. Both of these have priority over an objed which has
been mentioned in a user utterance. The parameters also
persist/decay at different rates © that as the interadion
progresss, their focd status also changes. objeds which
have been mentioned by user, or in successul adions, stay
in focus longer than an objed which has only been in visual
focus.

3.6.2 Property Perception

Properties in descriptions are important for discriminating
between objeds. Of particular interest are non-discrete
properties, such as colour, which can overlap and vary in
how they are percedved and described by users. For
example, the wlour of an objed in a graphicd rendering of
a virtual world may be described as red or brown due to
overlap between the properties. A prototype gproad is
used for property matching: a property holds of an objed if
the semantic value is sufficiently close to the property
prototype. In thisway, a‘best fit’ is established between the
user description and properties of objects.

3.6.3 Discourse Modelling

Without a distinction between the discourse situation and
world, referenceresolution neads to be gplied to all objeds
in the virtual environment. This is not efficient due to the
patential size of the seach space for example, if the user
isaues the command bring me the cube, then the reference
of the cube is resolved with resped to al objeds in the
world rather than those which are most salient. Without a
discourse model, the system also ladks the aility to resolve
references to previous actions.

The solution is to provide a discourse model which
distinguishes between a participant’s understanding of the
world, and the world itself. In our current system, all
talking agents sare aprocessed model of the world and the

reference resolution methods described above. The model
contains only vital perception knowledge and is gructured
for maximum performance objeds are ordered acrding to
their saliency for the user at the time of speking. While
there is a potential consistency problem with this method,
the red-time performance gain of not processng the raw
world database for each command seems more important.

3.7 Robust Interaction
It is tempting to adopt an ' errors don' t matter' approach to
interadion: since the user can see the danges the agent
made to the virtual world, errorsin speed urderstanding or
reference resolution can be wrreded by the users
themselves. This principle, however, is problematic. Users
may have difficulty in identifying the source of the problem
— it may arise from a system error in recognition or
reference resolution — or they may have difficulty in
reversing the dfeds of an incorred adion. This may make
the task of repairing errors inconvenient for the user.
Additionally, in safety-critica applications, errors are more
than ssimply inconvenient: the user must be ale to trust an
agent to execute the commaadthorised by the user.

The solution to this lies in augmenting the system with
cgpahiliti es smilar to interadive dialogue systems; namely,
taking the initiative to confirm commands before they are
exeauted, or clarifying incomplete or ambiguous

commands3. These strategies can be wnfigured for
particular agents: not al talking agents will require that
commands are confirmed by the user, or that clarification of
incomplete coommands is ought. If clarificaion is all owed,
the agent can clarify the command with the user as gown
below:

User: paint..

Painter: what do you want to paint?

User: this house

Painter what colar do you want to paint the house?
User: red

Painter paintingthehouse red ...

In this way, the user is able to trust talking agents to only
execute the appropriate actions.

3.8 FutureWork

While the TALKING AGENTS system alows geedt to
efficiently complement dired manipulation in multimodal
interadion for virtual environments, there still remain many
isaues which we nedl to resolve. Here we briefly mention
three issues.

3 The agents can also take the initiative in other
circumstances. For example, after the user has asked
the pump agent to increase the size of an object, the
agent replies by asking the user to stap when it has
reached the required size.



Firstly, users are not yet able to exploit the power of a
discourse model which records their adions; i.e. they
cannot ask a talking agent to apply a previous adion to
another objed, or undo the dfeds of an adion. In order to
redo a undo adions, agents must have the caability to
resson about the state of the discourse model. We ae
working on a framework for Agent Oriented Programming
where an agent is an entity whose state is viewed as
consisting of menta components gsuch as beliefs,
cgpabiliti es, choices and commitments. These have the
required knowledge to be ale to reason about past adions
and we have planned some experiments on this.

Seowondly, the functionality of talking agents is not yet
integrated with other cgpabiliti es of the DIVE system. One
simple etension would be to adivate talking agents
through the aura mechanism [3]: i.e. when a user’s aura
interseds with a talking agent’s aura, this enables the

talking agent to initiates a dialogue*. A more mmplex
extension is integration of talking agents with the DIVE
mechanism for audio communication between distributed
users. This would alow users to interad with human and
computer agents in the virtual world in an analogous
manner.

Finaly, we ae looking to test and evaluate this g/stem with
users in a redigtic scenario. One posshility is a virtual
travel agency; spoken dialogue systems have drealy been
used as agents for information services such as flight
information and reservation. Users can configure atrip to
suit their personal neals by providing parameters to atravel
talking agent and the trip is then visualized in a virtua
environment. The travel talking agent can aso guide the
users around the locations, and answer spedfic questionsin
cases where it is inappropriate to provide the badkground
information graphicdly. This type of applicaion scenario
aso has the benefit of alowing s to investigate how users
read to redistic levels of speed recognition error, and
which tasks they find speed a more suitable modality than
direct manipulation.

4. Conclusions

We have described how a dired manipulation interface to
virtual worlds can be aigmented with a speed interface In
order to adiieve this, we have aldressd the iswes of
constraining speed reocognition so as to acdiieve high
acaracy, understanding wser language in the @ntext of
human-computer interadion, and developing an appropriate
interadion metaphor. In the TALKING AGENTS system
we use spedker-independent recognition and daogue
partners which are part of the virtual world itself. The
dialogue partners are modelled as agents which provide
spedaised functions in the virtua world, and the

4 This will be problematic if the user's aura intersects
the auras of multiple agents, thereby initiating
multiple dialogues simultaneously.

communicaive &ility of the system is dynamicdly
correlated with the agent the user is interading with. This
approach provides a generic platform for adding simple
spoken dialogue capability to virtual reality applications.
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