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Mechanism design

Make decisions based on the preferences (or 

other information) of one or more agents (as in 

social choice)

Focus on strategic (game-theoretic) agents with 

privately held information; have to be incentivized 

to reveal it truthfully

Popular approach in design of auctions, 

matching mechanisms, é

v = 20v = 25



Sealed-bid auctions 

(on a single item)

Bidder i determines how much the item is worth to her (vi)

Writes a bid (vôi) on a piece of paper

How would you bid?  How much would I make?

First price: Highest bid wins, pays bid

Second price : Highest bid wins, pays next-highest bid

First price with reserve: Highest bid wins iff it exceeds r, pays bid

Second price with reserve: Highest bid wins iff it exceeds r, pays 

next highest bid or r (whichever is higher)



Revelation Principle

mechanism

Anything you can achieve, you can also achieve with a truthful (AKA incentive 

compatible) mechanism.

takes 

action 4

Accept!
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Automated mechanism design input
Instance is given by

Set of possible outcomes
Set of agents
For each agent

set of possible types
probability distribution over these types

Objective function
Gives a value for each outcome for each combination of agentsô types

E.g., social welfare, revenue

Restrictions on the mechanism
Are payments allowed?

Is randomization over outcomes allowed?
What versions of incentive compatibility (IC) & individual rationality (IR) are 

used?



How hard is designing an optimal

deterministic mechanism (without reporting costs)? 
[C. & SandholmUAIô02, ICECô03, ECô04]

1.Maximizing social welfare 

(not regarding the 

payments) (VCG)

1.Maximizing social welfare (no 

payments)

2.Designerôs own utility over 

outcomes (no payments)

3.General (linear) objective that 

doesnôt regard payments

4.Expected revenue

Solvable in polynomial 

time (for any constant 

number of agents):

NP-complete (even with 1 

reporting agent):

1 and 3 hold even with no IR constraints



ÅUse linear programming

ÅVariables: 
p(o | ɗ1, é, ɗn) = probability that outcome o is chosen given types ɗ1, é, ɗn

(maybe) í(ɗ1, é, ɗn) = iôs payment given types ɗ1, é, ɗn

ÅStrategy-proofness constraints: for all i, ɗ1, éɗn,ɗiô:

Ɇop(o | ɗ1, é, ɗn)ui(ɗi, o) + í(ɗ1, é, ɗn) Ó 

Ɇop(o | ɗ1, é, ɗiô, é, ɗn)ui(ɗi, o) + í(ɗ1, é, ɗiô, é, ɗn)

ÅIndividual-rationality constraints: for all i, ɗ1, éɗn:

Ɇop(o | ɗ1, é, ɗn)ui(ɗi, o) + í(ɗ1, é, ɗn) Ó 0

ÅObjective (e.g., sum of utilities)

Ɇɗ1, é, ɗn
p(ɗ1, é, ɗn)Ɇi(Ɇop(o | ɗ1, é, ɗn)ui(ɗi, o) + í(ɗ1, é, ɗn))

ÅAlso works for BNE incentive compatibility, ex-interim individual rationality notions, 
other objectives, etc.

ÅFor deterministic mechanisms, can still use mixed integer programming: require 
probabilities in {0, 1}
ïRemember typically designing the optimal deterministic mechanism is NP-hard

Positive results (randomized mechanisms)
[C. & SandholmUAIô02, ICECô03, ECô04]



A simple example
One item for sale (free disposal)

2 agents, IID valuations: uniform over {1, 2}

Maximize expected revenue under ex-interim 

IR, Bayes-Nash equilibrium

How much can we get? 

(What is optimal expected welfare?)

0.25 0.25

0.25 0.25

Agent 2ôs valuation

Agent 1ôs 

valuation

1

2

1 2

Status:     OPTIMAL

Objective:  obj = 1.5 ( MAXimum)

[nonzero variables:]
p_t_1_1_o3    1 (probability of disposal for (1, 1))

p_t_2_1_o1    1 (probability 1 gets the item for (2, 1))

p_t_1_2_o2    1   (probability 2 gets the item for (1, 2))

p_t_2_2_o2    1   (probability 2 gets the item for (2, 2))

pi_2_2_1      2 (1ôs payment for (2, 2))

pi_2_2_2    4 (2ôs payment for (2, 2))

probabilities

Our old AMD 

solver [C. & 

Sandholm, 2002, 2003] 

gives:



A slightly different distribution
One item for sale (free disposal)

2 agents, valuations drawn as on right

Maximize expected revenue under ex-interim 

IR, Bayes-Nash equilibrium

How much can we get? 

(What is optimal expected welfare?)

0.251 0.250

0.250 0.249

Agent 2ôs valuation

Agent 1ôs 

valuation

1

2

1 2

Status:     OPTIMAL

Objective:  obj = 1.749 ( MAXimum)

[some of the nonzero payment variables:]
pi_1_1_2        62501 

pi_2_1_2       - 6275 0

pi_2_1_1        2

pi_1_2_2        3.992

probabilities

Youôd better be really sure 

about your distribution!



A nearby distribution without correlation
One item for sale (free disposal)

2 agents, valuations IID: 1 w/ .501, 2 w/ .499

Maximize expected revenue under ex-interim 

IR, Bayes-Nash equilibrium

How much can we get? 

(What is optimal expected welfare?)

Agent 2ôs valuation

Agent 1ôs 

valuation

1

2

1 2

Status:     OPTIMAL

Objective:  obj = 1.499 ( MAXimum)

probabilities

0.251001 0.249999

0.249999 0.249001



Cremer-McLean [1985]

For every agent, consider the following matrix ũof conditional 

probabilities, where Ūis the set of types for the agent and ɋis 

the set of signals (joint types for other agents, or something else 

observable to the auctioneer)

If ũhas rank |Ū| for every agent then the auctioneer can 

allocate efficiently and extract the full surplus as revenue (!!)



Standard setup in mechanism design

(1) Designer has beliefs 

about agentôs type (e.g., 

preferences)

(2) Designer announces 

mechanism (typically mapping 

from reported types to outcomes)

(3) Agent strategically acts 

in mechanism (typically 

type report), however she 

likes at no cost

40%: v = 10

60%: v = 20

v = 20

(4) Mechanism 

functions as specified

v = 20  Ÿ



The mechanism may have more 

information about the specific agent!

application

online marketplaces

selling insurance

university admissions

webpage ranking

information

actions taken online

driving record

courses taken

links to page



Attempt 1 at fixing this

(1) Designer obtains beliefs 

about agentôs type (e.g., 

preferences)

(2) Designer announces 

mechanism (typically mapping 

from reported types to outcomes)

(3) Agent strategically acts 

in mechanism (typically 

type report), however she 

likes at no cost

30%: v = 10

70%: v = 20

v = 20

(4) Mechanism 

functions as specified

v = 20  Ÿ

(0) Agent acts 

in the world

(naively?)

Show me pictures 

of yachts



Attempt 2: Sophisticated agent

(1) Designer has prior

beliefs about agentôs type

(e.g., preferences)

(2) Designer announces 

mechanism (typically mapping 

from reported types to outcomes)

(3) Agent strategically 

takes possibly costly 

actions

40%: v = 10

60%: v = 20

v = 20

(4) Mechanism 

functions as specified

v = 20  Ÿ
Show me pictures 

of cats



Machine learning view

See also later work by Hardt, Megiddo, Papadimitriou, Wootters [2015/2016]



Jacob and Esau Trojan Horse

From Ancient Timesé


