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Resemble Us

Vincent Conitzer

If I tailgate you, will your occupant 
take back control and pull over?

What makes you think 
I would tell you?

You just did. 
Better move 
aside now.

¸ƻǳΩǊŜ ōƭǳŦŦƛƴƎΦ

Are you willing to 
take that chance?

Early blue sky paper:
Designing Preferences, Beliefs, and Identities 
for Artificial Intelligence.In Proceedings of the 
Thirty-Third AAAI Conference on Artificial 
Intelligence (AAAI-19).

Also see Cooperative AI community 
https://www.cooperativeai.com/
and our new lab at CMU!
http://www.cs.cmu.edu/~focal/

https://users.cs.duke.edu/~conitzer/designingAAAI19.pdf
https://www.cooperativeai.com/
http://www.cs.cmu.edu/~focal/


Outline

ÅTragedies of algorithmic interaction ςexamples and worries

ÅRethinking the design of intelligent agents
Å(Intelligence + value alignment) still allows game-theoretic tragedies

ÅShould AI systems cooperate like humans do?

ÅTechniques for achieving cooperation that (also) fit humans

Å¢ŜŎƘƴƛǉǳŜǎ ŦƻǊ ŀŎƘƛŜǾƛƴƎ ŎƻƻǇŜǊŀǘƛƻƴ ǘƘŀǘ ŘƻƴΩǘ Ŧƛǘ ƘǳƳŀƴǎ

ÅOpen questions and call to action
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From ¢ƘŜ !ǘƭŀƴǘƛŎΣ άWant to See How Crazy a Bot-Run Market Can Be?έ
By James Fallows
April 23, 2011

https://www.theatlantic.com/technology/archive/2011/04/want-to-see-how-crazy-a-bot-run-market-can-be/237773/
https://www.theatlantic.com/technology/archive/2011/04/want-to-see-how-crazy-a-bot-run-market-can-be/237773/
https://www.theatlantic.com/author/james-fallows/


https://www.wired.com/2011/04/amazon-flies-24-million/


The May 6, 2010, flash crash,[1][2][3] also known as the crash of 
2:45or simply the flash crash, was a United States trillion-
dollar[4] stock market crash, which started at 2:32p.m. EDTand 
lasted for approximately 36 minutes.[5]:1

Between 2:45:13 and 
2:45:27, HFTs traded over 
27,000 contracts, which 
accounted for about 49 
percent of the total 
trading volume, while 
buying only about 200 
additional contracts net.

https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-1
https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-phillips-5-11-10-2
https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-3
https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-Traders_Magazine_2015-4
https://en.wikipedia.org/wiki/Stock_market_crash
https://en.wikipedia.org/wiki/Eastern_Time_Zone
https://en.wikipedia.org/wiki/2010_flash_crash#cite_note-CFTC_2014-5
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Russell and bƻǊǾƛƎΩǎά!LΥ 
! aƻŘŜǊƴ !ǇǇǊƻŀŎƘέ

άΧ ǿŜ ǿƛƭƭ ƛƴǎƛǎǘ ƻƴ ŀƴ 
objective performance 
measure imposed by some 
authority. In other words, we 
as outside observers establish 
a standard of what it means 
to be successful in an 
environment and use it to 
measure the performance of 
ŀƎŜƴǘǎΦέ

Stuart Russell Peter Norvig



What should we want?  What makes an individual?

ÅQuestions studied in philosophy
Å²Ƙŀǘ ƛǎ ǘƘŜ άƎƻƻŘ ƭƛŦŜέΚ

ÅShip of Theseus: does an object that has had all its 
parts replaced remain the same object?

ÅAI gives a new perspective

image from https://www.quora.com/What-solutions-are-
there-for-the-Ship-of-Theseus-problem

https://www.quora.com/What-solutions-are-there-for-the-Ship-of-Theseus-problem


AI Alignment

https://arxiv.org/abs/1709.06692
https://users.cs.duke.edu/~conitzer/kidneyAIJ20.pdf
http://proceedings.mlr.press/v97/kahng19a/kahng19a.pdf
https://brianchristian.org/the-alignment-problem/

