Principles of Software Construction:
Objects, Design, and Concurrency

DevOps

Charlie Garrod Chris Timperley

Carnegie Mellon University
School of Computer Science
®

institute for
I S SOFTWARE
RESEARCH

[ ]

institute f
17-214 1 e
RESEARCH



Administrivia

- Homework 6 has been released
— Sequential implementation due by Tuesday, Nov. 26
— Parallel implementation due by Wednesday, Dec. 4
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Outline

* DevOps and CI/CD
* lLarge-Scale Version Control
* Release Management
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Devs, Ops, and The Wall of Confusion

OLD WAY:
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DEVELOPMENT OPERATIONS
«» Deliver new features I » Guarantee stability
» Product oriented | « Service oriented
» Innovation gl I » Rationalization

https://www.plutora.com/blog/what-is-enterprise-devops
https://www.yudiz.com/welcome-devops-prevent-defects/
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https://www.plutora.com/blog/what-is-enterprise-devops
https://www.yudiz.com/welcome-devops-prevent-defects/

DevOps: Development / Operations
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Principle: Automation Everywhere

INSTALL.SH

- BUUF@MM’E

pipinstall “$1" &

eosy_install “§1" &

brew install “$1° &

npm install ‘1" &

yom install °$1° & dof install *$1* &
docker run “$1" &

Pkg install “$1" &

opt-get instoll “$1" &

sudo opt-get install “$1° &

steomcmd +app_update 81" validate &
git clone https:/github.com/"$1’/°$1" &
cd “$1";. /configure; make; make install &
curl“$1" | bash &

AUSTHETHINGS!

https://blog.chef.io/automate-all-the-things/
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Principle: Code as Configuration

- Manage configuration files in your version control system
— Travis, Gradle, Jenkins, ...

- Packaging and installation
— Docker, package.json, setup.py, pom.xml, ...

- Infrastructure and deployment
— Docker Compose, Ansible, Puppet, Kubernetes
— Manage servers and resources

_docum
if (!file(path).exists()) {
missing.add(path);

size() 1= 0) {

sage = "The following files were missing:\n\n\t";
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Installation and configuration can be annoying

Build flags

Build order

Static dependencies
Dynamic dependencies
Environment variables

Configuration files
DLL hell

https://llvm.org/docs/GettingStarted.html
https://blog.codinghorror.com

17-214

Getting the Source Code and Building LLVM

The LLVM Getting Started documentation may be out of date. The Clang Ge! _Started page might have more
accurate information.

This is an example workflow and configuration to get and build the LLVM source:

1. Checkout LLVM (including related subprojects like Clang):
o git clone https://github.com/1lvm/1lvm-project.git
o Or, on windows, git clone --config core.autocrlf=false https://github.com/Ilvm/llvm-
project.git
2. Configure and build LLVM and Clang:.
o cd llvm-project
o mkdir build
o cd build
o cmake -G <generator> [options] ../llvm
Some common generators are:

= Ninja — for generating Ninja build files. Most llvm developers use Ninja.
= Unix Makefiles — for generating make-compatible parallel makefiles.
= Visual Studio — for generating Visual Studio projects and solutions.

= Xcode — for generating Xcode projects.

Some Common options:

® -DLLVM_ENABLE_PROJECTS= ' — semicolon-separated list of the LLVM subprojects you'd like to
additionally build. Can include any of: clang, clang-tools-extra, libcxx, libcxxabi, libunwind, lidb,
compiler-rt, lid, polly, or debuginfo-tests.

For example, to build LLVM, Clang, libcxx, and libcxxabi, use -DLLVM_ENABLE PROJECTS="clang;
libexx;libexxabi®.

= -DCMAKE_INSTALL PREFIX=directory — Specify for directory the full pathname of where you want
the LLVM tools and libraries to be installed (default /usr/local).

= -DCMAKE_BUILD TYPE=type — Valid options for type are Debug, Release, RelWithDebinfo, and
MinSizeRel. Default is Debug.

= -DLLVM ENABLE ASSERTIONS=0n — Compile with assertion checks enabled (default is Yes for Debug
builds, No for all other build types).

© Run your build tool of choice!

= The default target (i.e. ninja or make) will build all of LLvM.

= The check-all target (i.e. ninja check-all) will run the regression tests to ensure everything is in
working order.

= CMake will generate build targets for each tool and library, and most LLVM sub-projects generate
their own check-<project> target.

« Running a serial build will be slow. To improve speed, try running a parallel build. That's done by
defaultin Ninja; for make, use make -j NNN (NNN is the number of parallel jobs, use e.g. number of
CPUs you have.)

o For more information see

o If you get an “internal compiler error (ICE)” or test failures, see belc

Consult the Getting Started with LLVM section for detailed information on configuring and compiling LLVM. Go to
Dire y Lay to learn about the layout of the source code tree.
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https://llvm.org/docs/GettingStarted.html

FROM ubuntu:18.04

*docker

® Uses lightweight containerization o gt et

Full setup including configuration
® Separate container for each service
o web server, database, logic, ... e

o reduced attack surface oython-dev \

e Used in development and deployment e\

locales \

- vim \

&& pip install pipenv \
&& curl -fsSL https://download.docker.com/linux/ubuntu/gpg | apt-key add - \

Containerized Applications

&& add-apt-repository \
"deb [arch=amd64] https://download.docker.com/linux/ubuntu \
$(1sb_release -cs) \
stable" \

&& apt-get update \

&& apt-get install -y docker-ce \

&& apt-get autoremove -y \

&% apt-get clean \
Docker & rm -rf /var/lib/apt/lists/* /tmp/* /var/tmp/*

RUN sed -i -e 's/# en_US.UTF-8 UTF-8/en_US.UTF-8 UTF-8/' /etc/locale.gen && \

Host Operating System locale-gen

ENV LANG en_US.UTF-8
Infrastructure
ENV LANGUAGE en_US:en

ENV LC_ALL en_US.UTF-8
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Docker and DockerHub

® Build an image for each release
e Quickly rollback to stable versions

$ docker pull mysql:8.0
$ docker push christimperley/darjeeling

120 of 1 private rep: Get more
@ success

¥ Build in'master (94969414) (=) creaeD 6 mi go®  USER acmememt ber

h 4 test [©) N 0min © TIO! Canad:

1P 99.230.159.241

Docker Hub

docker pull

docker push

I

https://docs.docker.com/docker-hub/builds/

ic.packt-cdn. 789137231,
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https://docs.docker.com/docker-hub/builds/

Principle: Rapid Releases and Feedback

- Remove the manual and ceremonial aspects from releases
— Possibly continuous releases
— Incremental rollout; quick rollback

- Get feedback on your changes ASAP

— Continuously measure quality, refine implementation, and rerelease

Travis CI

PHABRICATOR
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Principle: Shared Responsibility

- Breakdown the “Wall of Confusion”

- Improve collaboration between dev. and ops. teams
- Reduce “throw it over the fence” syndrome

- Treat failures as a learning experience...
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Aside: Postmortems

Example Postmortem

Shakespeare Sonnet++ Postmortem (incident #465)
:2015-10-21
: jennifer, martym, agoogler
Complete, action items in progress

: Shakespeare Search down for 66 minutes during period of very high interest in Shakespeare due to discovery of
anew sonnet

Estimated 1.21B queries lost, no revenue impact.

Cascading failure due to combination of exceptionally high load and a resource leak when searches failed
due to terms not being in the Shakespeare corpus. The newly discovered sonnet used a word that had never before
appeared in one of Shakespeare’s works, which happened to be the term users searched for. Under normal circumstances,
the rate of task failures due to resource leaks is low enough to be unnoticed.

: Latent bug triggered by sudden increase in traffic.

: Directed traffic to sacrificial cluster and added 10x capacity to mitigate cascading failure. Updated index
deployed, resolving interaction with latent bug. Maintaining extra capacity until surge in public interest in new sonnet
passes. Resource leak identified and fix deployed.

Borgmon detected high level of HTTP 500s and paged on-call.

OREILLY"

Action Item Type Owner Bug

Update playbook with instructions for mitigate jennifer n/a
responding to cascading failure

Use flux capacitor to balance load prevent martym Bug 5554823 )
between clusters

Reliability
il F'ngineering

Edited by Betsy Beyer, Chris Jones,
Jennifer Petoff & Niall Murphy

RELEASED: 1993
PosST-MORTEM: 201 1

https://blog.codinghorror.com/the-project-postmortem/
https://www.developer.com/design/article.php/3637441
https://landing.google.com/sre/books/
[
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https://blog.codinghorror.com/the-project-postmortem/
https://www.developer.com/design/article.php/3637441
https://landing.google.com/sre/books/
https://www.youtube.com/watch?v=NnkCujnYNSo
https://landing.google.com/sre/sre-book/chapters/postmortem/

Two sides to DevOps

eeeeeeeeeeeeeee
: ¢

Operations-oriented Developer-oriented
 Manage servers automatically ¢ Agile releases!
e Easier to identify and fix bugs * Easier to share and
 Automatic logging, understand code
monitoring, and operations * Faster onboarding
» Safely push code through
Cl/CD pipeline
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Continuous Integration and Continuous Deployment

COMMIT
@
RELATED CODE
https://dzone.com/articles/learn-how-to-setup-a-cicd-pipeline-from-scratch

X [@ &£
o—0—e0—0—0

BUILD UNIT |INTEGRATION
TESTS TESTS

CI PIPELINE

™

</> 5h %

REVIEW STAGING PRODUCTION

@ @ (

CD PIPELINE
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Continuous Integration

[ F=2
.

X &
(]

o—0 00
BUILD UNIT |NTEGRATION
TESTS TESTS

CI PIPELINE

RELATED CODE

TravisCl  |UNIt 6 ﬁ Gradle O SP@QBUQS

GitHub
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Continuous Integration at Google

Google workflow

Sync user Coe

workspace » Write code » review ’ Commit

¢ All code is reviewed before commit (by humans and automated tooling)

e Each directory has a set of owners who must approve the change to their
area of the repository

« Tests and automated checks are performed before and after commit
« Auto-rollback of a commit may occur in the case of widespread breakage

Additional tooling support

Critique Code review

CodeSearch* Code browsing, exploration, understanding, and archeology
Tricorder** Static analysis of code surfaced in Critique, CodeSearch
Presubmits Customizable checks, testing, can block commit

TAP Comprehensive testing before and after commit, auto-rollback

Rosie Large-scale change distribution and management

17-214 17 e
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Aside: Sapienz and SapFix at Facebook

Workflow (Generation)

% Bug Detected @ Triggers

Sapienz Trigger Patch
Auto Triage Generator

Fix Patch
Generator

|

Validated
Revision

Revert Revert ;
Full Diff Partial Diff Template Mutation

https://engineering.fb.com/developer-tools/finding-and-fixing-software-bugs-automatically-with-sapfix-and-sapienz/

17-214
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https://engineering.fb.com/developer-tools/finding-and-fixing-software-bugs-automatically-with-sapfix-and-sapienz/

Outline

* DevOps and CI/CD
* Large-Scale Version Control
* Release Management
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How do you scale to 2 billion lines of code?

Google repository usage

25 thousand Googlers in dozens of offices around the world

15 thousand commits by humans
30 thousand commits by automated systems
Billions of file read requests* (800K QPS at daily peak)

Millions of changes committed (cumulative) Some perspective

)

¢ 15 million lines of code in 40 thousand files (total)

» 15 million lines of code in 250 thousand files changed per week,
by humans
e 2 billion lines of code, in 9 million source files (total)

1/1/2000 1/1/2005 1/1/2010 1/1/2015
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https://www.youtube.com/watch?v=W71BTkUbdqE

S5

> M) zojwe

Google repository scale

Google repository statistics

Total number of files*
Number of source files
Lines of code

Depth of history

Size of content

Commits per workday

*The total number of files includes source files copied into release branches, files that are deleted at the latest revision, configuration files, documentation, and supj

R. Potvin and J. Levenberg, "The Motivation for a Monolithic Codebase: Why Google stores billions of lines

1 billion

9 million

2 billion

35 million commits
86 terabytes

45 thousand

of code in a single repository", in Communications of the ACM, vol. 59, no. 7, 2016.

17-214

DOI:10.1145/2854146

Google’s monolithic repository provides
a common source of truth for tens of
thousands of developers around the world.

BY RACHEL POTVIN AND JOSH LEVENBERG

Why Google
Stores Billions
of Lines

of Code

in a Single
Repository

EARLY GOOGLE EMPLOYEES decided toworkwitha
shared codebase managed through a centralized
source control system. This approach has served
Google well for more than 16 years, and today the vast
majority of Google’s software assets continues to be
stored in a single, shared repository. Meanwhile, the
number of Google software developers has steadily
increased, and the size of the Google codebase

has grown exponentially (see Figure 1). As a result,
the technology used to host the codebase has also
evolved significantly.

78 COMMUNICATIONS OF THE ACM | JULY 2016 = VOL 59 ' NO.7

contributed articles

Thisarticle outlines the scale of that
codebase and details Google’s custon
built monolithic source repository and
the reasons the model was chosen.
Google usesa homegrown version-con-
trol system to host one large codebase
visible to, and used by, most of the soft-
ware developers in the company. This
zed system is the foundation of
many of Google's developer workflows.
Here, we provide background on the
systems and workflows that make fea-
sible managing and working produc-
tively with such a large repository. We
explain Google's “trunk-based devel
opment” strategy and the support sys-
tems that structure workflow and keep
Google’s codebase healthy, including
software for static analysis, code clean:
up, and streamlined code review.

centra

Google-Scale

Google’s monolithic software reposi-
tory, which is used by 95% of its soft
ware d
the definition of an ultra-large-scale*
system, providing evidence the sin-

elopers worldwide, meets

gle-source repository model can be
scaled successfully.

The Google codebase includes ap-
proximately one billion files and has
a history of approximately 35 million
commits spanning Google’s entire 18-
year existence. The repository contains
86TB* of data, including ap proximately

a Total size ofuncompressed content, excluding
release branches.

key insights

= Google has shown the monolithic model
of source code management can scale
10 a repository of one billion files, 35
million commits, and tens of thousands of
developers.

= Benefits include unified versioning,
extensive code sharing, simplified
dependency management, atomic
changes, large-scale refactoring,
collaboration across teams, flexible code
ownership, and code visibility.

= Drawbacks include having to create
and scale tools for development and
execution and maintain code health, as
well as potential for codebase complexity
(such as unnecessary dependencies).

21

°
institute for
I S SOFTWARE
RESEARCH


https://ai.google/research/pubs/pub45424/
https://www.youtube.com/watch?v=W71BTkUbdqE

A recent history of code organization

1

Monorepo Single-repo Monolith Multi-repo

https://www.toptal.com/front-end/guide-to-monorepos
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https://www.toptal.com/front-end/guide-to-monorepos

Monolithic repositories (Monorepos)

A single version control repository containing multiple:

- Projects
- Applications
- Libraries

o
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Scaling Mercurial at Facebook:
Insights from the Other Side

Durham Goode, Facebook

\Watchman .
mercurial

A file watching service

17-214

POSTED ON JAN 7,2014 TO CORE DATA, OPEN SOURCE

Scaling Mercurial at Facebook

status diff, nochanges  diff, one change  update to parent commit one change

= Watchmanon ™ Watchman off

By Durham Goode Rain f (yF) | Y )

With thousands of commits a week across hundreds of thousands of files, Facebook’s main source
repository is enormous-many times larger than even the Linux kernel, which checked in at 17 million
lines of code and 44,000 files in 2013. Given our size and complexity—and Facebook’s practice of
shipping code twice a day-improving our source control is one way we help our engineers move fast.

Choosing a source control system

Two years ago, as e saw our repository continue to grow at a staggering rate, we sat down and
extrapolated our growth forward a few years. Based on those projections, it appeared likely that our
then-current technology, a Subversion server with a Git mirror, would become a productivity
bottleneck very soon. We looked at the available options and found none that were both fast and
easy to use at scale.

Our code base has grown organically and its internal dependencies are very complex. We could have
spent a lot of time making it more modular in a way that would be friendly to a source control tool,
but there are a number of benefits to using a single repository. Even at our current scale, we often
make large changes throughout our code base, and having a single repository is useful for continuous
modernization. Splitting it up would make large, atomic refactorings more difficult. On top of that, the
idea that the scaling constraints of our source control system should dictate our code structure just
doesn’t sit well with us.

We realized that we’'d have to solve this ourselves. But instead of building a new system from scratch,
we decided to take an existing one and make it scale. Our engineers were comfortable with Git and we
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https://www.youtube.com/watch?v=gOVD-DrUpwQ
https://engineering.fb.com/core-data/scaling-mercurial-at-facebook/
https://facebook.github.io/watchman/

Bl \icrosoft

B2 Microsoft | Brian Harry's Blog ProductBlogs v DevOps v Languages + NET v Platiorm Development v Data Development +

The largest Git repo on the planet

~ .
& VFS for Git
Brian
May 24th, 2017

It's been 3 months since | first wrote about our efforts to scale Git to extremely large projects and

teams with an effort we called “Git Virtual File System”. As a reminder, GVFS, together with a set of Q
enhancements to Git, enables Git to scale to VERY large repos by virtualizing both the .git folder

and the working directory. Rather than download the entire repo and checkout all the files, it

dynamically downloads only the portions you need based on what you use.

A lot has happened and | wanted to give you an update. Three months ago, GVFS was still a
dream. | don't mean it didn't exist — we had a concrete implementation, but rather, it was
unproven. We had validated on some big repos but we hadn't rolled it out to any meaningful
number of engineers so we had only conviction that it was going to work. Now we have proof.

Today, | want to share our results. In addition, we're announcing the next steps in our GVFS
journey for customers, including expanded open sourcing to start taking contributions and
improving how it works for us at Microsoft, as well as for partners and customers.

Windows is live on Git

Over the past 3 months, we have largely completed the rollout of Git/GVFS to the Windows team at
Microsoft.

As a refresher, the Windows code base is approximately 3.5M files and, when checked in to a Git
repo, results in a repo of about 300GB. Further, the Windows team is about 4,000 engineers and
the engineering system produces 1,760 daily “lab builds” across 440 branches in addition to
thousands of pull request validation builds. All 3 of the dimensions (file count, repo size and
activity), independently, provide daunting scaling challenges and taken together they make it
unbelievably challenging to create a great experience. Before the move to Git, in Source Depot, it
was spread across 40+ depots and we had a tool to manage operations that spanned them.

As of my writing 3 months ago, we had all the code in one Git repo, a few hundred engineers using
it and a small fraction (<10%) of the daily build load. Since then, we have rolled out in waves across
the engineering team.

The first, and largest, jump happened on March 22nd when we rolled out to the Windows OneCore
team of about 2,000 engineers. Those 2,000 engineers worked in Source Depot on Friday, went
home for the weekend and came back Monday morning to a new experience based on Git. People
on my team were holding their breath that whole weekend, praying we weren't going

be pummeled by a mob of angry engineers who showed up Monday unable to get any work done.
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https://devblogs.microsoft.com/bharry/the-largest-git-repo-on-the-planet/
https://vfsforgit.org/

Monorepos are also used by open source projects

[ foursquare / fsgio

<> Code Issues 17

@ Watch~ 129 s Star 199 YFork 43

Pull requests 2 Actions

A monorepo that holds all of Foursquare's opensource projects

pants  foursquare  monorepo

© 1,096 commits

1 branch

mongodb  rogue  scala

0 packages © 23 releases

Projects 0 Wiki Security Insights

22 22 contributors d: Apache-2.0

Branch: master ~ | New pull request

S8 Eric-arellano and Onioni Add scripts to modernize to Python 3

™ 3rdparty
8 build-support/fsgio
i scripts/fsgio

i src

i test

gitignore
B .travis.yml

B BUILD.opensource
& BUILD.tools

B CLAmd

) CONTRIBUTING.md
B LICENSE.md

) README.md

2 pants

pants-travis-ci.ini

=) pants.ini

B upkeep

&5 README.md

Update 3rd party map.
pants build committing publish data for push of io.fsq#buildgen-emit-
Add scripts to modernize to Python 3

Move *--userconfig" to webpack resolve as it’s an npm option.

fix buildgen scalac plugin not handling _root_ (#14562)

Add pytest_cache to fsq.io gitignore (#6428)

Generalize sapling projects under "opensource” and check-in fsgio bui.
Pin scala minor version (#9262)

Drop a BUILD.tools in Fsg.io

Move deployed files to consolidated directory.

Add a sapling quiver build (#14305)

Update copyright info in Fsq.io LICENSE

Remove pom-resolve code and references (#3927)

Add Fsqio build tooling to Fsq.io (#8728)

Delete the custom JDK install for Fsq.io Cl. (#744)

Add publishing config worked out in shading repo and docs (x2) (#15049)

Support for WebpackSubsystem and add ivy.xml

Create newfile | Upload files | Find file

v Latest commit 332e7a2 on Jun 13
3 months ago
6 months ago
3 months ago
3 months ago
6 months ago

2 years ago

7 months ago
11 months ago
3 years ago

4 years ago

7 months ago
4 years ago

2 years ago

11 months ago
2 years ago

6 months ago

7 months ago

[ stellar / go

<> Code Issues 205

Pull requests 23 Actions

© Watch -

Projects 0 Security Insights

Stellar's public monorepo of go code https://stellar.org/developers

stellar  blockchain

® 1,743 commits

1 6 branches

horizon

0 packages © 78 releases

Branch: master +

8 teighmeculloch servicestiicker: set version for release v1.2.0 (#1962)

i circleci
i .github
i .vscode
I address
i amount
i build
i clients.
i crc16

B docs/reference

7

22 77 contributors

K Star 625 ¥ Fork 342

s View license

Create newfile Uploadfiles Findfile |NelLERTE It Es

circleci: remove go mod checks for go 1.12 (#1944)
doc: lower the barrier-to-entry of writing great pr descriptions (#1889)
cleanup

fixed assert in main_testgo

AllowOverlnt64 in amount IntStringToAmount (#609)

Remove unnecessary whitespace and fix typo in godoc comments (#1866)
Make horizonclient examples fully qualified (#1867)

Initial import from go-stellar-base

docs: fix link to stellartoml (#1743)

v Latest commit 4c28b16 1 hour ago
5 days ago

21 days ago

2 years ago

2 years ago

last year

last month

29 days ago

3 years ago

2 months ago

. exp exp/hubble: write entries to elasticsearch (#1932) 6 hours ago
i handlers Use go vet in CI (#611) 10 months ago
i hash Initial import from go-stellar-base 3 years ago
i keypair keypair: add MustRandom (#1907) 8 days ago
i meta hanlde bumpseq effects last year
W network Run staticcheck in Cl (#1453) 5 months ago
i price Ignore offers which result in overflow errors in path finding search (# 2 months ago
i protocols services/horizon: Update "Action needed" tags (#1929) 6 days ago
B services services/ticker: set version for release v1.2.0 (#1962) 1 hour ago
i strkey Merge pull request #1579 from stellar/master 3 months ago
i support all: update all http.Servers to use a ReadTimeout 4 hours ago
g 2ol fomrio Joa L1 2o .
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https://github.com/foursquare/fsqio
https://github.com/stellar/go

Monorepos tend to use a common build system

W Bazel

17-214

Buck

Pants: A fast, scalable build system

Pants is a build system designed for codebases that: §:
» Are large and/or growing rapidly. §;
« Consist of many subprojects that share a significant amount |1 =

of code. ™
« Have complex dependencies on third-party libraries. w
» Use a variety of languages, code generators and ]
frameworks. EE:

Pants supports Java, Scala, Python, C/C++, Go, Javascript/Node,
Thrift, Protobuf and Android code. Adding support for other languages, frameworks and code generators is straightforward.

Pants is a collaborative open-source project, built and used by Twitter, Foursquare, Square, Medium and other companies.

institute for
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https://bazel.build/
https://buck.build/
https://www.pantsbuild.org/index.html

Why do these companies use monorepos?

~. monorepi
< @monorepi

here | updated the XKCD comic for you

THE #1 PROGRAMMER EXCUSE
FOR LEGITIMATELY SLACKING OFF:

173 A\

checking out the monorepo! )
HEY! GET BACK
TO WORK!
7 J

checking out the monorepo!

=] = (0

N
OH. CARRY ON.

© 115 5:21 PM - Dec 8, 2014

O 66 people are talking about this

17-214
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Benefits of Monorepos

Cheaper code reuse
— Extract reusable code into a new component
— Easily use that code from elsewhere! No need for more repos.

- Browse, read, and search through the entire codebase
— Works with grep, IDEs, and special tools out of the box

- Atomic refactorings with a single commit
— Switch from an old APl to a new API in a single commit

- Easier to test, debug, review, and deploy projects that span

multiple applications
— Easier to collaborate across projects and teams.
— No more internal dependency management!

[ ]
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Drawbacks of Monorepos

Require collective responsibility for team and developers

* Require trunk-based development
— More on that later...

* Force you to have only one version of everything
* Scalability requirements for the repository

e Can be hard to deal with updates around things like security
issues

e Build and test bloat without very smart build system
e Slow VCS without very smart system
* Permissions?

[ ]
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Outline

* DevOps and CI/CD
* lLarge-Scale Version Control
 Release Management
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How and when should software be released?

e 15 million lines of code in 250 thousand files changed per week,

by humans
e 2 billion lines of code, in 9 million source files (total)
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Principle: Quick to Deploy; Slow to Release

“Get your **** together; fix it in production.”

Chuck Rossi, former Release Engineering Director at Facebook
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https://softwareengineeringdaily.com/2019/08/27/facebook-release-engineering-with-chuck-rossi/

Trunk-based development at Google

Trunk-based development

» Piper users work at “head”, a consistent view of the codebase

» All changes are made to the repository in a single, serial ordering
e There is no significant use of branching for development

e Release branches are cut from a specific revision of the repository

trunk / mainline
cherry pick

release branch
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Trunk-based development

Release 12.1 Release 12.2

Y el

Developers don’t commit
to release branches

\ ! t t

Each committer (preferably a pair-programming duo) in this Trunk-Based Development
way of working is streaming small commits straight into the trunk (or master) with a
pre-integration step of running the build first (which must pass)

Release 12.1 Release 12.2
& A x T
Key Developers don’t commit

- to release branches
Developers NOT active here

» \ 1 f t

Trunk-Based Development at scale is best done with short-lived feature branches: one person
over a couple of days (max) and flowing through Pull-Request style code-review & build
automation before “integrating” (merging) into the trunk (or master)

https://trunkbaseddevelopment.com

o
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https://trunkbaseddevelopment.com

Cherrypicking

git cherry-pick af62le

release-1.2

master

https://www.atlassian.com/blog/git/the-essence-of-branch-based-workflows
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https://www.atlassian.com/blog/git/the-essence-of-branch-based-workflows

Fresh release branch every week

www.facebook.com

[ i ] Tkl dockgmer
|

Release — .
branch iz Release branch

Every weekday (3x)

https://engineering.fb.com/web/rapid-release-at-massive-scale
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The number of commits in a branch cut became unsustainable

Weekly web branch

10000

13-Jun 13-Nov 14-Mar 14-Aug 15-Jan 15-May 15-Sep 16-Feb
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Quasi-continuous push from master (1,000+ devs, 1,000 diffs/day);
10 pushes/day

Push-blocking alerts

Push-blocking tasks Flytrap
Crashbot for WWW anomaly
Emergency button alerts

100% production

Push-blocking tasks
Emergency button

2% production Push-blocking asensl

employees

Master H '
—
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Principle: Every feature is an experiment

[ ]
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CANARY TESTING

OLD VERSION
APPLICATION DATABASE
SERVER 'SERVER
MOST
oA 0 l)) USERS
PYIOXYA =)
ROUTER SOME W RSION
USER USERS
(5%) . P -
WEB APPLICATION DATABASE
’ SERVER ’ SERVER : SERVER
* i34 = § s — <]
\.: =

o
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Dark Launching

- Similar to canary testing

- Focuses on user response to frontend changes rather than
performance of backend

- Measure user response via metrics: engagement, adoption

— @ Audience Overview Mar 1, 2014 - Mar 31, 2014
a ..... r = ﬁ — i Email Add to Dashboard ~ Shortcut <

il Export v

0 O All Visits
100.00%

Overview

Visits Unique Visitos Pageviews

2,546 2,314 3:9741
S~ D i I NS
Pages / Visi Avg. VisitDuration =~ Bounce Rate

1.56 00:00:53 70.11%
T Vb | T

[ ]
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Aside: Opt-In Beta

Beta Participation - Steam

> Google play

n Facebook

Step1 >

Facebook invites you to become a tester of early unreleased versions of
Facebook, because you are a member of

= As a tester you will receive test versions of Facebook through app updates. Test
NONE - Opt out of all beta programs versions may be instable and contain bugs.

You can leave the test at any time and return to the regular version of Facebook

Steam Beta Update Facebook e Step 2

CANCEL
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Automated canary analysis at Netflix

e ~60,000 configuration changes per day,
~4000 commits per day
e Bake an Amazon Machine Image (AMI) for each
commit
e Deploy via Spinnaker and Kayenta
e Perform automated canary analysis.
o If okay, switch to new version.
o If bad, rollback to old version.

Load balancer

Red/black = _ _ _ _ »-"""~

Google and Netflix open-source Kayenta, a software
release management tool

@ £Y ROBERT HOF

These days companies often issue new releases and updates of their software several times a

day to millions of users in the cloud, and no matter how much they try to make sure it will run
flawlessly, it's nearly impossible to guarantee it.

That's all the more true today because companies are increasingly using many microservices,
or pieces of applications, in their software, making the discovery of problems extremely difficult
and time-consuming. The basic question large companies are asking is simple, according to
Google Cloud product manager Andrew Phillips: “How do we release more quickly but not
break stuff?”

(Blue/green) IIIIIIII AENENEEND

Ko icmesy Validate Load balancer
Rolling red/black ’/\ ’/\ cee

\‘{ o mmm

‘ JH “H I I m

HM@ ‘“L‘ ”m i H‘u\ ‘ ““I 5

0000000000¢

Canary
analysis
Canary LI )

Load balancer Load balancer

https://medium.com/netflix-techblog/automated-canary-analysis-at-netflix-with-kayenta-3260bc7acc69

https://octopus.com/blog/blue-green-red-black

https://siliconangle.com/2018/04/10/google-netflix-open-source-kayenta-software-release-management-tool/
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https://siliconangle.com/2018/04/10/google-netflix-open-source-kayenta-software-release-management-tool/
https://medium.com/netflix-techblog/automated-canary-analysis-at-netflix-with-kayenta-3260bc7acc69
https://siliconangle.com/2018/04/10/google-netflix-open-source-kayenta-software-release-management-tool/

Control deployments at run-time using feature flags

years

months

weeks

days

Call to feature flag
service to query value '
16

elaew..
---------- =
GateKeeper
Project: 64bit_rollout
Rank Move Group D
all users
(delete)
A . ‘I : P I|
= g v 1Permission |
-"§ L v Toggles !
1 [ 2
O i Ops 1 N L
g’ : Toggles !
'Y L]
9 “ :' 7 i Va
\, ¢' l' ‘|
-y .7 * . . ]
e R, TR 'Experiment »
. . v Toggles i
g Release E . ;
; Toggles K VR
T B dynamism_

New Restraint

changes with
a deployment

changes with runtime
re-configuration

https://martinfowler.com/articles/feature-toggles.html
https://docs.microsoft.com/en-us/azure/devops/migrate/phase-features-with-feature-flags?view=azure-devops

17-214

changes with
each request

| History | RenderTime

WHITELIST ME

Age - Younger
Application
Browser

| Code Location
Country

' Datacenter

1 Is Employee
Friend Count - Less
Friend Count - More
Gatekeeper project

' ID

Locale

| Network

os

Remote IP

Server IP

Server Time - After
Server Time - Before

BLACKLIST ME

On
LEVl  Cancel
- vuvtxzdqrp
n/a

Alpha Def. n/a

Updated 4/21/09 3:23:04pm
Console none
Name

Description 64 bit rollout
Needs Flush No
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Warning! Feature flags can be dangerous

Knightmare: A DevOps
Cautionary Tale

I was speaking at a conference last year on the topics of DevOps, Configuration as Code, and
Continuous Delivery and used the following story to demonstrate the importance making
deployments fully automated and repeatable as part of a DevOps/Continuous Delivery initiative.
Since that conference I have been asked by several people to share the story through my blog.
This story is true — this really happened. This is my telling of the story based on what I have

read (I was not involved in this).

This is the story of how a company with nearly $400 million in assets went bankrupt in 45-

minutes because of a failed deployment.

In laymen’s terms, Knight Capital Group realized a $460 million
loss in 45-minutes. Remember, Knight only has $365 million in
cash and equivalents. In 45-minutes Knight went from being the
largest trader in US equities and a major market maker in the
NYSE and NASDAQ, to bankrupt.

https://dougseven.com/2014/04/17/knightmare-a-devops-cautionary-tale/
[ ]
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Summary

- DevOps brings development and operations together
— Automation, Automation, Automation
— Infrastructure as code

- Release management
— Versioning and branching strategies

- Continuous deployment is increasingly common
- Exploit opportunities of continuous deployment; perform

testing in production and quickly rollback
— Experiment, measure, and improve
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