On the Exact Variance of Products
Author(s): Leo A. Goodman
Published by: American Statistical Association
Stable URL: http://www.jstor.org/stable/2281592
Accessed: 10/02/2011 15:27

Your use of the JSTOR archive indicates your acceptance of JSTOR's Terms and Conditions of Use, available at http://www.jstor.org/page/info/about/policies/terms.jsp. JSTOR's Terms and Conditions of Use provides, in part, that unless you have obtained prior permission, you may not download an entire issue of a journal or multiple copies of articles, and you may use content in the JSTOR archive only for your personal, non-commercial use.

Please contact the publisher regarding any further use of this work. Publisher contact information may be obtained at http://www.jstor.org/action/showPublisher?publisherCode=astata.

Each copy of any part of a JSTOR transmission must contain the same copyright notice that appears on the screen or printed page of such transmission.

JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org.

*American Statistical Association* is collaborating with JSTOR to digitize, preserve and extend access to *Journal of the American Statistical Association*. 

http://www.jstor.org
ON THE EXACT VARIANCE OF PRODUCTS*

Leo A. Goodman
University of Chicago

A simple exact formula for the variance of the product of two random variables, say, \( x \) and \( y \), is given as a function of the means and central product-moments of \( x \) and \( y \). The usual approximate variance formula for \( xy \) is compared with this exact formula; e.g., we note, in the special case where \( x \) and \( y \) are independent, that the "variance" computed by the approximate formula is less than the exact variance, and that the accuracy of the approximation depends on the sum of the reciprocals of the squared coefficients of variation of \( x \) and \( y \). The case where \( x \) and \( y \) need not be independent is also studied, and exact variance formulas are presented for several different "product estimates." (The usefulness of exact formulas becomes apparent when the variances of these estimates are compared.) When \( x \) and \( y \) are independent, simple unbiased estimates of these exact variances are suggested; in the more general case, consistent estimates are presented.

1. INTRODUCTION AND SUMMARY

The usual formula, which has appeared in the statistical literature, for the variance of the product of two independent random variables is an approximation (see, for example, Yates [3, p. 198]). In this literature, it has also been suggested that this approximate formula for the variance is satisfactory only if the coefficients of variation of the two random variables are both relatively small. In the present note, we shall present a simple exact formula for this variance, which does not depend on any assumptions concerning the magnitudes of the coefficients of variation. The relative accuracy of the usual approximate formula for this variance will be computed. It will be seen that the "variance" obtained using the approximate formula is less than the exact variance, and that the approximation may be satisfactory in some cases where one or both of the coefficients of variation are relatively small. A simple unbiased estimate of the exact variance will also be presented. The exact formula for the variance will then be used to compute the relative efficiency of two different kinds of estimates of a parameter that is in fact equal to the product of two other parameters. (The reader will note that the usual approximate variance formula could not be used to compute correctly the relative efficiency of these two estimates. In fact, if the approximate variance formula had been applied, rather than the exact formula, an erroneous conclusion regarding the relative efficiency of these estimates might have been obtained.) This exact formula will also be generalized to obtain an exact formula for the variance of the product of three (or more) independent random variables. Finally, the situation where the random variables need not be independent will be investigated, and exact
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variance formulas will be presented in this case along with consistent estimates of these variances.

The method of obtaining the exact variance formulas, which are presented here, is quite simple. This method can be generalized to obtain exact formulas for any of the central moments of the product of two or more random variables. These formulas could also be derived from general formulas relating product-moments about the origin to central product-moments (see, for example, Kendall and Stuart [1, p. 82] and Tschuprow [2]), but an additional set of calculations would then be required in order to modify the formulas obtained for the product-moments about the origin so that relatively simple formulas could be obtained for the central moments of the product. The present paper presents a more direct method of proof. To the best of my knowledge, the simple exact formulas presented in this paper are new. (It seems surprising that they should not have appeared in print before this.)

There are many situations where the variance of the product of two random variables is of interest (e.g., where an estimate is computed as a product of two other estimates), so that it will not be necessary to describe these situations in any detail in the present note.

2. THE CASE WHERE THE RANDOM VARIABLES ARE INDEPENDENT

Let \( x \) and \( y \) be two independent random variables. Let us denote the expected value of \( x \) by \( E(x) = X \), the variance of \( x \) by \( V(x) \), and the square of the coefficient of variation of \( x \) by \( V(x)/X^2 = G(x) \). A similar notation will be used for the random variable \( y \). (For the sake of simplicity, we shall assume here that \( E(x) = X \) and \( E(y) = Y \) differ from zero, although some of the results presented here do not require this assumption.) Since

\[
xy - XY = XY[(\delta x + 1)(\delta y + 1) - 1] = XY[\delta y + \delta x + \delta x \delta y]
\]

where \( \delta x = (x - X)/X \) and \( \delta y = (y - Y)/Y \), we have that the variance \( V(xy) \) of the product \( xy \) is equal to

\[
V(xy) = E\{ (xy - XY)^2 \} = (XY)^2[G(y) + G(x) + G(x)G(y)]
\]

\[
= X^2V(y) + Y^2V(x) + V(x)V(y).
\]

(2)

The usual approximate formula, which has appeared in the literature, is

\[
\hat{V}(xy) = X^2V(y) + Y^2V(x) = (XY)^2[G(y) + G(x)].
\]

(3)

Thus, the relative inaccuracy of the approximation \( \hat{V}(xy) \) is

\[
R = [V(xy) - \hat{V}(xy)]/V(xy) = G(x)G(y)/[G(x) + G(y) + G(x)G(y)]
\]

\[
= 1/[A + 1],
\]

(4)

where \( A = G^{-1}(x) + G^{-1}(y) \). From (4) we see that, if either \( G(x) \) or \( G(y) \) is quite small, then \( A \) will be relatively large, and the relative inaccuracy will be small. Thus, the approximate formula may be satisfactory even in some cases where only one of the two coefficients is small, contrary to what has usually been suggested in the literature.
We shall now present an unbiased estimate of the variance $V(xy)$. Since $E(x^2) - X^2 = V(x)$, we have that

$$v(xy) = [x^2 - v(x)]v(y) + [y^2 - v(y)]v(x) + v(x)v(y)$$

$$= x^2v(y) + y^2v(x) - v(x)v(y)$$

(5)

is an unbiased estimate of $V(xy)$, where $v(x)$ is an unbiased estimate of $V(x)$ and $v(y)$ is an unbiased estimate of $V(y)$. It is interesting to note that, while $V(x)V(y)$ is added to the usual approximate formula $\hat{V}(xy) = X^2V(y) + Y^2V(x)$ to obtain the exact formula for $V(xy)$, the quantity $v(x)v(y)$ is subtracted from the estimate $\hat{v}(xy) = x^2v(y) + y^2v(x)$ to obtain the unbiased estimate $v(xy)$ of $V(xy)$.

Let us now consider the situation where a sample of $x$'s and an independent sample of $y$'s are obtained, and where the sample sizes are $n(x)$ and $n(y)$, respectively. Let $\bar{x}$ and $\bar{y}$ be the sample means of the $x$'s and $y$'s, respectively, and let $s^2(x)$ and $s^2(y)$ be the usual unbiased estimates of $V(x)$ and $V(y)$, respectively. Then $\bar{x}\bar{y}$ will be an unbiased estimate of $XY$ whose variance is

$$V(\bar{x}\bar{y}) = X^2V(\bar{y}) + Y^2V(\bar{x}) + V(\bar{x})V(\bar{y})$$

$$= X^2 \frac{V(y)}{n(y)} + Y^2 \frac{V(x)}{n(x)} + \frac{V(x)V(y)}{n(x)n(y)}$$

(6)

An unbiased estimate of $V(\bar{x}\bar{y})$ will be

$$v(\bar{x}\bar{y}) = \bar{x}^2v(y) + \bar{y}^2v(x) - v(x)v(y)$$

$$= \bar{x}^2 \frac{s^2(y)}{n(y)} + \bar{y}^2 \frac{s^2(x)}{n(x)} - \frac{s^2(x)s^2(y)}{n(x)n(y)}$$

(7)

When $n(x) = n(y) = n$, the variance $V(\bar{x}\bar{y})$ becomes simply

$$V(\bar{x}\bar{y}) = [X^2V(y) + Y^2V(x) + V(x)V(y)/n]/n$$

(8)

and the unbiased estimate of $V(\bar{x}\bar{y})$ becomes

$$v(\bar{x}\bar{y}) = [\bar{x}^2s^2(y) + \bar{y}^2s^2(x) - s^2(x)s^2(y)/n]/n.$$  

(9)

If a sample of $n$ paired observations $(x_i, y_i)$ is obtained ($i=1, 2, \cdots, n$), then

$$\sum_{i=1}^{n} x_iy_i/n = z$$

is also an unbiased estimate of $XY$ in the special case where $x$ and $y$ are independent random variables. In this case, the variance of $z$ is

$$V(z) = V(xy)/n = [X^2V(y) + Y^2V(x) + V(x)V(y)/n]/n,$$

(10)

and the relative efficiency of the estimate $z$ as compared with the estimate $\bar{x}\bar{y}$ is

$$V(\bar{x}\bar{y})/V(z) = \frac{[X^2V(y) + Y^2V(x) + V(x)V(y)/n]}{[X^2V(y) + Y^2V(x) + V(x)V(y)]},$$

(11)
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which approaches

\[ \frac{\bar{V}(xy)}{V(xy)} = \frac{[G(y) + G(x)]}{[G(y) + G(x) + G(y)G(x)]} \]  

(12)
as \( n \to \infty \). Thus, the estimate \( z \) is less efficient than the estimate \( \bar{y} \bar{x} \) in this case, and the relative decrease in the variance of \( \bar{x}\bar{y} \) as compared with the variance of \( z \) approaches \( (n \to \infty) \)

\[ 1 - \frac{\bar{V}(xy)/V(xy)}{V(xy)} = R = 1/[A + 1], \]  

(13)
where \( A = G^{-1}(x) + G^{-1}(y) \) as earlier herein. Thus, we see that, when \( x \) and \( y \) are independent, the effect of using the usual approximate formula \( \bar{V}(xy) \) rather than the exact formula \( V(xy) \) is comparable to the effect of using the statistic \( z \) rather than \( \bar{x}\bar{y} \) as an estimate of the product \( XY \) of the parameters \( X \) and \( Y \) (when \( n \to \infty \)).

The preceding results can be generalized to obtain exact formulas in the situation where the product of three (or more) independent random variables is of interest. For example, let the three random variables be \( x, y, \) and \( z \), where \( X, Y, \) and \( Z \) are their respective means, \( V(x), V(y), \) and \( V(z) \) are their respective variances, and \( G(x), G(y), G(z) \) are their respective squared coefficients of variation. Since

\[ xyz - XYZ = XYZ[(\delta x + 1)(\delta y + 1)(\delta z + 1) - 1] \]  

(14)
where the \( \delta \)'s are defined as earlier herein, we have that the variance \( V(xyz) \) of the product \( xyz \) is equal to

\[ V(xyz) = E\{ (xyz - XYZ)^2 \} \]  

= \( (XYZ)^2[G(x) + G(y) + G(z) + G(x)G(y) + G(x)G(z) + G(y)G(z)] \)  

(15)
+ \( G(x)G(y)G(z) \].

An approximate formula for this variance (comparable to the usual approximate formula for the variance of the product of two independent random variables) would be

\[ \bar{V}(xyz) = (XYZ)^2[G(x) + G(y) + G(z)], \]  

(16)
which we now see will be satisfactory only if the term

\[ (XYZ)^2[G(x)G(y) + G(x)G(z) + G(y)G(z) + G(x)G(y)G(z)] \]

can be neglected. Formula (15) is a generalization of (2), while formula (16) is a generalization of (3).

3. THE CASE WHERE THE RANDOM VARIABLES NEED NOT BE INDEPENDENT

Let \( x \) and \( y \) be two random variables (not necessarily independent). Let us denote the expected value of \( xy \) by \( E(xy) = M_{11} \) and the covariance between \( \delta x \) and \( \delta y \) by \( E\{ \delta x \delta y \} = D_{11} \). We also write \( E\{ (\delta x)^i (\delta y)^j \} = D_{ij} \) and \( E\{ (\Delta x)^i (\Delta y)^j \} = E_{ij} \), where \( \Delta x = x - X \) and \( \Delta y = y - Y \). Since

\[ xy - M_{11} = XY[(\delta x + 1)(\delta y + 1) - B_{11}], \]  

(17)

\[ = XY[\delta x + \delta y + \delta x\delta y + F_{11}], \]
where \( B_{11} = M_{11}/(XY) \) and \( F_{11} = 1 - B_{11} = -D_{11} \), we see that the variance \( V(xy) \) of the product \( xy \) is equal to

\[
V(xy) = (XY)^2[G(y) + G(x) + 2D_{11} + 2D_{12} + 2D_{21} + D_{22} - D_{11}^2]
\]

\[
= X^2V(y) + Y^2V(x) + 2XYE_{11} + 2XE_{12} + 2YE_{21} + E_{22} - E_{11}^2,
\]

where \( E_{22} - E_{11}^2 = V(\Delta x\Delta y) \) is the variance of \( \Delta x\Delta y \). The usual approximate formula for \( V(xy) \) is

\[
\tilde{V}(xy) = X^2V(y) + Y^2V(x) + 2XYE_{11},
\]

which we now see will be satisfactory only if the term \( 2X_{12} + 2YE_{21} + V(\Delta x\Delta y) \) can be neglected.

If a sample of \( n \) paired observations \((x_i, y_i)\) are obtained \((i = 1, 2, \ldots, n)\), then

\[
\sum_{i=1}^{n} x_i y_i/n = z
\]

is an unbiased estimate of \( M_{11} \) and \( \bar{xy} \) is a consistent estimate of \( XY \). It is easy to see that the expected value of \( \bar{xy} \) is \( E[\bar{xy}] = XY(1 - 1/n) + M_{11}/n = XY + E_{11}/n \), so that the statistic \((\bar{xy}n - z)/(n - 1) = w \) is an unbiased estimate of \( XY \). The variance of \( z \) is

\[
V(z) = \frac{V(xy)}{n}
\]

\[
= [X^2V(y) + Y^2V(x) + 2XYE_{11} + 2XE_{12} + 2YE_{21} + V(\Delta x\Delta y)]/n,
\]

while the variance of \( \bar{xy} \) is

\[
V(\bar{xy}) = \left[ X^2V(y) + Y^2V(x) + 2XYE_{11} + 2X \frac{E_{12}}{n} + 2Y \frac{E_{21}}{n} \right. \\
\left. + \frac{V(x)V(y)}{n} + \frac{\text{Cov}[(\Delta x)^2, (\Delta y)^2] - E_{11}^2}{n^2} \right]/n,
\]

where \( \text{Cov} \ [(\Delta x)^2, (\Delta y)^2] = E_{22} - V(x)V(y) \) is the covariance between the random variables \( (\Delta x)^2 \) and \( (\Delta y)^2 \). The mean squared error of \( \bar{xy} \) as an estimate of \( XY \) is

\[
\text{MSE}(\bar{xy}) = V(\bar{xy}) + (E_{11}/n)^2.
\]

Since the estimate \( w \) of \( XY \) is asymptotically equivalent to \( \bar{xy} \), the variance \( V(w) \) of \( w \) can be simply approximated using the fact that the limiting value \((n \to \infty)\) of \( nV(w) \) is equal to the limiting value of \( nV(\bar{xy}) \) and \( n\text{MSE}(\bar{xy}) \). Thus, we have that

\[
V(w) \cong [X^2V(y) + Y^2V(x) + 2XYE_{11}]/n = \tilde{V}(xy)/n.
\]

Consistent estimates of \( V(z) \), \( V(\bar{xy}) \), \( \text{MSE}(\bar{xy}) \), and \( V(w) \) can be obtained by replacing the various population moments by the corresponding sample mo-
ments (which will be consistent estimates of the corresponding population moments) in equations (20), (21), (22), and (23), respectively.

The ratio of $V(\bar{x}\bar{y})$ to $V(z)$ approaches

$$V(\bar{x}\bar{y})/V(xy)$$

$$= \frac{[X^2V(y) + Y^2V(x) + 2XE_{11}]}{[X^2V(y) + Y^2V(x) + 2XE_{11} + 2YE_{12} + 2YE_{21} + V(\Delta x\Delta y)]}$$  \hspace{1cm} (24)$$

as $n \to \infty$. We also see that $V(\bar{x}\bar{y})/V(xy)$ is the limiting value for $MSE(\bar{x}\bar{y})/V(z)$ and $V(w)/V(z)$. Thus, the effect of using the usual approximate formula $V(xy)$ rather than the exact formula $V(xy)$ is comparable to the relative difference between the variance of the estimate $z$ of $\mu_1$ and the variance of the estimate $w$ (or $\bar{x}\bar{y}$) of $XY$ (when $n \to \infty$).

The preceding results can be generalized to deal with the situation where the product of three (or more) random variables is of interest (where these random variables need not necessarily be independent). The method of obtaining these results can also be generalized in order to obtain exact formulas for any of the central moments of the product of two or more random variables. These results can also be directly generalized to deal with situations where the ratio of random variables or the product of powers of random variables are of interest.
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