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## Preface

This book is about mathematical methods for optimization of dynamic stochastic system and about the application of these methods to economic problems.

Most economic problems are dynamic. The economists who analyze these problems study the current state of an economic system and ask how various policies can be used to move the system from its present status to a future more desirable state. The problem may be a macroeconomic one in which the state of the economic systems is described with levels of unemployment and inflation and the instruments are fiscal and monetary policy. It may be a microeconomic problem in which the system is characterized by inventory, sales, and profit levels and the policy variables are investment, production, and prices. It may be an international commodity-stabilization problem in which the state variables are levels of export revenues and inventories and the control variables are buffer-stock sales or purchases.

Most economic problems are stochastic. There is uncertainty about the present state of the system, uncertainty about the response of the system to policy measures, and uncertainty about future events. For example, in macroeconomics some time series are known to contain more noise than others. Also, policy makers are uncertain about the magnitude and timing of responses to changes in tax rates, government spending, and interest rates. In international commodity stabilization there is uncertainty about the effects of price changes on consumption.

The methods presented in this book are tools to give the analyst a better understanding of dynamic systems under uncertainty. The book begins with deterministic dynamic systems and then adds various types of uncertainty until it encompasses dynamic systems with uncertainty about (1) the present state of the system, (2) the response of the system to policy measures, (3) the effects of unseen future events which can be modeled as additive errors, and (4) errors in measurement. In the beginning chapters, the book is more like a textbook, but in the closing chapters it is more like a monograph because there is a relatively
widespread agreement about methods of deterministic-model solution while there is still considerable doubt about which of a number of competing methods of stochastic control will prove to be superior.

As a textbook, this book provides a detailed derivation of the main results in deterministic and stochastic control theory. It does this along with numerical examples of each kind of analysis so that one can see exactly how the solutions to such models are obtained on computers. Moreover, it provides the economist or management scientist with an introduction to the kind of notation and mathematics which is used in the copious engineering literature on the subject of control theory, making access to that literature easier. Finally, it rederives some of the results in the engineering literature with the explicit inclusion of the kinds of terms typical of economic models.

As a monograph, this book reports on a project explicitly designed to transfer some of the methodology of control theory from engineers to economists and to apply that methodology to economic problems to see whether it sheds additional light on those problems. The project has been funded by the National Science Foundation and has involved two engineers, Edison Tse and Yaakov Bar-Shalom, and two economists, Fred Norman and the author. Fred and I decided at an early stage in the project that we could best learn from Edison and Yaakov if we programmed their algorithm ourselves. This involved rederiving all the results and then making two separate codings of the algorithm (one by each of us). This procedure enabled us to understand and check both the algorithm and the computer codes.

The principal application is to a macroeconomic stabilization problem which included all the kinds of uncertainty described above. The procedures are enabling us to determine the effects of various kinds of uncertainty on policy levels.

Some readers of this book may find themselves disturbed by the fact that the derivations are given in such detail. This is in contrast with many books in econometrics and mathematical economics, where a theorem is stated and the proof is developed in a terse fashion. However, in contrast to econometrics and mathematical economics, control theory is still a relatively new area of concentration in economics. As a result the notation is not familiar, and the mathematical operations are different from those commonly used by economists. Therefore the derivations included in this book are spelled out in detail either in the text or in appendixes. Readers who are already familiar with the usual control-theory notation and mathematical operations may find parts of the text moving much too slowly for their taste, but the liberal relegation of derivations to appendixes should make the book read more smoothly for these researchers.

The economist who is willing to learn the notation and style of control theory will find the investment well repaid. The effort will make it easier to understand the wealth of results contained in such journals as IEEE Transactions on Automatic Control, Automatica, and the Journal of Economic Dynamics and Control and in conference proceedings like those from the annual IEEE Conference on Decision and Control.

It seems likely that the adaptive-control algorithm developed in Chapters 9 and 10 may eventually be superseded by more efficient algorithms. Thus although one can question the value of learning the notation and operations which are particularly associated with it, many of the operations contained in it are common to a variety of adaptive-control algorithms and much of the notation is common to the larger field of control theory.

Not only the derivations but also the numerical examples given in the book are spelled out in considerable detail. The reason for this is that numerical methods are basic to the development of the work in this field and the existence of some thoroughly documented numerical examples will enhance the development and debugging of new algorithms and codes and the improvement in the efficiency of existing algorithms and codes.

The reader who is interested in a shorter and less detailed discussion of some of the subjects covered in this book is referred to Kendrick (1980).

In addition to Edison Tse, Yaakov Bar-Shalom, and Fred Norman, I am grateful to Bo Hyun Kang and Jorge Rizo-Patron, for their help in preparing some of the materials which constitute this book. I am also indebted to Peggy Mills, for her excellent work as administrative assistant and secretary, and to the National Science Foundation for support of this work under grants SOC 72-05254 and SOC 76-11187. Michael Intriligator, Stephen Turnovsky, Homa Motamen, Mohamed Rismanchian, and Ed Hewett read an earlier draft and provided many helpful comments. Michael Athans provided hospitality in the Laboratory for Information and Decision Sciences and access to the Air Force Geophysical Laboratory Computational Facilities during a year on leave at M.I.T. Connie Kirkland helped with the final typing and reproduction of the manuscript and Susan Lane assisted in the typing. I am grateful to both of them for their help in a tedious task.

Most of all I should like to thank my wife, Gail, for her warm support, even while the demands of her own career were great, and to thank my children, Ann and Colin, for adding so much to the joy and spontaneity in my life.

David Kendrick

## Preface to the Second Edition

I have wanted for some years to make Stochastic Control for Economic Models available on the Internet. Therefore, a few years ago I asked McGraw-Hill Book Company, who published the first edition of the book, to return the copyright to me. They graciously did so.

The original book had been typed on a typewriter so there was no electronic version available to be posted on the Internet. Therefore, I ask Rimas Maliukevicius, the President of VTEX Ltd. in Vilnius, Lithuania if that firm would retype the book in LaTex. Rimas agreed to do so and asked his colleague, Vytas Statulevicius, to design the book and oversee the project.

My plan was to make substantial changes to the content of the book before posting it on the Internet as a second edition. However, it now appears that will take longer than I had expected, so this second edition is identical to the original book except for editing to make corrections (see Appendix U).

Since the book is now in an electronic form I have assigned it a version number as well as an edition number. This will permit small changes as necessary while keeping the same edition number but changing the version number.

I would like to thank Hans Amman, Greg de Coster, Enrique Garcilazo, Pedro Gomis, Paula Hernandez-Verme, Haibo Huang, Chun Yau Kwok, Younghan Kwun, Josef Matulka, Yue Piyu, Marco Tucci and Felipe Vila for helpful comments on the first edition of the book. Also, thanks to my long-time collaborator, Hans Amman, for encouraging me to prepare an electronic version of the book and helping me along the way with many technical matters. Finally, thanks to Rimas Maliukevicius, Vytas Statulevicius and the staff at VTEX for preparing the electronic version. However, I alone am responsible for the final version of the book since I have made modifications in the content and style while taking account of the suggestions from those listed above.

## Chapter 1

## Introduction

Many problems in economics are naturally formulated as dynamic models, in which control or policy variables are used to move a system over time from a less desirable to a more desirable position. One example is short-run macroeconomic problems. The controls are monetary and fiscal policy, the dynamic system is a macroeconometric model, and the desired position is low levels of inflation and unemployment. Another example is the problem of the firm. Here the controls are pricing and production levels, the dynamic system is a model of production and sales, and the desired position is high levels of profits.

Economists and engineers have been applying control theory to economic problems since the early works of Tustin ${ }^{1}$ (1953), Phillips (1954, 1957), Simon (1956), and Theil (1957). These pioneers were followed by a sprinkling of studies in the 1960s by Holt (1962), Fisher (1962), Zellner (1966), and Dobell and Ho (1967) and by many studies in the early 1970s by Chow (1970), Kendrick and Taylor (1970), Prescott (1971, 1972), Livesey (1971), Pindyck (1972, 1973a, b), Shupp (1972), MacRae (1972), Athans (1972), Aoki (1973), Norman and Norman (1973), and many others. This work has been characterized by the solution of increasingly larger deterministic models and by movements into stochastic control theory.

Surveys of this literature have been published by Arrow (1968), Dobell (1969), Athans and Kendrick (1974), Intriligator (1975), and Kendrick (1976). There are also a number of books on control theory and economics, including Chow (1975), Aoki (1976), and Pitchford and Turnovsky (1977). Some of the books on control theory are Athans and Falb (1966), Aoki (1967), and Bryson and Ho (1969).

[^0]This book covers deterministic control, passive-learning stochastic control, and active-learning stochastic control. The methods differ in their treatment of uncertainty. All uncertainty is ignored in deterministic control theory. In passivelearning stochastic control the effects of uncertainty on the system are considered, but there is no effort to choose the control so that learning about the uncertainty is enhanced. In active-learning stochastic control, also called adaptive control or dual control, the control is chosen with a view toward both (1) reaching the desired states at present and (2) reducing uncertainty through learning, permitting easier attainment of desired states in the future. Part One is devoted to deterministic control, Part Two to passive-learning stochastic control, and Part Three to activelearning stochastic control.

## Part I

## Deterministic Control

## Chapter 2

## Quadratic Linear Problems

Deterministic problems are control problems in which there is no uncertainty. Most economic control problems which have been posed and solved to date are of this variety. Deterministic problems fall into two major groups: (1) quadratic problems and (2) general nonlinear problems. This chapter is devoted to quadratic linear problems, and the next chapter discusses general nonlinear problems.

Quadratic linear problems (QLP) are problems in which the criterion function is quadratic and the system equations are linear. In continuous-time problems the criterion is an integral over time, and the system equations are linear differential equations. In discrete-time problems the criterion is a summation over time, and the system equations are difference equations. Discussion in this book is confined to discrete-time models since they lend themselves naturally to the computational approach used here. For a discussion of continuous- and discrete-time models together the reader is referred to Bryson and Ho (1969).

As one progresses from deterministic, to passive-learning stochastic, to activelearning stochastic control methods, the size of the numerical models rapidly declines. For example, deterministic control models now commonly include hundreds of equations, passive-learning stochastic control models usually have tens of equations, and active-learning stochastic control models have fewer than ten equations. This pattern results from the increasing computational complexity inherent in the treatment of uncertainty.

This chapter begins with the statement of the quadratic linear problem as the minimization of a quadratic form subject to a set of first-order linear difference equations. Then two types of common quadratic linear problems which are not exactly in this form are introduced, and the method of converting them into this form is given. The first of these problems is the quadratic linear tracking problem,
in which the goal is to cause the state and control variables to follow desired paths as closely as possible. The second problem is a quadratic linear problem with $n$ th-order rather than first-order difference equations.

Following the problem statement in Sec. 2.1, the solution method is described in Sec.2.2. The solution method used here is the dynamic-programming approach rather than the maximum-principle method since dynamic programming lends itself well to generalization to stochastic control methods. Finally the chapter closes with a short discussion of the feedback rules used to represent the solutions to quadratic linear problems.

### 2.1 Problem Statement

In control-theory problems the variables are separated into two groups: state variables $\mathbf{x}$ and control variables $\mathbf{u}$. State variables describe the state of the economic system at any point in time, and control variables represent the policy variables, which can be chosen. For example, in macroeconomic control models the state variables are typically levels of inflation and unemployment, as well as levels of consumption, investment, and gross national product. The control variables in these problems are levels of government taxation, government expenditure, and open-market purchases of bonds.

Also since control models are dynamic models, initial conditions are normally specified, and at times terminal conditions are also given. These are conditions on the state variables.

With this nomenclature in mind one can write the quadratic linear control problem as (the prime on a vector indicates transposition)

$$
\text { Find } \quad\left(\mathbf{u}_{k}\right)_{k=0}^{N-1}
$$

to minimize the criterion
$J=\frac{1}{2} \mathbf{x}_{N}^{\prime} \mathbf{W}_{N} \mathbf{x}_{N}+\mathbf{w}_{N}^{\prime} \mathbf{x}_{N}+\sum_{k=0}^{N-1}\left(\frac{1}{2} \mathbf{x}_{k}^{\prime} \mathbf{W}_{k} \mathbf{x}_{k}+\mathbf{w}_{k}^{\prime} \mathbf{x}_{k}+\mathbf{x}_{k}^{\prime} \mathbf{F}_{k} \mathbf{u}_{k}+\frac{1}{2} \mathbf{u}_{k}^{\prime} \boldsymbol{\Lambda}_{k} \mathbf{u}_{k}+\boldsymbol{\lambda}_{k}^{\prime} \mathbf{u}_{k}\right)$
subject to the system equations

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A}_{k} \mathbf{x}_{k}+\mathbf{B}_{k} \mathbf{u}_{k}+\mathbf{c}_{k} \quad \text { for } k=0,1, \ldots, N-1 \tag{2.2}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
\mathbf{x}_{0} \quad \text { given } \tag{2.3}
\end{equation*}
$$

where
$\mathbf{x}_{k}=$ state vector for period $k$ with $n$ elements,
$\mathbf{u}_{k}=$ control vector for period $k$ with $m$ elements,
$\mathbf{W}_{k}=n \times n$ positive definite symmetric matrix,
$\mathbf{w}_{k}=n$-element vector,
$\mathbf{F}_{k}=n \times m$ matrix,
$\boldsymbol{\Lambda}_{k}=m \times m$ positive definite symmetric matrix,
$\boldsymbol{\lambda}_{k}=m$-element vector,
$\mathbf{A}_{k}=n \times n$ matrix,
$\mathbf{B}_{k}=n \times m$ matrix,
$\mathbf{c}_{k}=n$-element vector.
Also the notation

$$
\left(\mathbf{u}_{k}\right)_{k=0}^{N-1}
$$

means the set of control vectors from period zero through period $N-1$, that is, $\left(\mathbf{u}_{0}, \mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{N-1}\right)$. Period $N$ is the terminal period of the model.

Thus the problem is to find the time paths for the $m$ control variables for the time periods from 0 to $N-1$ to minimize the quadratic form (2.1) while starting at the initial conditions (2.3) and following the difference equation (2.2).

Most quadratic linear control models in economics are not exactly in the form of (2.1) to (2.3), but they can be easily transformed into that form. For example, the quadratic linear tracking model used by Pindyck (1973a) and Chow (1975) uses a form of the criterion differing from (2.1). Also the model in Pindyck (1973a) has $n$ th-order difference equations rather than first-order equations of the form (2.2). Since (2.1) to (2.3) constitute a general form, we shall use them as the basis for computation algorithms and show what transformations are required on each class of quadratic linear problems to bring them into this form.

## Quadratic Linear Tracking Problems

The criterion function in these problems is of the form

$$
\begin{align*}
J= & \frac{1}{2}\left[\mathbf{x}_{N}-\mathbf{x}_{N}^{\#}\right]^{\prime} \mathbf{W}_{N}^{\#}\left[\mathbf{x}_{N}-\mathbf{x}_{N}^{\#}\right] \\
& +\frac{1}{2} \sum_{k=0}^{N-1}\left(\left[\mathbf{x}_{k}-\mathbf{x}_{k}^{\#}\right]^{\prime} \mathbf{W}_{k}^{\#}\left[\mathbf{x}_{k}-\mathbf{x}_{k}^{\#}\right]+\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\#}\right]^{\prime} \boldsymbol{\Lambda}_{k}^{\#}\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\#}\right]\right) \tag{2.4}
\end{align*}
$$

where
$\mathbf{x}_{k}^{\#}=$ desired vector for state vector in period $k$,
$\mathbf{u}_{k}^{\#}=$ desired vector for control vector in period $k$,
$\mathbf{W}_{k}^{\#}=$ positive definite symmetric penalty matrix on deviations of state variable from desired paths,
$\Lambda_{k}^{\#}=$ positive definite symmetric penalty matrix on control variables for deviations from desired paths.

Normally the matrices $\mathbf{W}^{\#}$ and $\Lambda^{\#}$ are diagonal.
The equivalence of (2.4) to the criterion in the original problem (2.1) can be seen by expanding (2.4). The results are given in Table 2.1, which shows the notational equivalence between (2.1) and (2.4). The constant term which results from the expansion of (2.4) is not shown in the table since it does not affect the solution and can be dropped from the optimization problem.

Table 2.1 Notational equivalence for quadratic linear problems

| Equation (2.1) | Equation (2.4) | Equation (2.1) | Equation (2.4) |
| :--- | :--- | :--- | :--- |
| $\mathbf{W}_{N}$ | $\mathbf{W}_{N}^{\#}$ | $\mathbf{F}_{k}$ | 0 |
| $\mathbf{w}_{N}$ | $-\mathbf{W}_{N}^{\#} \mathbf{x}_{N}^{\#}$ | $\boldsymbol{\Lambda}_{K}$ | $\boldsymbol{\Lambda}_{K}^{\#}$ |
| $\mathbf{W}_{k}$ | $\mathbf{W}_{k}^{\#}$ | $\boldsymbol{\lambda}_{k}$ | $-\boldsymbol{\Lambda}_{k}^{\#} \mathbf{u}_{k}^{\#}$ |
| $\mathbf{w}_{k}$ | $-\mathbf{W}_{k}^{\#} \mathbf{x}_{k}^{\#}$ |  |  |

One example of the application of quadratic linear tracking problems to economics is Pindyck (1972, 1973a). The state variable x includes consumption, nonresidential investment, residential investment, the price level, unemployment, and short- and long-term interest rates. The control variable includes government expenditures, taxes, and the money supply. Desired paths for both the state variable and the control variables are included as $\mathbf{x}_{k}^{\#}$ and $\mathbf{u}_{k}^{\#}$, respectively. The diagonal elements of the matrices $\mathbf{W}_{k}^{\#}$ and $\boldsymbol{\Lambda}_{k}^{\#}$ are used not only to represent different levels of desirability of tracking the targets but also to equivalence relative magnitudes of the different variables. 1

[^1]
## Lagged State and Control Variables

For many economic problems the difference equations which represent the econometric model cannot be written as a set of first-order difference equations but must be written as second- and higher-order difference equations. The procedure for converting second-order difference equations in states and controls is given here. The procedure for higher-order equations is analogous.

Consider an econometric model with second-order lags in control and state variables

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A}_{0} \mathbf{x}_{k}+\mathbf{A}_{1} \mathbf{x}_{k-1}+\mathbf{B}_{0} \mathbf{u}_{k}+\mathbf{B}_{1} \mathbf{u}_{k-1} \tag{2.5}
\end{equation*}
$$

Then define two new vectors

$$
\begin{equation*}
\mathbf{y}_{k} \equiv \mathbf{x}_{k-1} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}_{k} \equiv \mathbf{u}_{k-1} \tag{2.7}
\end{equation*}
$$

and rewrite (2.5) as

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A}_{0} \mathbf{x}_{k}+\mathbf{A}_{1} \mathbf{y}_{k}+\mathbf{B}_{0} \mathbf{u}_{k}+\mathbf{B}_{1} \mathbf{v}_{k} \tag{2.8}
\end{equation*}
$$

Next define the augmented state vector $\mathbf{z}_{k}$ as

$$
\mathbf{z}_{k}=\left[\begin{array}{l}
\mathbf{x}  \tag{2.9}\\
\mathbf{y} \\
\mathbf{v}
\end{array}\right]_{k}
$$

and rewrite (2.6) and (2.7) as

$$
\begin{equation*}
\mathbf{y}_{k+1}=\mathbf{x}_{k} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}_{k+1}=\mathbf{u}_{k} \tag{2.11}
\end{equation*}
$$

Then Eqs. (2.8), (2.10), and (2.11) can be written as

$$
\left[\begin{array}{l}
\mathbf{x}  \tag{2.12}\\
\mathbf{y} \\
\mathbf{v}
\end{array}\right]_{k+1}=\left[\begin{array}{ccc}
\mathbf{A}_{0} & \mathbf{A}_{1} & \mathbf{B}_{1} \\
\mathbf{I} & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{y} \\
\mathbf{v}
\end{array}\right]_{k}+\left[\begin{array}{c}
\mathbf{B}_{0} \\
0 \\
\mathbf{I}
\end{array}\right] \mathbf{u}_{k}
$$

or as

$$
\begin{equation*}
\mathbf{z}_{k+1}=\mathbf{A} \mathbf{z}_{k}+\mathbf{B u} \mathbf{u}_{k} \tag{2.13}
\end{equation*}
$$

with

$$
\mathbf{A}=\left[\begin{array}{ccc}
\mathbf{A}_{0} & \mathbf{A}_{1} & \mathbf{B}_{1}  \tag{2.14}\\
\mathbf{I} & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \quad \text { and } \quad \mathbf{B}=\left[\begin{array}{c}
\mathbf{B}_{0} \\
0 \\
\mathbf{I}
\end{array}\right]
$$

Equation (2.13) is then a first-order linear difference equation in the augmented state vector $\mathbf{z}$.

An example of this can be found in Pindyck (1973a). The original state vector includes 10 elements, and the augmented state vector includes 28 elements [see Pindyck (1973a, p. 97)]. For example, the augmented state vector includes not only prices but also lagged prices and not only unemployment rates but also lagged unemployment rates and unemployment rates lagged two periods.

It can be argued that for computational reasons it is unwise to convert $n$ thorder difference equations of the form (2.5) into augmented systems of firstorder equations of the form (2.13). Norman and Jung (1977) have compared the computational efficiency of the two approaches and have concluded that in certain cases it is better not to transform the equations into augmented systems of firstorder difference equations.

A slightly different kind of problem occurs in many economic models. The difference equations are written as

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A} \mathbf{x}_{k}+\mathbf{B} \mathbf{u}_{k+1} \tag{2.15}
\end{equation*}
$$

i.e., the control vector is not $\mathbf{u}_{k}$, as in Eq. (2.2), but $\mathbf{u}_{k+1}$. While it may be true that there are some economic problems in which there is an important and immediate effect of the control variable on the state variables, usually the choice of control is actually made at least one time period before it has an affect. For example, the simple multiplier-acceleration model

$$
\begin{align*}
Y_{k} & =C_{k}+I_{k}+G_{k} \\
C_{k} & =a+b Y_{k}  \tag{2.16}\\
I_{k} & =e\left(Y_{k}-Y_{k-1}\right)
\end{align*}
$$

where $Y=$ gross national product, $C=$ consumption, $I=$ investment, reduces to

$$
\begin{equation*}
Y_{k}=\beta Y_{k-1}+\gamma G_{k}+\delta \tag{2.17}
\end{equation*}
$$

with

$$
\beta=-\frac{e}{1-b-e} \quad \gamma=\frac{1}{1-b-e} \quad \delta=\frac{a}{1-b-e}
$$

However, government expenditures is not actually the decision or control variable since in fact the decision variable is appropriations made by the Congress or obligations made by the administration. Both these variables lead expenditure by at least one quarter. Therefore it is common to add to a model like Eq. (2.17) another relationship like

$$
\begin{equation*}
G_{k+1}=O_{k} \tag{2.18}
\end{equation*}
$$

where $O_{k}$ stands for government obligations. Then substitution of Eq. (2.18) into Eq. (2.17) yields

$$
\begin{equation*}
Y_{k}=\beta Y_{k-1}+\gamma O_{k-1}+\delta \tag{2.19}
\end{equation*}
$$

and this model is in the same form as the system equation (2.2).
For models which truly have the simultaneous form of Eq. (2.15) the reader is referred to Chow (1975). The derivations in that book are made for system equations of the form (2.15). Although the difference between Eqs. (2.15) and (2.2) may be viewed as simply a matter of labels, in the stochastic control context when one is dealing with the real timing of events and the arrival of information, the matter may be more than just one of labels.

This concludes the demonstration of how a variety of types of quadratic linear economic control models can be reduced to the form (2.1) to (2.3). Next the problem (2.1) to (2.3) will be solved by the method of dynamic programming to obtain the feedback-control solution.

### 2.2 Solution Method

The crucial notion from dynamic programming ${ }^{2}$ is that of the optimal cost-to-go. Since the idea is more simply thought of in space than in time, a spatial example is used here; later the method will be applied in time.

Consider an aircraft flying from New York to London. Different routes are flown each time the Atlantic is crossed because of the constantly shifting wind and weather patterns. Next consider flights on two different days when the weather is exactly the same in the eastern half of the crossing but different in the western half. Now suppose that on these two days the plane flies different routes over the western half of the Atlantic but ends up at the same point just as it begins to cross the eastern half. One can ask: Will the plane fly the same route the rest of the way into London on the two different days? Since the weather is the same in the

[^2]eastern half on the two days, there is no reason not to use the same route for the rest of the way into London.

This is the basic idea of dynamic programming, i.e., that from a given point the route the rest of the way home to the finish will be the same no matter how one happened to get to that point. Also since the route is the same from that point the rest of the way home, the cost-to-go from that point to London is the same no matter how one arrived at the point. It is called the optimal cost-to-go since it is the minimum-cost route for the rest of the trip. It is written in symbols as $J^{*}\left(\mathbf{x}_{k}\right)$, where $\mathbf{x}_{k}$ is a vector giving the coordinates of a point in space and $J^{*}\left(\mathbf{x}_{k}\right)$ is the cost of going from the point $\mathbf{x}_{k}$ to London. The elements of the vector $\mathbf{x}_{k}$ in this example could be the longitude and latitude of the point in the middle of the ocean.

The next idea is that one can associate with every point in the Atlantic a minimum-cost path to London and an associated optimal cost-to-go. If one had this information available on a chart, one could simply look on the chart and say that at a given latitude and longitude one should set the rudder of the aircraft in a certain position in order to arrive at London with minimum cost. This idea gives rise to the notation of a feedback rule of the form

$$
\begin{equation*}
\mathbf{u}_{k}=\mathbf{G}_{k} \mathbf{x}_{k}+\mathbf{g}_{k} \tag{2.20}
\end{equation*}
$$

where
$\mathbf{x}_{k}=$ state vector giving location of aircraft at place $k$
$\mathbf{u}_{k}=$ control vector consisting of settings for ailerons and rudder
$\mathbf{G}_{k}=$ matrix of coefficients
$\mathrm{g}_{k}=$ vector of coefficients
so the feedback rule (2.20) says that when the plane is in a position $\mathrm{x}_{k}$, the various controls should be set in the positions $\mathbf{u}_{k}$. Of course the problem is finding the elements of $\mathbf{G}_{k}$ and $\mathbf{g}_{k}$ — but that is what dynamic programming is all about. $3^{3}$

For the problems in this book the primary dimension is not space but time. So the feedback rule index $k$ changes from place $k$ to time $k$. Then the feedback rule (2.20) is interpreted as "given that the economy is in state $\mathbf{x}_{k}$ at time $k$, the best policy to take is the set of policies in the vector $\mathbf{u}_{k}$ ". For example, in a commodity-stabilization problem the state vector x would include elements for

[^3]price and buffer-stock level, and the control would include an element for bufferstock sales (or purchases). Then the feedback rule (2.20) would be interpreted as "given that the price and stocks are $\mathbf{x}_{k}$, the amount $\mathbf{u}_{k}$ should be sold (or bought) by the stabilization scheme managers". 4

The feedback rule $(2.20)$ is generally nonlinear, rather than linear as in Eq. (2.20), but for an important class of problems, namely the quadratic linear problems that are the subject of this chapter, the feedback rule is linear. Also, the cost-to-go for this class of problems is a quadratic function of the state of the system at time $k$

$$
\begin{equation*}
J^{*}\left(\mathbf{x}_{k}\right)=J^{*}(k)=\frac{1}{2} \mathbf{x}_{k}^{\prime} \mathbf{K}_{k} \mathbf{x}_{k}+\mathbf{p}_{k}^{\prime} \mathbf{x}_{k}+\nu_{k} \tag{2.21}
\end{equation*}
$$

where $\mathbf{K}_{k}$ is an $n \times n$ matrix which is called the Riccati matrix, $\mathbf{p}_{k}$ is an $n$-element vector and $\nu_{k}$ is a scalar term. In words this equation says that when the system is in the state $\mathbf{x}_{k}$ at time $k$, the optimal cost-to-go is a quadratic function of that state. To return momentarily to the New York-to-London flight example, Eq. (2.21) can be interpreted as saying that the cost to go from point $\mathbf{x}_{k}$ in the middle of the Atlantic is a quadratic function of the latitude and longitude at that point. It seems more reasonable to say that the cost-to-go would be some function of the entire path from $\mathrm{x}_{k}$ to London, but that is not what Eq. (2.21) implies. Instead it states that the optimal cost-to-go from point $\mathbf{x}_{k}$ to London can be written as a quadratic function of the coordinates of that single point.

To derive the optimal feedback rule for the problem (2.1) to (2.3) one begins at the terminal time and works backward toward the initial time. So if the optimal cost-to-go at time $k$ is defined by Eq. (2.21), the optimal cost-to-go at time $N$ can be written as

$$
\begin{equation*}
J^{*}\left(\mathbf{x}_{N}\right)=J^{*}(N)=\frac{1}{2} \mathbf{x}_{N}^{\prime} \mathbf{K}_{N} \mathbf{x}_{N}+\mathbf{p}_{N}^{\prime} \mathbf{x}_{N}+\nu_{N} \tag{2.22}
\end{equation*}
$$

From Eq. (2.1) the cost which are incurred in the terminal period $N$ are

$$
\begin{equation*}
\frac{1}{2} \mathbf{x}_{N}^{\prime} \mathbf{W}_{N} \mathbf{x}_{N}+\mathbf{w}_{N}^{\prime} \mathbf{x}_{N} \tag{2.23}
\end{equation*}
$$

so by comparison of Eqs. (2.22) and (2.25) one obtains

$$
\begin{align*}
\mathbf{K}_{N} & =\mathbf{W}_{N}  \tag{2.24}\\
\mathbf{p}_{N} & =\mathbf{w}_{N} \tag{2.25}
\end{align*}
$$

[^4]$$
\nu_{N}=0
$$

Equations (2.24) and (2.25) provide the terminal values for a set of difference equations which are used to determine $\mathbf{K}_{k}$ and $\mathbf{p}_{k}$ for all time periods. In fact the information in $\mathbf{K}_{k}$ and $\mathbf{p}_{k}$ is like price information in that $\mathbf{W}_{N}$ and $\mathbf{w}_{N}$ provide information about the value of having the economic systems in state $\mathbf{x}_{N}$ at time $N$. Later it will become apparent how the difference equations in $\mathbf{K}$ and $\mathbf{p}$ (which are called the Riccati equations) are used to transmit this price information from the last period backward in time to the initial period. The $\mathbf{K}_{k}$ 's and $\mathbf{p}_{k}$ 's will in turn be used to compute the $\mathbf{G}_{k}$ and $\mathbf{g}_{k}$ components of the feedback rule (2.20).

The optimal cost-to-go for period $N$ is given in Eq. (2.22). Now one can begin working backward in time to get the optimal cost-to-go in period $N-1$, that is,

$$
\begin{equation*}
J^{*}(N-1)=\min _{\mathbf{u}_{N-1}}\left\{J^{*}(N)+L_{N-1}\left(\mathbf{x}_{N-1}, \mathbf{u}_{N-1}\right)\right\} \tag{2.26}
\end{equation*}
$$

where $L_{N-1}$ is the cost-function term in Eq. (2.1) for period $N-1$, that is, from Eq. (2.1),

$$
\begin{align*}
L_{N-1}\left(\mathbf{x}_{N-1}, \mathbf{u}_{N-1}\right)= & \frac{1}{2} \mathbf{x}_{N-1}^{\prime} \mathbf{W}_{N-1} \mathbf{x}_{N-1}+\mathbf{w}_{N-1}^{\prime} \mathbf{x}_{N-1}+\mathbf{x}_{N-1}^{\prime} \mathbf{F}_{N-1} \mathbf{u}_{N-1} \\
& +\frac{1}{2} \mathbf{u}_{N-1}^{\prime} \boldsymbol{\Lambda}_{N-1} \mathbf{u}_{N-1}+\boldsymbol{\lambda}_{N-1}^{\prime} \mathbf{u}_{N-1} \tag{2.27}
\end{align*}
$$

Equation (2.26) embodies an important notion from dynamic programming. It says that the optimal cost-to-go at time $N-1$ will be the minimum over the control at time $N-1$ of the optimal cost-to-go at state $\mathbf{x}_{N}$ in time $N$ and the cost incurred in time period $N-1$, that is, $L_{N-1}$.

So in the airplane example the optimal cost-to-go from position $N-1$ in the Atlantic will be the minimum over the available controls at time $N-1$ of the cost incurred in period $N-1$ plus the optimal cost-to-go in period $N$.

Substitution of Eqs. (2.22) and (2.27) into Eq. (2.26) then yields

$$
\begin{align*}
J^{*}(N-1)= & \min _{\mathbf{u}_{N-1}}\left(\frac{1}{2} \mathbf{x}_{N}^{\prime} \mathbf{K}_{N} \mathbf{x}_{N}+\mathbf{p}_{N}^{\prime} \mathbf{x}_{N}+\frac{1}{2} \mathbf{x}_{N-1}^{\prime} \mathbf{W}_{N-1} \mathbf{x}_{N-1}\right. \\
& +\mathbf{w}_{N-1}^{\prime} \mathbf{x}_{N-1}+\mathbf{x}_{N-1}^{\prime} \mathbf{F}_{N-1} \mathbf{u}_{N-1} \\
& \left.+\frac{1}{2} \mathbf{u}_{N-1}^{\prime} \boldsymbol{\Lambda}_{N-1} \mathbf{u}_{N-1}+\boldsymbol{\lambda}_{N-1}^{\prime} \mathbf{u}_{N-1}\right) \tag{2.28}
\end{align*}
$$

Furthermore, the $\mathbf{x}_{N}$ in Eq. (2.28) can be written in terms of $\mathbf{x}_{N-1}$ and $\mathbf{u}_{N-1}$ by using the system equations (2.2), i.e.,

$$
\begin{equation*}
\mathbf{x}_{N}=\mathbf{A}_{N-1} \mathbf{x}_{N-1}+\mathbf{B}_{N-1} \mathbf{u}_{N-1}+\mathbf{c}_{N-1} \tag{2.29}
\end{equation*}
$$

Then substitution of Eq. (2.29) into Eq. (2.28) and collection of like terms yields

$$
\begin{align*}
& J^{*}(N-1)= \min _{\mathbf{u}_{N-1}\left(\frac{1}{2} \mathbf{x}_{N-1}^{\prime} \boldsymbol{\Phi}_{N-1} \mathbf{x}_{N-1}+\frac{1}{2} \mathbf{u}_{N-1}^{\prime} \boldsymbol{\Theta}_{N-1} \mathbf{u}_{N-1}\right.} \\
&\left.+\mathbf{x}_{N-1}^{\prime} \boldsymbol{\Psi}_{N-1} \mathbf{u}_{N-1}+\boldsymbol{\phi}_{N-1}^{\prime} \mathbf{x}_{N-1}+\boldsymbol{\theta}_{N-1}^{\prime} \mathbf{u}_{N-1}+\eta_{N-1}\right)  \tag{2.30}\\
& \boldsymbol{\Phi}_{N-1}=\mathbf{A}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{A}_{N-1}+\mathbf{W}_{N-1} \\
& \boldsymbol{\Theta}_{N-1}=\mathbf{B}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{B}_{N-1}+\boldsymbol{\Lambda}_{N-1} \\
& \boldsymbol{\Psi}_{N-1}=\mathbf{A}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{B}_{N-1}+\mathbf{F}_{N-1}  \tag{2.31}\\
& \boldsymbol{\phi}_{N-1}=\mathbf{A}_{N-1}^{\prime}\left(\mathbf{K}_{N}^{\prime} \mathbf{c}_{N-1}+\mathbf{p}_{N}\right)+\mathbf{w}_{N-1} \\
& \boldsymbol{\theta}_{N-1}=\mathbf{B}_{N-1}^{\prime}\left(\mathbf{K}_{N}^{\prime} \mathbf{c}_{N-1}+\mathbf{p}_{N}\right)+\boldsymbol{\lambda}_{N-1} \\
& \eta_{N-1}=\frac{1}{2} \mathbf{c}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{c}_{N-1}+\mathbf{p}_{N}^{\prime} \mathbf{c}_{N-1}
\end{align*}
$$

Next the minimization for $\mathbf{u}_{N-1}$ in Eq. (2.30) is performed to yield the firstorder condition

$$
\begin{equation*}
\mathbf{u}_{N-1}^{\prime} \boldsymbol{\Theta}_{N-1}+\mathbf{x}_{N-1}^{\prime} \boldsymbol{\Psi}_{N-1}+\boldsymbol{\theta}_{N-1}^{\prime}=0 \tag{2.32}
\end{equation*}
$$

or

$$
\boldsymbol{\Theta}_{N-1}^{\prime} \mathbf{u}_{N-1}+\boldsymbol{\Psi}_{N-1}^{\prime} \mathbf{x}_{N-1}+\boldsymbol{\theta}_{N-1}=0
$$

This first-order condition can then be solved for $\mathbf{u}_{N-1}$ in terms of $\mathbf{x}_{N-1}$ to obtain the feedback rule for period $N-1$, that is,

$$
\begin{equation*}
\mathbf{u}_{N-1}=\mathbf{G}_{N-1} \mathbf{x}_{N-1}+\mathbf{g}_{N-1} \tag{2.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{G}_{N-1}=-\left(\boldsymbol{\Theta}_{N-1}^{\prime}\right)^{-1} \boldsymbol{\Psi}_{N-1}^{\prime} \quad \text { and } \quad \mathbf{g}_{N-1}=-\left(\boldsymbol{\Theta}_{N-1}^{\prime}\right)^{-1} \boldsymbol{\theta}_{N-1} \tag{2.34}
\end{equation*}
$$

This is the feedback rule for period $N-1$; however, one needs the feedback rule for a general period $k$, not just for the next-to-last period $N-1$. To accomplish this look back at Eq. (2.26), which gives the optimal cost-to-go for period $N-1$. One can use the optimal cost-to-go for period $N-2$ to obtain the feedback rule for period $N-2$ and then see whether the results can be generalized to period $k$. The optimal cost-to-go for period $N-2$ can then be written, by analogy to Eq. (2.26), as

$$
\begin{equation*}
J^{*}(N-2)=\min _{\mathbf{u}_{N-2}}\left\{J^{*}(N-1)+L_{N-2}\left(\mathbf{x}_{N-2}, \mathbf{u}_{N-2}\right)\right\} \tag{2.35}
\end{equation*}
$$

The second part of Eq. (2.35) is obtained simply by inspecting Eq. (2.1) for the cost terms which are appropriate to period $N-2$

$$
\begin{align*}
L_{N-2}\left(\mathbf{x}_{N-2}, \mathbf{u}_{N-2}\right)= & \frac{1}{2} \mathbf{x}_{N-2}^{\prime} \mathbf{W}_{N-2} \mathbf{x}_{N-2}+\mathbf{w}_{N-2}^{\prime} \mathbf{x}_{N-2}+\mathbf{x}_{N-2}^{\prime} \mathbf{F}_{N-2} \mathbf{u}_{N-2} \\
& +\frac{1}{2} \mathbf{u}_{N-2}^{\prime} \boldsymbol{\Lambda}_{N-2} \mathbf{u}_{N-2}+\boldsymbol{\lambda}_{N-2}^{\prime} \mathbf{u}_{N-2} \tag{2.36}
\end{align*}
$$

but the first term in Eq. (2.35) is slightly more difficult to obtain.
Equation (2.30) gives an expression for $J_{N-1}^{*}$, but it includes terms in both $\mathbf{x}_{N-1}$ and $\mathbf{u}_{N-1}$. If one is to state the optimal cost-to-go strictly as a function of the state $\mathbf{x}_{N-1}$, then $\mathbf{u}_{N-1}$ must be substituted out. Since this can be done by using the feedback rule (2.33), substitution of Eq. (2.33) into (2.30) and collection of like terms yields

$$
\begin{equation*}
J^{*}(N-1)=\frac{1}{2} \mathbf{x}_{N-1}^{\prime} \mathbf{K}_{N-1} \mathbf{x}_{N-1}+\mathbf{p}_{N-1}^{\prime} \mathbf{x}_{N-1}+\nu_{N-1} \tag{2.37}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{K}_{N-1}=\boldsymbol{\Phi}_{N-1}+\mathbf{G}_{N-1}^{\prime} \boldsymbol{\Theta}_{N-1} \mathbf{G}_{N-1}+2 \boldsymbol{\Psi}_{N-1} \mathbf{G}_{N-1}  \tag{2.38}\\
\mathbf{p}_{N-1}=\left(\boldsymbol{\Psi}_{N-1}+\mathbf{G}_{N-1}^{\prime} \boldsymbol{\Theta}_{N-1}\right) \mathbf{g}_{N-1}+\mathbf{G}_{N-1}^{\prime} \boldsymbol{\theta}_{N-1}+\boldsymbol{\phi}_{N-1}  \tag{2.39}\\
\nu_{N-1}=-\frac{1}{2} \boldsymbol{\theta}_{N-1}^{\prime}\left(\boldsymbol{\Theta}_{N-1}^{\prime}\right)^{-1} \boldsymbol{\theta}_{N-1}+\eta_{N-1}
\end{gather*}
$$

The matrix $\mathbf{K}$ and the vector $\mathbf{p}$ have been used in Eq. (2.37) just as they were in the optimal cost-to-go term for $J^{*}(N)$ in Eq. (2.22).

Next Eqs. (2.36) and (2.37) can be substituted into Eq. (2.35) to obtain an expression for the optimal cost-to-go at time $N-2$ in terms of $\mathbf{x}_{N-1}, \mathbf{x}_{N-2}$, and $\mathbf{u}_{N-2}$. Then $\mathbf{x}_{N-1}$ can be substituted out of this expression by using the system equations (2.2). This leaves the optimal cost-to-go as a function of $\mathbf{x}_{N-2}$ and $\mathbf{u}_{N-2}$ only. Then the first-order condition is obtained by taking the derivative with respect to $\mathbf{u}_{N-2}$, and the resulting set of equations is solved for $\mathbf{u}_{N-2}$ in terms of $\mathbf{x}_{N-2}$. This provides the feedback rule for period $N-2$

$$
\begin{equation*}
\mathbf{u}_{N-2}=\mathbf{G}_{N-2} \mathbf{x}_{N-2}+\mathbf{g}_{N-2} \tag{2.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{G}_{N-2}=-\left(\boldsymbol{\Theta}_{N-2}^{\prime}\right)^{-1} \boldsymbol{\Psi}_{N-2}^{\prime} \quad \text { and } \quad \mathbf{g}_{N-2}=-\left(\boldsymbol{\Theta}_{N-2}^{\prime}\right)^{-1} \boldsymbol{\theta}_{N-2} \tag{2.41}
\end{equation*}
$$

with

$$
\begin{align*}
\boldsymbol{\Phi}_{N-2} & =\mathbf{A}_{N-2}^{\prime} \mathbf{K}_{N-1} \mathbf{A}_{N-2}+\mathbf{W}_{N-2} \\
\boldsymbol{\Theta}_{N-2}^{\prime} & =\mathbf{B}_{N-2}^{\prime} \mathbf{K}_{N-1} \mathbf{B}_{N-2}+\mathbf{\Lambda}_{N-2} \\
\mathbf{\Psi}_{N-2} & =\mathbf{A}_{N-2}^{\prime} \mathbf{K}_{N-1} \mathbf{B}_{N-2}+\mathbf{F}_{N-2} \\
\boldsymbol{\phi}_{N-2} & =\mathbf{A}_{N-2}^{\prime} \mathbf{K}_{N-1}^{\prime} \mathbf{c}_{N-2}+\mathbf{A}_{N-2}^{\prime} \mathbf{p}_{N-1}+\mathbf{w}_{N-2}  \tag{2.42}\\
\boldsymbol{\theta}_{N-2} & =\mathbf{B}_{N-2}^{\prime} \mathbf{K}_{N-1}^{\prime} \mathbf{c}_{N-2}+\mathbf{B}_{N-2}^{\prime} \mathbf{p}_{N-1}+\boldsymbol{\lambda}_{N-2} \\
\eta_{N-2} & =\frac{1}{2} \mathbf{c}_{N-2}^{\prime} \mathbf{K}_{N-1} \mathbf{c}_{N-2}+\mathbf{p}_{N-1} \mathbf{c}_{N-2}
\end{align*}
$$

Then exactly as was done for period $N-1$ the optimal cost-to-go for period $N-2$ as a function of the state $\mathbf{x}_{N-2}$ alone can be obtained by substituting the feedback rule (2.40) back into the expression for the cost-to-go in terms of $\mathbf{x}_{N-2}$ and $\mathbf{u}_{N-2}$. This procedure yields

$$
\begin{equation*}
J^{*}(N-2)=\frac{1}{2} \mathbf{x}_{N-2}^{\prime} \mathbf{K}_{N-2} \mathbf{x}_{N-2}+\mathbf{p}_{N-2}^{\prime} \mathbf{x}_{N-2}+\nu_{N-2} \tag{2.43}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{K}_{N-2}=\boldsymbol{\Phi}_{N-2}+\mathbf{G}_{N-2}^{\prime} \boldsymbol{\Theta}_{N-2} \mathbf{G}_{N-2}+2 \boldsymbol{\Psi}_{N-2} \mathbf{G}_{N-2}  \tag{2.44}\\
\mathbf{p}_{N-2}=\left(\boldsymbol{\Psi}_{N-2}+\mathbf{G}_{N-2}^{\prime} \boldsymbol{\Theta}_{N-2}\right) \mathbf{g}_{N-2}+\mathbf{G}_{N-2}^{\prime} \boldsymbol{\theta}_{N-2}+\boldsymbol{\phi}_{N-2}  \tag{2.45}\\
\nu_{N-2}=-\frac{1}{2} \boldsymbol{\theta}_{N-2}^{\prime}\left(\boldsymbol{\Theta}_{N-2}^{\prime}\right)^{-1} \boldsymbol{\theta}_{N-2}+\eta_{N-2}
\end{gather*}
$$

The feedback rule for periods $N-1$ and $N-2$ have now been obtained; comparing Eqs. (2.33) and (2.40) shows them both to be of the form

$$
\begin{equation*}
\mathbf{u}_{k}=\mathbf{G}_{k} \mathbf{x}_{k}+\mathbf{g}_{k} \tag{2.46}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{G}_{k}=-\left(\boldsymbol{\Theta}_{k}^{\prime}\right)^{-1} \mathbf{\Psi}_{k}^{\prime} \quad \text { and } \quad \mathbf{g}_{k}=-\left(\boldsymbol{\Theta}_{k}^{\prime}\right)^{-1} \boldsymbol{\theta}_{k} \tag{2.47}
\end{equation*}
$$

So Eq. (2.46) is the optimal feedback rule for the problem (2.1) to (2.3). Also by comparing Eqs. (2.44) and (2.45) with Eqs. (2.38) and (2.39) one can write the Riccati equations for the problem as

$$
\begin{gather*}
\mathbf{K}_{k}=\boldsymbol{\Phi}_{k}+\mathbf{G}_{k}^{\prime} \boldsymbol{\Theta}_{k} \mathbf{G}_{k}+2 \boldsymbol{\Psi}_{k} \mathbf{G}_{k}  \tag{2.48}\\
\mathbf{p}_{k}=\left(\boldsymbol{\Psi}_{k}+\mathbf{G}_{k}^{\prime} \boldsymbol{\Theta}_{k}^{\prime}\right) \mathbf{g}_{k}+\mathbf{G}_{k}^{\prime} \boldsymbol{\theta}_{k}+\boldsymbol{\phi}_{k}  \tag{2.49}\\
\nu_{k}=-\frac{1}{2} \boldsymbol{\theta}_{k}^{\prime}\left(\boldsymbol{\Theta}_{k}^{\prime}\right)^{-1} \boldsymbol{\theta}_{k}+\eta_{k}
\end{gather*}
$$

with

$$
\begin{align*}
\mathbf{\Phi}_{k} & =\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{A}_{k}+\mathbf{W}_{k} \\
\boldsymbol{\Theta}_{k} & =\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}+\mathbf{\Lambda}_{k} \\
\boldsymbol{\Psi}_{k} & =\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}+\mathbf{F}_{k}  \tag{2.50}\\
\boldsymbol{\phi}_{k} & =\mathbf{A}_{k}^{\prime}\left(\mathbf{K}_{k+1}^{\prime} \mathbf{c}_{k}+\mathbf{p}_{k+1}\right)+\mathbf{w}_{k} \\
\boldsymbol{\theta}_{k} & =\mathbf{B}_{k}^{\prime}\left(\mathbf{K}_{k+1}^{\prime} \mathbf{c}_{k}+\mathbf{p}_{k+1}\right)+\boldsymbol{\lambda}_{k} \\
\eta_{k} & =\frac{1}{2} \mathbf{c}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{c}_{k}+\mathbf{p}_{k+1}^{\prime} \mathbf{c}_{k}
\end{align*}
$$

In summary, then, the optimal control problem (2.1) to (2.3) is solved by beginning with the terminal conditions (2.24) and $(2.25)$ on $\mathbf{K}_{N}$ and $\mathbf{p}_{N}$ and then integrating the Riccati equations (2.48) and (2.49) backward in time. With the $\mathbf{K}_{k}$ and $\mathbf{p}_{k}$ computed for all time periods, the $\mathbf{G}_{k}$ and $\mathbf{g}_{k}$ for each time period can be calculated with Eq. (2.47). These in turn are used in the feedback rule (2.46). First the initial condition $x_{0}$ in Eq. (2.3) is used in the feedback rule (2.46) to compute $\mathbf{u}_{0}$. Then $\mathbf{u}_{0}$ and $\mathbf{x}_{0}$ are used in the system equations (2.2) to calculate $\mathbf{x}_{1}$. Then $\mathbf{x}_{1}$ is used in the feedback rule to calculate $\mathbf{u}_{1}$. The calculations proceed in this fashion until all the $\mathbf{x}_{k}$ 's and $\mathbf{u}_{k}$ 's have been obtained.

For comparability to other texts and to increase the intuitive nature of the solution slightly it is worthwhile to define the feedback matrices and the Riccati equations in terms of the original matrices of the problem (2.1) to (2.3), i.e., in terms of $\mathbf{A}, \mathbf{B}, \mathbf{c}, \mathbf{W}$, and $\Lambda$ instead of in terms of the intermediate matrix and vector elements $\boldsymbol{\Phi}, \boldsymbol{\Theta}, \Psi, \boldsymbol{\phi}, \boldsymbol{\theta}$, and $\eta$. This can be accomplished by substituting the intermediate results in Eqs. (2.50) into the feedback matrices defined in Eq. (2.47) and the Riccati equations (2.48) and (2.49), yielding the feedback rule

$$
\begin{equation*}
\mathbf{u}_{k}=\mathbf{G}_{k} \mathbf{x}_{k}+\mathbf{g}_{k} \tag{2.51}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{G}_{k} & =-\left[\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}+\Lambda_{k}^{\prime}\right]^{-1}\left[\mathbf{F}_{k}^{\prime}+\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{A}_{k}\right] \\
\mathbf{g}_{k} & =-\left[\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}+\boldsymbol{\Lambda}_{k}^{\prime}\right]^{-1}\left[\mathbf{B}_{k}^{\prime}\left(\mathbf{K}_{k+1} \mathbf{c}_{k}+\mathbf{p}_{k+1}\right)+\boldsymbol{\lambda}_{k}\right] \tag{2.52}
\end{align*}
$$

with the Riccati equations

$$
\begin{align*}
\mathbf{K}_{k}= & \mathbf{W}_{k}+\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{A}_{k} \\
& -\left[\mathbf{F}_{k}+\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}\right]\left[\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}+\mathbf{\Lambda}_{k}^{\prime}\right]^{-1} \\
& {\left[\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{A}_{k}+\mathbf{F}_{k}^{\prime}\right] } \tag{2.53}
\end{align*}
$$

$$
\begin{align*}
\mathbf{p}_{k}= & \mathbf{A}_{k}^{\prime}\left(\mathbf{K}_{k+1} \mathbf{c}_{k}+\mathbf{p}_{k+1}\right)+\mathbf{w}_{k} \\
& -\left[\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}+\mathbf{F}_{k}\right]\left[\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}+\mathbf{\Lambda}_{k}^{\prime}\right]^{-1} \\
& {\left[\mathbf{B}_{k}^{\prime}\left(\mathbf{K}_{k+1} \mathbf{c}_{k}+\mathbf{p}_{k+1}\right)+\boldsymbol{\lambda}_{k}\right] } \tag{2.54}
\end{align*}
$$

and with terminal conditions

$$
\begin{equation*}
\mathbf{K}_{N}=\mathbf{W}_{N} \tag{2.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{p}_{N}=\mathbf{w}_{N} \tag{2.56}
\end{equation*}
$$

The difference-equation nature of the Riccati equations is much clearer in Eqs. (2.53) and (2.54) than it was in Eqs. (2.48) and (2.49). It is also apparent how the equations can be integrated backward in time from the terminal conditions (2.55) and (2.56). Furthermore these equations indicate how the pricelike information in the $\mathbf{W}, \mathbf{w}, \boldsymbol{\Lambda}$, and $\boldsymbol{\lambda}$ elements in the criterion function is integrated backward in time in the Riccati equations and then used in the $\mathbf{G}$ and g elements of the feedback rule as the solution is brought forward in time using the feedback rule and the system equations.

Comparability to results for the quadratic linear problem published in other texts and articles can be obtained by using the fact that the cross term in the criterion $\mathbf{x}^{\prime} \mathbf{F u}$ is frequently not used and that the constant term in the system equations $\mathbf{c}_{k}$ is usually omitted. When both $\mathbf{F}$ and $\mathbf{c}$ are set to zero, the results stated above can be considerably simplified. Also, for comparability of the results above to those derived for quadratic linear tracking problems it is necessary to use the national equivalence given in Table 2.1.

## Chapter 3

## General Nonlinear Models

The previous chapter dealt with the restricted case of deterministic models with quadratic criterion functions and linear system equations. In this chapter the deterministic assumption is maintained, but the quadratic linear assumptions are dropped. Thus both the criterion function and the system equations can take general nonlinear forms. If the model is written in continuous time, the criterion will be an integral over time and the system equations will be differential equations. If the model is written in discrete time, the criterion will be a summation over time periods and the system equations will be difference equations. Since the basic approach used throughout this book is one of numerical solution of the models, and since continuous-time problems are transformed into discrete-time problems when they are solved on digital computers, only discretetime problems are discussed here. $\square^{1}$

This chapter begins with a statement of the general nonlinear problems in Sec. $3.1^{2}$ This is followed by a discussion of approximation methods for solving the problem. The approximation methods use a second-order approximation of the criterion function and a first-order approximation of the system equations. The approximation problem is then in the form of the quadratic linear problems

[^5]discussed in the previous chapter. The approximation QLP is then solved iteratively until the results converge.

While this approximation method may be adequate for solving some nonlinear optimization problems, convergence may be too slow. Therefore it is common to solve this class of problems with one of a variety of gradient methods. These methods commonly employ the maximum principle and then use iterative means to satisfy the optimality conditions. Basically, they integrate costate equations backward in time and state equations forward in time to satisfy these conditions and then check to see whether the derivative of the hamiltonian with respect to the control variable has gone to zero. If it has not, the controls are moved in the direction of the gradient and the costate and state equations are integrated again. This procedure is repeated until the derivative is close enough to zero. These gradient methods are discussed in Sec. 3.3.

Even these gradient methods are inadequate to solve many economic optimization problems. Many economic models are very large, containing hundreds of nonlinear equations. To solve these problems on computers where the highspeed memory is limited, the sparsity of the model is exploited. Since not every variable enters every equation, it is not necessary to store large matrices fully; only the nonzero elements need be stored and manipulated. An introduction to this topic will be provided in Sec. 3.4.

### 3.1 Problem Statement

The problem is to find the vector of control variables $\mathbf{u}_{k}$ in each time period $k$

$$
\left(\mathbf{u}_{k}\right)_{k=0}^{N-1}=\left(\mathbf{u}_{0}, \mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{N-1}\right)
$$

which will minimize the criterion function

$$
\begin{equation*}
J=L_{N}\left(\mathbf{x}_{N}\right)+\sum_{k=0}^{N-1} L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) \tag{3.1}
\end{equation*}
$$

where
$\mathbf{x}_{k}=$ vector of state variables,
$\mathbf{u}_{k}=$ vector of control variables,
$L_{k}=$ scalar function.

The last period, period $N$, is separated from the other time periods to simplify the specification of terminal conditions. Also the criterion function is assumed to be additive over time. This assumption is not essential, but its use greatly simplifies the analysis. In Chap. 2]the functions $L_{k}$ were assumed to be quadratic forms; here they will remain general nonlinear forms.

The criterion function (3.1) is minimized subject to the system equations

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right), \quad k=0,1, \ldots, N-1 \tag{3.2}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
\mathrm{x}_{0}=\text { given } \tag{3.3}
\end{equation*}
$$

where $\mathbf{f}$ is a vector-valued function. The system equations are written in explicit form; i.e., the variable $\mathbf{x}_{k+1}$ is an explicit function of $\mathbf{x}_{k}$ and $\mathbf{u}_{k}$. Some econometric models are developed in implicit form; i.e., the system equations are written in the form

$$
\begin{equation*}
\mathbf{g}_{k}\left(\mathbf{x}_{k+1}, \mathbf{x}_{k}, \mathbf{u}_{k}\right)=0 \tag{3.4}
\end{equation*}
$$

For a discussion of computational methods which are specific to such problems see Drud (1976).

The problem (3.1) to (3.3) can be solved by a variety of methods. A discussion of a quadratic linear approximation method is given next, followed by an elaboration of gradient methods.

### 3.2 Quadratic Linear Approximation Method

The problem (3.1) to (3.3) can be approximated by a second-order expansion of the criterion function and a first-order expansion of the system equations. $3^{3}$ The resulting approximation problem can be solved using the quadratic linear problem methods discussed in the previous chapter. This procedure can be iterated, the equations being expanded each time around the solution obtained on the previous iteration. The iterations are continued until satisfactory convergence is obtained.

First consider a second-order expansion of the criterion function. This expansion is done about a path $4^{4}$

$$
\left(\mathbf{x}_{o, k+1}, \mathbf{u}_{o k}\right)_{k=0}^{N-1}
$$

[^6]which is chosen as close to the expected optimal path as possible. This secondorder expansion of the criterion function is written as 5
\[

$$
\begin{align*}
J= & \mathbf{L}_{\mathbf{x N}}^{\prime}\left[\mathbf{x}_{N}-\mathbf{x}_{o N}\right]+\frac{1}{2}\left[\mathbf{x}_{N}-\mathbf{x}_{o N}\right]^{\prime} \mathbf{L}_{\mathbf{x x}, N}\left[\mathbf{x}_{N}-\mathbf{x}_{o N}\right] \\
& +\sum_{k=0}^{N-1}\left[\mathbf{L}_{\mathbf{x} k}^{\prime} \mathbf{L}_{\mathbf{u} k}^{\prime}\right]\left[\begin{array}{l}
\mathbf{x}_{k}-\mathbf{x}_{o k} \\
\mathbf{u}_{k}-\mathbf{u}_{o k}
\end{array}\right] \\
& +\frac{1}{2}\left[\left[\mathbf{x}_{k}-\mathbf{x}_{o k}\right]^{\prime}\left[\mathbf{u}_{k}-\mathbf{u}_{o k}\right]^{\prime}\right]\left[\begin{array}{ll}
\mathbf{L}_{\mathbf{x x}} & \mathbf{L}_{\mathbf{x u}} \\
\mathbf{L}_{\mathbf{u x}} & \mathbf{L}_{\mathbf{u u}}
\end{array}\right]_{k}\left[\begin{array}{l}
\mathbf{x}_{k}-\mathbf{x}_{o k} \\
\mathbf{u}_{k}-\mathbf{u}_{o k}
\end{array}\right] \tag{3.5}
\end{align*}
$$
\]

where $\mathrm{L}_{\mathbf{x} k}$ is the vector of the derivatives of the function $L$ with respect to each element in the vector $\mathbf{x}$ at time $k$, that is,

$$
\mathbf{L}_{\mathbf{x} k}=\left[\begin{array}{c}
\frac{\partial L_{k}}{\partial x_{1 k}}  \tag{3.5a}\\
\vdots \\
\frac{\partial L_{k}}{\partial x_{n k}}
\end{array}\right]
$$

with $x_{i k}$ the $i$ th element in $n$ vector $\mathbf{x}_{k}$. Also, $\mathbf{L}_{\mathbf{u} k}$ is the vector of the derivatives of the function $L$ with respect to each element in the vector $\mathbf{u}$ at time $k$, that is,

$$
\mathbf{L}_{\mathbf{u} k}=\left[\begin{array}{c}
\frac{\partial L_{k}}{\partial u_{1 k}}  \tag{3.5b}\\
\vdots \\
\frac{\partial L_{k}}{\partial u_{m k}}
\end{array}\right]
$$

with $u_{i k}$ the $i$ th element in the $m$ vector $\mathbf{u}_{k}$. Also $\mathbf{L}_{\mathbf{x x}, k}$ is the matrix of second derivatives of the function $L_{k}$ with respect to the elements in the vector $\mathbf{x}_{k}$

$$
\mathbf{L}_{\mathbf{x x}, k}=\left[\begin{array}{ccc}
\frac{\partial^{2} L_{k}}{\partial x_{1 k} \partial x_{1 k}} & \cdots & \frac{\partial^{2} L_{k}}{\partial x_{1 k} \partial x_{n k}}  \tag{3.5c}\\
\cdots \cdots \cdots \cdots & \cdots & \cdots \\
\frac{\partial^{2} L_{k}}{\partial x_{n k} \partial x_{1 k}} & \cdots & \frac{\partial^{2} L_{k}}{\partial x_{n k} \partial x_{n k}}
\end{array}\right]
$$

[^7]$\mathbf{L}_{\mathbf{x u}, k}$ is the matrix of cross partial derivatives of the function $L_{k}$ with respect to the elements of the vectors $\mathbf{x}_{k}$ and $\mathbf{u}_{k}$
\[

\mathbf{L}_{\mathbf{x u}, k}=\left[$$
\begin{array}{ccc}
\frac{\partial^{2} L_{k}}{\partial x_{1 k} \partial u_{1 k}} & \cdots & \frac{\partial^{2} L_{k}}{\partial x_{1 k} \partial u_{m k}}  \tag{3.5d}\\
\cdots \cdots \cdots \cdots & \cdots & \cdots \cdots \cdots \cdots \\
\frac{\partial^{2} L_{k}}{\partial x_{n k} \partial u_{1 k}} & \cdots & \frac{\partial^{2} L_{k}}{\partial x_{n k} \partial u_{m k}}
\end{array}
$$\right]=\mathbf{L}_{\mathbf{u x}, k}^{\prime}
\]

and $\mathbf{L}_{\mathbf{u u}, k}$ is the matrix of second derivatives of the function $L_{k}$ with respect to the elements in the vector $\mathbf{u}_{k}$

$$
\mathbf{L}_{\mathbf{u u}, k}=\left[\begin{array}{ccc}
\frac{\partial^{2} L_{k}}{\partial u_{1 k} \partial u_{1 k}} & \cdots & \frac{\partial^{2} L_{k}}{\partial u_{1 k} \partial u_{m k}}  \tag{3.5e}\\
\cdots \cdots \cdots \cdots & \cdots & \cdots \\
\frac{\partial^{2} L_{k}}{\partial u_{m k} \partial u_{1 k}} & \cdots & \frac{\partial^{2} L_{k}}{\partial u_{m k} \partial u_{m k}}
\end{array}\right]
$$

The approximate criterion (3.5) is minimized subject to first-order expansion of the system equations around the path

$$
\left(\mathbf{x}_{o, k+1}, \mathbf{u}_{o k}\right)_{k=0}^{N-1}
$$

that is

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}+\mathbf{f}_{\mathbf{x} k}\left[\mathbf{x}_{k}-\mathbf{x}_{o k}\right]+\mathbf{f}_{\mathbf{u} k}\left[\mathbf{u}_{k}-\mathbf{u}_{o k}\right] \quad k=0,1, \ldots, N-1 \tag{3.6}
\end{equation*}
$$

where $\mathbf{f}_{k}$ is the vector-valued system equations evaluated on the path

$$
\left(\mathbf{x}_{o, k+1}, \mathbf{u}_{o k}\right)_{k=1}^{N-1}
$$

$\mathbf{f}_{\mathrm{x} k}$ is the matrix of first-order derivatives of each of the functions $f_{k}^{i}$ in $\mathbf{f}_{k}$ with respect to each of the variables $x_{j k}$ in $\mathbf{x}_{k}$

$$
\mathbf{f}_{\mathbf{x} k}=\left[\begin{array}{c}
\left(\mathbf{f}_{\mathbf{x} k}^{1}\right)^{\prime}  \tag{3.6a}\\
\vdots \\
\left(\mathbf{f}_{\mathbf{x k} k}^{n}\right)^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\partial f_{k}^{1}}{\partial x_{1 k}} & \cdots & \frac{\partial f_{k}^{1}}{\partial x_{n k}} \\
\cdots \cdots \cdots & \cdots & \cdots \cdots \\
\frac{\partial f_{k}^{n}}{\partial x_{1 k}} & \cdots & \frac{\partial f_{k}^{n}}{\partial x_{n k}}
\end{array}\right]
$$

and $\mathbf{f}_{\mathbf{u} k}$ is the matrix of first-order derivatives of each of the functions $f_{k}^{i}$ in $\mathbf{f}_{k}$ with respect to each of the variables $u_{j k}$ in $\mathbf{u}_{k}$

$$
\mathbf{f}_{\mathbf{u} k}=\left[\begin{array}{c}
\left(\mathbf{f}_{\mathbf{u} k}^{1}\right)^{\prime}  \tag{3.6b}\\
\vdots \\
\left(\mathbf{f}_{\mathbf{u k}}^{n}\right)^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\partial f_{k}^{1}}{\partial u_{1 k}} & \cdots & \frac{\partial f_{k}^{1}}{\partial u_{m k}} \\
\cdots \cdots \cdots & \cdots & \cdots \cdots \\
\frac{\partial f_{k}^{n}}{\partial u_{1 k}} & \cdots & \frac{\partial f_{k}^{n}}{\partial u_{m k}}
\end{array}\right]
$$

Thus the notation

$$
\mathbf{f}_{\mathrm{x} k}\left[\mathbf{x}_{k}-\mathbf{x}_{o k}\right]
$$

in Eq. (3.6) does not represent a matrix of derivatives evaluated at the point $\mathbf{x}_{k}-\mathbf{x}_{o k}$ but the matrix of derivatives $\mathbf{f}_{\mathbf{x} k}$ evaluated at $\mathbf{x}_{o k}$ multiplied by the vector $\mathbf{x}_{k}-\mathbf{x}_{o k}$.

The approximation problem (3.5) and (3.6) is the same form as the quadratic linear problem (2.1) and (2.2) discussed in the previous chapter. The equivalence between the matrices of these two problems is given in Table 3.1.

Thus the problem (3.5) and (3.6) with the initial condition (3.3) is solved to obtain the optimal path

$$
\left(\mathbf{x}_{k+1}^{*}, \mathbf{u}_{k}^{*}\right)_{k=0}^{N-1}
$$

using the algorithm of the previous chapter. Then the iteration procedure is used to obtain a new nominal path

$$
\left(\mathbf{x}_{o, k+1}, \mathbf{u}_{o k}\right)_{k=0}^{N-1}
$$

in the following manner. Let

$$
\left(\mathbf{x}_{o, k+1}^{\rho}, \mathbf{u}_{k}^{\rho}\right)_{k=0}^{N-1}
$$

Table 3.1: Equivalence of the arrays in QLP and the approximation QLP

| QLP | Approximation QLP | QLP | Approximation QLP |
| :--- | :--- | :--- | :--- |
| $(2.1)(2.2)$ | $(3.5)(3.6)$ | $(2.1)(2.2)$ | $(3.5)(3.6)$ |
| $\mathbf{W}_{N}$ | $\mathbf{L}_{\mathbf{x x}, N}$ | $\mathbf{\Lambda}_{k}$ | $\mathbf{L}_{\mathbf{u u}, k}$ |
| $\mathbf{w}_{N}$ | $\mathbf{L}_{\mathbf{x} N}-\mathbf{L}_{\mathbf{x x}, N}^{\prime} \mathbf{x}_{o N}$ | $\boldsymbol{\lambda}_{k}$ | $\mathbf{L}_{\mathbf{u} k}-\mathbf{L}_{\mathbf{u u}, k}^{\prime} \mathbf{u}_{o k}-\mathbf{L}_{\mathbf{x u}}^{\prime} \mathbf{x}_{o k}$ |
| $\mathbf{W}_{k}$ | $\mathbf{L}_{\mathbf{x x}, k}$ | $\mathbf{A}_{k}$ | $\mathbf{f}_{\mathbf{x} k}$ |
| $\mathbf{w}_{k}$ | $\mathbf{L}_{\mathbf{x} k}-\mathbf{L}_{\mathbf{x x}, k}^{\prime} \mathbf{x}_{o k}-\mathbf{L}_{\mathbf{x u}, k} \mathbf{u}_{o k}$ | $\mathbf{B}_{k}$ | $\mathbf{f}_{\mathbf{u} k}$ |
| $\mathbf{F}_{k}$ | $\mathbf{L}_{\mathbf{x u}, k}$ | $\mathbf{c}_{k}$ | $-\left(\mathbf{f}_{\mathbf{x} k} \mathbf{x}_{o k}+\mathbf{f}_{\mathbf{u} k} \mathbf{u}_{o k}\right)$ |

be the nominal path about which the expansion is done on the $\rho$ th iteration. Then

$$
\begin{equation*}
\mathbf{u}_{o, k}^{\rho+1}=\alpha\left[\mathbf{u}_{k}^{*}-\mathbf{u}_{o k}^{\rho}\right]+\mathbf{u}_{o k}^{\rho} \tag{3.7}
\end{equation*}
$$

where $\alpha$ is the step size. So the new nominal control path on iteration $\rho+1$ will be the same as the path on the previous iteration plus some fraction $\alpha$ of the difference between the nominal path and the optimal path. The choice of $\alpha$ can of course be critical. If it is chosen too small, the iteration proceeds too slowly, and if it is chosen too large, the iterations may jump back and forth across the optimal path. In the next section on gradient methods several other methods of choosing both the direction in which to change the control between iterations and the distance to move it will be discussed. Once $\mathbf{u}_{o k}^{\rho+1}$ has been computed from Eq. (3.7), it can be used in the original nonlinear system equations (3.2) to compute the implied $\mathbf{x}_{o k}^{\rho+1}$. The iteration is then repeated using this new nominal path.

### 3.3 Gradient Methods

Gradient methods are iterative optimization methods in which the control variables are moved in the gradient (downhill) direction at each iteration. The control is changed at each iteration until the gradient is sufficiently close to zero and the optimal solution is obtained at that point. This type of algorithm is most easily understood by writing the first-order conditions for the optimization problem and showing how they are satisfied.

The problem is to minimize

$$
J=L_{N}\left(\mathbf{x}_{N}\right)+\sum_{k=0}^{N-1} L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)
$$

subject to

$$
\begin{gather*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) \\
\mathbf{x}_{0}=\text { given }
\end{gather*}
$$

For this problem we construct the hamiltonian $H_{k}$ by appending the system equations to the criterion function with a lagrangian (or costate) variable $\boldsymbol{\lambda}$ for each time period as

$$
\begin{equation*}
H_{k}=L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\boldsymbol{\lambda}_{k+1}^{\prime} \mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) \tag{3.8}
\end{equation*}
$$

Then the first-order conditions can be stated as ${ }^{6}$
Systems (or state) equations:

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) \quad k=0,1, \ldots, N-1 \tag{3.9}
\end{equation*}
$$

Costate equations:

$$
\begin{equation*}
\boldsymbol{\lambda}_{k}=-\mathbf{L}_{\mathbf{x} k}-\mathbf{f}_{\mathbf{x} k}^{\prime} \boldsymbol{\lambda}_{k+1} \quad k=1,2, \ldots, N-1 \tag{3.10}
\end{equation*}
$$

Optimality conditions:

$$
\begin{equation*}
\mathbf{H}_{\mathbf{u} k}=\mathbf{L}_{\mathbf{u} k}+\mathbf{f}_{\mathbf{u} k}^{\prime} \boldsymbol{\lambda}_{k+1}=0 \quad k=0,1, \ldots, N-1 \tag{3.11}
\end{equation*}
$$

Terminal conditions:

$$
\begin{equation*}
\boldsymbol{\lambda}_{N}=\mathbf{L}_{\mathbf{x} N} \tag{3.12}
\end{equation*}
$$

Initial conditions:

$$
\begin{equation*}
\mathrm{x}_{0}=\text { given } \tag{3.13}
\end{equation*}
$$

where $\mathrm{L}_{\mathbf{x} k}, \mathbf{L}_{\mathbf{u} k}, \mathbf{f}_{\mathbf{x} k}$, and $\mathbf{f}_{\mathbf{u} k}$ are defined in Eqs. (3.5a), (3.5b), (3.6a), and (3.6b), respectively. Also $\boldsymbol{\lambda}_{k}$ is a vector with $n$ elements and $\mathbf{H}_{\mathbf{u} k}$ is a vector with $m$ elements which is defined by Eq. (3.11).

The first-order conditions (3.9) to (3.12) are then met in an iterative fashion. First a nominal set of control variables for iteration $\rho=0$ is chosen

$$
\left(\mathbf{u}_{k}^{\rho}\right)_{k=0}^{N-1}
$$

Then the control variables and the initial conditions (3.13) are used to integrate the system Eq. (3.9) forward in time. That is, $\mathbf{u}_{0}$ and $\mathbf{x}_{0}$ are used in Eq. (3.9) to calculate $\mathbf{x}_{1}$. Then $\mathbf{x}_{1}$ and $\mathbf{u}_{1}$ are used to calculate $\mathbf{x}_{2}$, etc. Finally at terminal time $N, \mathbf{x}_{N}$ is obtained and is used in turn in the terminal condition (3.12) to determine $\boldsymbol{\lambda}_{N}$.

Next the costate equations are integrated backward in time from period $N$ to period 1 to obtain $\boldsymbol{\lambda}_{N}$ through $\boldsymbol{\lambda}_{1}$. At this point all the first-order conditions are satisfied except the optimality condition (3.11), and even these may be satisfied. To check this, $\mathbf{H}_{\mathbf{u} k}$ is calculated for all time periods using the nominal control

$$
\left(\mathbf{u}_{k}^{\rho}\right)_{k=0}^{N-1}
$$

[^8]and the states and costates calculated from them in the manner described above. If all the elements in the vector $\mathbf{H}_{\mathbf{u} k}$ are sufficiently close to zero for all time periods, the problem is solved, but this will ordinarily not be the case.

Thus the problem is to move the controls in such a direction that the optimality conditions are more likely to be met on the next iteration. This is where the gradient procedure is employed. First a decision is made to move the control in the direction of the gradient $\mathbf{H}_{\mathbf{u} k}$ from the control values of iteration $\rho$ to obtain the control values at iteration $\rho+1$

$$
\begin{equation*}
\mathbf{u}_{k}^{\rho+1}=\mathbf{u}_{k}^{\rho}-\alpha \mathbf{H}_{\mathbf{u} k} \quad k=0,1, \ldots, N-1 \tag{3.14}
\end{equation*}
$$

where $\alpha$ is the distance to move in the gradient direction. (In practice the control is usually moved not in the gradient direction but in the conjugate gradient direction. $]^{7}$ So the direction of movement is known but the distance is not known. However, $\alpha$ is usually chosen by doing a one-dimensional search in the gradient (or conjugate-gradient) direction until the hamiltonian $H_{k}$ is minimized. A variety of line-search methods are in use, including those due to Shanno (1977) and to Gill et al. (1976).

Once the new nominal control has been determined from (3.14), the process is repeated again beginning with the system Eq. (3.9). The iterations are continued until the optimality conditions are satisfied to the desired accuracy.

### 3.4 Special Problems

The algorithm described in Sec. 3.3is sufficient to solve many economic models, but it does not address a number of difficulties arising from efforts to solve certain classes of dynamic economic optimization problems, e.g., accuracy and roundoff errors, large model size, and presence of inequality constraints on state variables. This section provides a brief discussion of each of these issues and gives references to more extensive discussions.

[^9]
### 3.4.1 Accuracy and Roundoff Errors

Many large econometric models are not defined in the explicit form of the system equations

$$
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)
$$

but in an implicit form

$$
\mathbf{g}_{k}\left(\mathbf{x}_{k+1}, \mathbf{x}_{k}, \mathbf{u}_{k}\right)=0
$$

Therefore it is necessary to solve the set of simultaneous equations (3-4") at each step in the solution of the optimization problem. Since Eq. (3-4") may contain several hundred equations, this is no simple task. Furthermore, if the numerical methods employed are not sufficiently accurate, the derivatives $\mathbf{H}_{\mathbf{u} k}$ which are used in the algorithm will be off and the search for the optimum will be made in the wrong direction. $8^{8}$

### 3.4.2 Large Model Size

A large econometric model may have 300 to 500 state equations. Thus the matrix $\mathbf{f}_{\mathrm{x} k}$ may have as many as 250,000 elements. If a problem has 10 time periods, 2.5 million words of memory will be required to store the $\mathbf{f}_{\mathrm{x} k}$ matrices alone. Of course it is also necessary to store $\mathbf{f}_{\mathbf{u} k}, \mathbf{H}_{\mathbf{u} k}, \mathbf{L}_{\mathbf{u} k}$, and $\mathbf{L}_{\mathbf{x} k}$. Thus the storage requirements will easily surpass several million words of core storage. Even the largest of today's computers will be strained to the limit by such large high-speed-memory requirements. Therefore, it is necessary to exploit the fact that the matrix $\mathbf{f}_{\mathbf{x} k}$ will have only a relatively small number of elements that are not zero; i.e., the matrix will be very sparse. Computer codes have been constructed to store and manipulate only the nonzero elements of the matrices. Examples of this class of codes are MINOS, by Murtagh and Saunders (1977), LSGRG, by Mantell and Lasdon (1977), and CONOPT, by Drud and Meeraus 9 It is beyond the scope of this book to discuss sparsity techniques, but a clear discussion is available in Drud (1976).

[^10]
### 3.4.3 Inequality Constraints on State Variables

The method described in the previous section is adequate if there are constraints on control variables but not on state variables since the linear search can be halted when a constraint is reached. However, when there are constraints on state variables or on combinations of state and control variables, that method is not adequate. Instead the generalized reduced gradient (GRG) methods are employed 10 Fortunately they are embodied in a number of computer codes, including the three mentioned above.

[^11]
## Chapter 4

## Example of Deterministic Control

This chapter employs a small macroeconomic model to demonstrate how an economic-stabilization problem can be cast into the deterministic control framework and how that framework may alter one's thinking about the problem. A small quarterly macroeconomic model of the United States economy is developed, estimated, and converted into the format used by control theorists. A criterion function is then specified for this model.

### 4.1 System Equations

The body of a control-theory macroeconometric model, called the system equations, constitutes the set of difference equations which describe the evolution of the economy over time. In this section the simplest multiplier-accelerator model is presented, estimated, and converted into control-theory format.

The simple multiplier-accelerator model is written as

$$
\begin{align*}
C_{k} & =a+b Y_{k}  \tag{4.1}\\
I_{k} & =e+f\left(Y_{k}-Y_{k-1}\right)  \tag{4.2}\\
Y_{k} & =C_{k}+I_{k}+G_{k} \tag{4.3}
\end{align*}
$$

where
$C_{k}=$ consumption
$I_{k}=$ investment
$Y_{k}=$ gross national product
$G_{k}=$ government spending
$a, b, e, f=$ coefficients

In order to fit this model to the data, it is necessary to be somewhat more precise in the definition of each variable; let
$C_{k}=$ total personal consumption expenditures, 1958 dollars (GC58)
$I_{k}=$ gross private domestic investment, 1958 dollars (GPI58)
$Y_{k}=$ gross national product, 1958 dollars, less net exports of goods and services, 1958 dollars (YN = GNP58 - GNET58)
$G_{k}=$ total government purchases of goods and services, 1958 dollars (GGE58)

In particular, data from the National Bureau of Economic Research time-series data bank for the period 1947-II to 1973-II were used. Fitting Eqs. (4.1) and (4.2) by ordinary least squares then yields

$$
C_{k}=\underset{(2.84)}{-14.5}+\underset{(.005)}{.67 Y_{k}} \quad \begin{align*}
R^{2} & =.99  \tag{4.4}\\
& D W=.15
\end{align*}
$$

and

$$
\begin{equation*}
I_{k}=\underset{(2.58)}{73.7}+\underset{(.34)}{1.53\left(Y_{k}-Y_{k-1}\right)} \quad D W=.17 \tag{4.5}
\end{equation*}
$$

The fit is adequate for the consumption function, but the Durbin-Watson statistic is too low. Also, the explanatory power of the investment equation and the DurbinWatson statistic are too low.

One can obtain a model which retains most of the simplicity of Eqs. (4.1) to (4.3) while mitigating the problems above by using a partial-adjustment model. Also the accelerator (4.2) is rewritten to make investment a function of changes in consumption instead of changes in GNP. The latter change is made in order to reduce the length of lags in the control model and thereby reduce the size of the model, which is used later in the book for adaptive-control experiments. The resulting model can be written

$$
\begin{align*}
C_{k}^{*} & =a+b Y_{k}  \tag{4.6}\\
C_{k} & =C_{k-1}+\gamma\left(C_{k}^{*}-C_{k-1}\right)  \tag{4.7}\\
I_{k}^{*} & =e+f\left(C_{k}-C_{k-1}\right)  \tag{4.8}\\
I_{k} & =I_{k-1}+\theta\left(I_{k}^{*}-I_{k-1}\right)  \tag{4.9}\\
Y_{k} & =C_{k}+I_{k}+G_{k} \tag{4.10}
\end{align*}
$$

where

$$
\begin{aligned}
C_{k}^{*} & =\text { desired consumption } \\
I_{k}^{*} & =\text { desired investment } \\
\gamma & =\text { partial adjustment coefficient for investment } \\
\theta & =\text { partial adjustment coefficient for consumption }
\end{aligned}
$$

The model (4.6) to (4.10) can be rewritten to eliminate the unobservable variables by substituting Eq. (4.6) into Eq. (4.7) and Eq. (4.8) into Eq. (4.9), to obtain

$$
\begin{equation*}
C_{k}=(1-\gamma) C_{k-1}+\gamma b Y_{k}+\gamma a \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{k}=(1-\theta) I_{k-1}+\theta f C_{k}-\theta f C_{k-1}+\theta e \tag{4.12}
\end{equation*}
$$

Then the national-income identity (4.10) can be substituted into Eq. (4.11) and the resulting model written as

$$
\begin{align*}
& C_{k}=\alpha_{0}+\alpha_{1} I_{k}+\alpha_{2} C_{k-1}+\alpha_{3} G_{k}  \tag{4.13}\\
& I_{k}=\beta_{0}+\beta_{1} C_{k}+\beta_{2} C_{k-1}+\beta_{3} I_{k-1} \tag{4.14}
\end{align*}
$$

where

$$
\begin{array}{cll}
\alpha_{0}=\frac{\gamma a}{1-\gamma b} & \alpha_{1}=\alpha_{3}=\frac{\gamma b}{1-\gamma b} & \alpha_{2}=\frac{1-\gamma}{1-\gamma b} \\
\beta_{0}=\theta e & \beta_{1}=-\beta_{2}=\theta f & \beta_{3}=1-\theta
\end{array}
$$

The structural form of Eqs. (4.13) and (4.14) can be written as

$$
\begin{array}{rlr}
C_{k}-\alpha_{1} I_{k}-\alpha_{2} C_{k-1} & -\alpha_{3} G_{k}-\alpha_{0} & =\varepsilon_{1} \\
-\beta_{1} C_{k}+I_{k}-\beta_{2} C_{k-1}-\beta_{3} I_{k-1} & -\beta_{0} & =\varepsilon_{2} \tag{4.15}
\end{array}
$$

with the spacing used to emphasize that $G_{k}$ enters the first equation but not the second and $I_{k-1}$ enters the second equation but not the first. Then Eq. (4.15) can be written in the usual econometric notation as

$$
\begin{gather*}
\hat{\mathbf{B}} \hat{\mathbf{y}}_{k}+\hat{\Gamma} \hat{\mathbf{x}}_{k}=\hat{\mathbf{u}}_{k}  \tag{4.16}\\
\hat{\mathbf{y}}_{k}=\left[\begin{array}{c}
C_{k} \\
I_{k}
\end{array}\right] \quad \hat{\mathbf{x}}_{k}=\left[\begin{array}{c}
C_{k-1} \\
I_{k-1} \\
G_{k} \\
v_{k}
\end{array}\right] \text { where } v_{k}=1 \text { for all } k \quad \hat{\mathbf{u}}_{k}=\left[\begin{array}{c}
\varepsilon_{1 k} \\
\varepsilon_{2 k}
\end{array}\right] \tag{4.17}
\end{gather*}
$$

Table 4.1: Common notation in econometrics and in control-theory textbooks

| Symbol | Use in econometrics | Use in control theory |
| :--- | :--- | :--- |
|  | Vectors |  |
| $\mathbf{y}$ | Endogenous variables | Observation variables |
| $\mathbf{x}$ | Predetermined variables | State variables |
| $\mathbf{u}$ | Error terms |  |
| $\mathbf{v}$ | Error terms | Control variables |
| Matrices |  |  |
| $\mathbf{B}$ | Endogenous-variable coeffi- <br> cients in structural form | Not used |
| $\mathbf{\Gamma}$ | Predetermined-variable coef- <br> ficients in structural form | Not used |
| $\boldsymbol{\Pi}$ | Predetermined-variable coef- <br> ficients in reduced form | Not used |

$$
\begin{gather*}
\hat{\mathbf{B}}=\left[\begin{array}{ll}
\hat{\beta}_{11} & \hat{\beta}_{12} \\
\hat{\beta}_{21} & \hat{\beta}_{22}
\end{array}\right]=\left[\begin{array}{rc}
1 & -\alpha_{1} \\
-\beta_{1} & 1
\end{array}\right] \\
\hat{\Gamma}=\left[\begin{array}{cccc}
\hat{\gamma}_{11} & \hat{\gamma}_{12} & \hat{\gamma}_{13} & \hat{\gamma}_{14} \\
\hat{\gamma}_{21} & \hat{\gamma}_{22} & \hat{\gamma}_{23} & \hat{\gamma}_{24}
\end{array}\right]=\left[\begin{array}{cccc}
-\alpha_{2} & 0 & -\alpha_{3} & -\alpha_{0} \\
-\beta_{2} & -\beta_{3} & 0 & -\beta_{0}
\end{array}\right] \tag{4.18}
\end{gather*}
$$

In Eq. (4.16) the hat over the variables has been used to distinguish the notation commonly used in econometrics textbooks from the notation used in controltheory textbooks. Table 4.1 provides a comparison of some of the common notation used in these two fields.

The reduced form of Eq. (4.16) can then be written

$$
\begin{equation*}
\hat{\mathbf{y}}_{k}=\hat{\boldsymbol{\Pi}} \hat{\mathbf{x}}_{k}+\hat{\mathbf{v}}_{k} \tag{4.19}
\end{equation*}
$$

where

$$
\hat{\boldsymbol{\Pi}}=-\hat{\mathbf{B}}^{-1} \boldsymbol{\Gamma} \quad \hat{\mathbf{v}}_{k}=\hat{\mathbf{B}}^{-1} \hat{\mathbf{u}}_{k} \quad \hat{\boldsymbol{\Pi}}=\left[\begin{array}{llll}
\pi_{11} & \pi_{12} & \pi_{13} & \pi_{14} \\
\pi_{21} & \pi_{22} & \pi_{23} & \pi_{24}
\end{array}\right]
$$

The identification of the model (4.15) can be checked with the help of the following variables ${ }^{11}$
$G=$ number of endogenous variables in model
$G^{\Delta}=$ number of endogenous variables appearing in $g$ th equation
$G^{\Delta \Delta}=G-G^{\Delta}$

[^12]$K=$ number of predetermined variables in model
$K^{*}=$ number of predetermined variables appearing in $g$ th equation
$K^{* *}=K-K^{*}$
With these definitions, an equation is said to satisfy the order condition for identifiability if
\[

$$
\begin{equation*}
K^{* *} \geq G^{\Delta}-1 \tag{4.20}
\end{equation*}
$$

\]

For the model (4.15), $G=2$ and $K=4$. Also for the first equation $G^{\Delta}=2$, since both endogenous variables appear in that equation. On the other hand, $K^{*}=3$, since, from Eq. (4.18), $I_{k-1}$ does not appear in the first equation. Thus the inequality (4.20) becomes

$$
\begin{align*}
K-K^{*} & =K^{* *} \geq G^{\Delta}-1 \\
4-3 & =1 \geq 2-1  \tag{4.21}\\
1 & =1
\end{align*}
$$

When, as in this case, the inequality holds as an equality, the equation is said to be exactly identified.

Similarly for the second equation in (4.15), $G^{\Delta}=2$ and $K^{*}=3$, since from Eq. (4.18), $G_{k}$ does not enter the equation. Thus the inequality (4.20) holds as an equality for the second equation, and it is also exactly identified.

When all the equations of the model are exactly identified, the ordinary (unrestricted) least-squares estimates are consistent estimates of the $\pi$ 's. These estimates will also be equivalent to maximum-likelihood estimates and will possess the properties of asymptotic efficiency and asymptotic normality. ${ }^{2}$

The reduced-form equations (4.19) were estimated by ordinary least squares on the TROLL system at M.I.T. for the period 1947-II through 1969-I, to obtain ${ }^{3}$

$$
\begin{align*}
& C_{k}=\underset{(.016)}{1.014 C_{k-1}}+\underset{(.047)}{.002 I_{k-1}}-\underset{(.031)}{.004 G_{k}}-\underset{(1.52)}{1.312} \quad D W=2.19 \\
& I_{k}=\underset{(.023)}{.093 C_{k-1}}+\underset{(.068)}{.753 I_{k-1}}-\underset{(.044)}{.100 G_{k}}+\underset{(2.164)}{.448} \quad \begin{aligned}
& R^{2}=.938 \\
& \text { (4.22) }
\end{aligned} \tag{4.23}
\end{align*}
$$

As can be seen from quick examination, this model has some characteristics which make it something less than the perfect model for conducting stabilization

[^13]experiments. First, the coefficient in the first equation on $C_{k-1}$ of 1.014 gives the model an explosive character. Second, the small coefficient on $G_{k}$ of -.004 in the same equation renders government policy very weak in affecting consumption. Also the predominant effect of government spending on private consumption (as on investment in the second equation) is a "crowding out" effect. Thus increases in government spending result in decreases in both consumption and investment. This effect is of course not of significant magnitude in the consumption equation but is significant in the investment equation.

While these characteristics make it somewhat undesirable for stabilization experiments, the model in Eqs. (4.22) and (4.23) has the virtue of being derived and estimated in a straightforward manner from the Keynesian textbook model which is widely taught in freshman economics textbooks. Also, as will become apparent in Chap. 12, in the experiments with active-learning stochastic control the model is rich enough to begin to provide some insights into the relative magnitudes involved. The consumption path proves to be uninteresting, but the investment path shows considerable realism in the stochastic control experiments $4^{4}$

Before the model (4.22) and (4.23) is written in control-theory notation, it is convenient to define government spending as equal to government obligations the previous quarter

$$
\begin{equation*}
G_{k+1}=O_{k}=\text { government obligations } \tag{4.24}
\end{equation*}
$$

Then by using Eqs. (4.22) and (4.23) the model can be written as the systems equations of a control model

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A} \mathbf{x}_{k}+\mathbf{B} \mathbf{u}_{k}+\mathbf{c} \tag{4.25}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{x}_{k}=\left[\begin{array}{c}
C_{k} \\
I_{k}
\end{array}\right] \quad \mathbf{u}_{k}=\left[O_{k}\right] \\
\mathbf{A}=\left[\begin{array}{rr}
1.014 & .002 \\
.093 & .753
\end{array}\right] \quad \mathbf{B}=\left[\begin{array}{l}
-.004 \\
-.100
\end{array}\right] \quad \mathbf{c}=\left[\begin{array}{r}
-1.312 \\
.448
\end{array}\right]
\end{gathered}
$$

Also the initial state variable for the model is

$$
\mathbf{x}_{0}=\left[\begin{array}{l}
460.1 \\
113.1
\end{array}\right]
$$

[^14]where the first element corresponds to private-consumption expenditures and the second element to gross private domestic investment in billions of 1958 dollars for 1969-I.

### 4.2 The Criterion Function

The criterion function is written to minimize the deviation of control- and statevariable paths from desired paths

$$
\begin{align*}
J= & \frac{1}{2}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right]^{\prime} \mathbf{W}_{N}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right] \\
& +\frac{1}{2} \sum_{k=0}^{N-1}\left\{\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{W}_{k}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]+\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]\right\} \tag{4.26}
\end{align*}
$$

where

$$
\tilde{\mathbf{x}}=\text { desired state vector }
$$

$\tilde{\mathbf{u}}=$ desired control vector
$\mathbf{W}=$ matrix of weights on state-variable deviations from desired paths
$\Lambda=$ matrix of weights on control-variable deviations from desired paths
There has been considerable debate about the desirability of using quadratic rather than more general nonlinear functional forms for the criterion in macroeconomic problems. $\sqrt[5]{5}$ The arguments for using quadratic functions are:

Computational simplicity. Since the first-order conditions for quadratic linear problems are linear, solution methods for solving such problems can be highly efficient.
Ease of explanation. It is likely that it will be easier to discuss desired paths and relative weights in quadratic penalty functions with politicians than to discuss general nonlinear utility functions.

The arguments against using the quadratic are:
Accuracy. The quadratic does not capture the true nature of political preferences. Symmetric nature. Symmetric penalties about a given point are not desirable. 6

[^15]For the problem at hand, the quadratic formulation has been adopted. The paths $\tilde{\mathbf{x}}$ and $\tilde{\mathbf{u}}$ were chosen by assuming desired growth rates of .75 percent per quarter. The initial conditions for these desired paths are the actual data for the economy for 1969-I, that is,

$$
\begin{aligned}
& \tilde{\mathbf{x}}_{k}=[1.0075]^{k}\left[\begin{array}{l}
460.1 \\
113.1
\end{array}\right] \quad k=0,1, \ldots, N \\
& \tilde{\mathbf{u}}_{k}=[1.0075]^{k}[153.644] \quad k=0,1, \ldots, N-1
\end{aligned}
$$

The weighting matrices are chosen to represent the decision makers' preferences over the desired paths. For example, when unemployment levels and inflation rates are among the state variables, relatively higher penalties may be assigned to one or the other to represent political preferences. 7 Also the weights can be used to represent the fact that politicians may care much more about deviations of the economy from desired paths in some quarters than in others [see Fair (1978a,b)]. For example, the penalty matrices may be

$$
\begin{aligned}
\mathbf{W}_{N} & =\left[\begin{array}{rr}
100 & 0 \\
0 & 100
\end{array}\right] \quad \mathbf{W}_{k}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \quad \text { where } k=1,2, \ldots, N-1 \\
\boldsymbol{\Lambda}_{k} & =[1]
\end{aligned}
$$

In this scheme the politician cares 100 times as much about deviations of the economy from its desired path in the last quarter (say the quarter before an election) than in other quarters.

The solution to this problem is given in Table 4.2.
Table 4.2: Solution to a macro control problem

|  | States |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| $C$ | 464.8 | 469.6 | 474.5 | 479.4 | 484.4 | 489.5 | 494.6 |
| $I$ | 112.8 | 112.9 | 113.4 | 114.2 | 115.3 | 116.7 | 118.3 |
|  |  |  |  | Controls |  |  |  |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| $O$ | 156.4 | 156.8 | 157.2 | 157.4 | 157.2 | 156.7 | 155.6 |

[^16]
## Part II

## Passive-Learning Stochastic Control

## Chapter 5

## Additive Uncertainty

### 5.1 Uncertainty in economic problems

Uncertainty is pervasive in dynamic economic problems, but it is frequently ignored for three reasons:

1. It is assumed that the effect of the uncertainty in the economic system under study is small enough to have no noticeable affect on the outcome.
2. It is conjectured that even if the uncertainty were considered, the resulting optimal policy would not be different.
3. It is thought that the incorporation of uncertainty into the analysis will make the problem intractable.

Now consider in turn each of these reasons for ignoring uncertainty. First comes the argument that its effects are small and thus can be ignored. This may be true. However, one does not know about this until uncertainty is systematically incorporated into the analysis and the system is analyzed both with and without the uncertainty. In some cases this analysis can be done by comparing terms in mathematical expressions. In other cases it is necessary to compare numerical results since analytical mathematics is insufficient. It emerges from those numerical results that in some cases the degree of uncertainty matters. For example if variances are sufficiently small, there is no significant effect on the solution.

Second, the case is put forward that even when the uncertainty is considered in posing the problem, its effects do not appear in optimality conditions. This
is the classic case of certainty equivalence, in which a deterministic problem is equivalent to the stochastic problem. This occurs in special cases of economic problems under uncertainty, particularly when the uncertainty can be modeled in an additive fashion. The latter part of this chapter is devoted to a discussion of the circumstances under which certainty equivalence holds. However, there are many economic problems where certainty equivalence does not hold.

Finally, it is thought that the incorporation of uncertainty into the analysis will make it intractable. This is unfortunately sometimes true, but even in these cases it is frequently possible to obtain approximate numerical solutions. These methods are relatively new to economics, and it is not yet known whether the quality of the approximation is sufficiently good. However, this knowledge will come in due course as experimentation with the methods increases. Approximation methods are used in the last part of this book on active-learning control problems. Whether or not approximation is necessary depends on how the uncertainty is modeled.

### 5.2 Methods of Modeling Uncertainty

Uncertainty in economic problems can be separated into two broad classes: uncertainty in the economic system and uncertainty in the measurement of the system. Although most work with economics of uncertainty has been with the first type, econometricians are returning increasingly to work on measurement error ${ }^{1}$

Uncertainty in the system is commonly modeled in one of two ways: additive error terms and parameter uncertainty. Additive error (or noise) terms is the most common treatment of uncertainty. Cases of this type can usually be treated with the certainty-equivalence procedures discussed later in this chapter. Parameter uncertainty is more difficult to treat since certainty-equivalence methods do not apply. However, procedures are available for analyzing this problem. Furthermore, they are sufficiently simple in computational terms to be applicable to large models involving hundreds of equations. This is the subject of Chap. 6

When the uncertainty is in the parameters, it can be modeled with two kinds of assumptions. The simplest assumption is that the parameters are in fact constant but that the estimates of the parameters are unknown and stochastic. This case is analyzed later in this book. The alternative is that the parameters are themselves stochastic, a more difficult problem. Methods for analyzing this problem are

[^17]discussed in this book, but no numerical examples of this type are given. 2 This completes the discussion of uncertainty in the system equations and leaves only the uncertainty in the measurement relations.

In engineering applications of control-theory measurement errors on various physical devices such as radar are used in the analysis. Since these devices are used to measure state variables, the existence of measurement error means that the states are not known exactly but are estimated. Thus the engineering models include estimates of the mean and covariance of the state vector. These notions are also being adopted in economics. Certainly measurements of economic systems are also noisy, so it is reasonable to assume that although the state variables are not known exactly, estimates of their means and covariances can be made. The models used in the last chapters of this book will include measurement errors.

The various kinds of uncertainty require different methods of analysis. One of the most important differences in the treatment of uncertainty is the distinction between passive and active learning.

### 5.3 Learning: Passive and Active

Passive learning is a familiar concept in economics, though the term has not been widely used $\sqrt[3]{ }$ It refers to the fact that new data are collected in each time period and are periodically used to reestimate the parameters in economic models. When measurement errors are present, this concept can be extended to include reestimation of the state of the system at each period after data have been collected.

In contrast, active learning not only includes the idea of reestimation but also the notion that the existence of future measurement should be considered when choosing the control variables. That is, one should take account of the fact that changes in a control variable at time $k$ will affect the yield of information in future time periods. Stated another way, perturbations to the system today will provide more accurate estimation of state variables and parameters in future time periods. Furthermore, the more accurate estimates will permit better control of the system in subsequent periods.

An example from guidance systems will serve to illustrate this point. The control theorist Karl Astrom and his colleagues have used stochastic control

[^18]methods for developing a control system for large oil tankers. Whenever a tanker takes on or discharges crude oil, the response of the ship to changes in the wheel setting is different. With a passive-learning scheme the ship pulls away from the dock and the system reestimates the response parameters every few minutes as the ship is maneuvered out of the harbor. With an active-learning scheme the control system perturbates the controls on purpose to learn faster about the response of the ship to different control settings.

In order to make these concepts somewhat precise it is useful to set out the scheme proposed by Bar-Shalom and Tse (1976b) and to distinguish between various types of control schemes. In order to do this some additional notation must be developed. Recall the notation

$$
\begin{aligned}
& \mathbf{x}_{k}=\text { state vector in period } k \\
& \mathbf{u}_{k}=\text { control vector in period } k
\end{aligned}
$$

and consider a model with system equations

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \boldsymbol{\xi}_{k}\right) \quad k=0,1, \ldots, N-1 \tag{5.1}
\end{equation*}
$$

where $\boldsymbol{\xi}_{k}$ is the vector of process noise terms at time $k$. Further, as discussed above, assume that measurements are taken on the state of the system and that there is error in these measurements; i.e.,

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{h}_{k}\left(\mathbf{x}_{k}, \boldsymbol{\zeta}_{k}\right) \quad k=0,1, \ldots, N \tag{5.2}
\end{equation*}
$$

where $\mathbf{y}_{k}$ is the measurement vector and $\zeta_{k}$ is the measurement error (noise). Next define variables which represent the collection of state and control variables, respectively, for all the time periods in the model

$$
\mathbf{X}^{N}=\left(\mathbf{x}_{j}\right)_{j=0}^{N} \quad \mathbf{U}^{N-1}=\left(\mathbf{u}_{j}\right)_{j=0}^{N-1}
$$

Also define the set of all observations between period 1 and period $k$ as

$$
\mathbf{Y}^{k}=\left(\mathbf{y}_{j}\right)_{j=1}^{k}
$$

Next the notation

$$
\mathbf{M}^{k}=\left(\mathbf{h}_{j}\left(\mathbf{x}_{j}, \boldsymbol{\zeta}_{j}\right)\right)_{j=1}^{k}
$$

is used to represent the knowledge that a measurement is made. Note the distinction between $\mathbf{Y}$ and M . $\mathbf{Y}$ represents the actual measurement, but M
represents the knowledge that a measurement will be made without specifying what the actual measurement will be.

Finally the notation

$$
\mathbf{S}^{k}=\mathbf{P}\left(\mathbf{x}_{0},\left(\boldsymbol{\xi}_{j}\right)_{j=0}^{k},\left(\boldsymbol{\zeta}_{j}\right)_{j=1}^{k}\right)
$$

is used to represent the probability distribution of the initial state vector, the system error terms, and the measurement error term. A subset of these data

$$
\mathbf{S}^{*}=\mathbf{P}\left(\mathbf{x}_{0},\left(\boldsymbol{\xi}_{j}\right)_{j=0}^{N-1}\right)
$$

is defined for use in the definition of one kind of control policy.
With this notation in mind the following breakdown of control policies made by Bar-Shalom and Tse (1976b) can be stated. First comes the open-loop policy, which ignores all measurement relationships, i.e.,

$$
\mathbf{u}_{k}^{\mathrm{OL}}=\mathbf{g}_{k}\left(\mathbf{S}^{*}\right) \quad k=0,1, \ldots, N-1
$$

Next comes feedback (or passive-learning) policy, which uses the measurement relations through period $k$, that is,

$$
\mathbf{u}_{k}^{F}=\mathbf{g}_{k}\left(\mathbf{Y}^{k}, \mathbf{U}^{k-1}, \mathbf{M}^{k}, \mathbf{S}^{k}\right) \quad k=0,1, \ldots, N-1
$$

This policy makes use of both the actual measurement $\mathbf{y}^{k}$ and the knowledge that measurements are made through period $k$. Finally there is the closed-loop (or active-learning) policy

$$
\mathbf{u}_{k}^{\mathrm{CL}}=\mathbf{g}_{k}\left(\mathbf{Y}^{k}, \mathbf{U}^{k-1}, \mathbf{M}^{N-1}, \mathbf{S}^{N-1}\right) \quad k=0,1, \ldots, N-1
$$

which not only uses the state observation through period $k$ but also takes account of the fact that the system will be measured in future time periods, i.e., for $\mathbf{M}^{N-1}$ and $\mathbf{S}^{N-1}$.

In practice this means that in choosing the control under a passive-learning scheme one ignores the future covariances of the states and parameters while under an active-learning scheme one considers the impact of the present choice of control on the future covariances of states and controls. The idea is not that one can use actual future measurements (since they are not available) but can anticipate that present perturbations of the controls will improve the accuracy of future estimates as represented by the covariance matrices for future states and controls.

This completes the introductory material for the remainder of the book on stochastic control as well as the introductory material for Part Two, which is on passive-learning stochastic control. Now a discussion of the first kind of passivelearning stochastic control, namely additive uncertainty, will be given. This will be followed in Chap. 6 by a discussion of an algorithm for the treatment of multiplicative uncertainty.

### 5.4 Additive Error Terms

The most common form of uncertainty in economic models is an additive error term, i.e., a random error term is added to the system equations so that they become

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\boldsymbol{\xi}_{k} \tag{5.3}
\end{equation*}
$$

where $\boldsymbol{\xi}_{k}$ is a vector of additive error terms. Furthermore it is assumed that the error terms (1) have zero mean, (2) have the covariance $\mathrm{Q}_{k}$, and (3) are serially uncorrelated; i.e.,

$$
E\left\{\boldsymbol{\xi}_{k}\right\}=\mathbf{0} \quad E\left\{\boldsymbol{\xi}_{k} \boldsymbol{\xi}_{k}^{\prime}\right\}=\mathbf{Q}_{k} \quad E\left\{\begin{array}{c}
\left.\boldsymbol{\xi}_{k} \boldsymbol{\xi}_{\theta}^{\prime}\right\}  \tag{5.4}\\
\theta \neq k \\
\hline
\end{array}=\mathbf{0}\right.
$$

The mean-zero assumption is not crucial since the nonzero mean can be added into the $\mathbf{f}_{k}$ function. Also the serial-correlation assumption is not crucial since it can be treated by augmenting the state equations. $4^{4}$

The criterion function is no longer deterministic but is an expectation taken over the random quantities. Thus the problem is to find $\left(\mathbf{u}_{k}\right)_{k=0}^{N-1}$ to minimize

$$
\begin{equation*}
J=E\{C\}=E\left\{L_{N}\left(\mathbf{x}_{N}\right)+\sum_{k=0}^{N-1} L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)\right\} \tag{5.5}
\end{equation*}
$$

subject to Eqs. (5.3) and (5.4) and given initial conditions $\mathbf{x}_{0}$ for the state variables.
If $L$ is quadratic and $\mathbf{f}$ is linear, the certainty-equivalence conditions hold and the results of Simon (1956) and Theil (1957) can be applied. This means that the expected value of the random components can be taken and the problem solved as a deterministic model. Alternatively, when $L$ is not quadratic, the postponed-linear-approximation method of Ashley (1976) can be applied 5

[^19]Also for the general case when $L$ is not quadratic and $\mathbf{f}$ is not linear, approximation methods are available. For example, see Athans (1972). An application of this approach to macroeconomic stabilization problems is given in Garbade (1975a) and to a commodity-stabilization problem is given in Kim, Goreux, and Kendrick (1975). The latter is a cocoa-market stabilization study 6

As with most approximation methods a Taylor expansion is made around a nominal path. It is customary to choose the nominal path by taking expectations of all random variables and solving the resulting deterministic problem. In the cocoa-market stabilization problem the resulting deterministic nonlinear control problem was solved using the differential dynamic-programming method of Jacobson and Mayne (1970). In contrast, Garbade used the quadratic linear approximation method discussed in Chap. 3. These procedures yield a nominal path

$$
\left(\mathbf{x}_{o, k+1}, \mathbf{u}_{o, k}\right)_{k=0}^{N-1}
$$

Next a second-order Taylor expansion of the criterion function (5.5) and a firstorder expansion of the system equations (5.3) are made along the nominal path, as described in Sec. 3.2. Finally, the resulting quadratic linear control problem is solved. This yields a feedback rule of the form

$$
\begin{equation*}
\mathbf{u}_{k}=\mathbf{u}_{o k}+\mathbf{G}_{k}\left[\mathbf{x}_{k}-\mathbf{x}_{o k}\right]+\mathbf{g}_{k} \tag{5.6}
\end{equation*}
$$

One merit of this procedure is that the quadratic approximation in the criterion functions works like a tracking problem in the sense that the problem is solved to minimize some weighted sum of terms in $\left[\mathbf{x}_{k}-\mathbf{x}_{o k}\right]$ and $\left[\mathbf{u}_{k}-\mathbf{u}_{o k}\right]$ for all $k$. Thus the quality of the approximation is enhanced by the fact that the criterion works to keep the optimal path for both the controls and states close to the nominal paths about which the approximation is made. When this method is used for stabilization problems, the effect of this is to stabilize about the certaintyequivalence path. In some cases this may not be desirable. 7
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## Chapter 6

## Multiplicative Uncertainty

If all uncertainty in economic problems could be treated as additive uncertainty, the method of the previous chapter could be applied; however, many economic problems of interest include multiplicative uncertainty. Consider, for example, agricultural problems. The total output is represented as the yield of the crop per acre times the number of acres planted. But since the yield is a random variable, multiplicative uncertainty occurs because the acreage is a state or control variable and the yield multiplies the acreage. Or consider policy choice in macroeconomic models. Since the coefficients in these models are estimated, they should be treated as random variables and once again multiplicative uncertainty is introduced.

The optimal control problem with multiplicative uncertainty is stated in the next section. Then dynamic-programming methods are used to derive the optimal control just as was done in Chap. 2 for deterministic problems. As in Chap. 2, the analysis is restricted to problems with quadratic criterion functions and linear system equations. Unlike Chap. 2, however, an expectations operator is introduced into the criterion function. Therefore special attention is paid in this chapter to methods of taking expectations of products of matrices. The chapter closes with a brief discussion of methods of updating the estimates of the unknown parameters.

### 6.1 Statement of the Problem

The system equations for the problem are written exactly as they were in Chap. 5 with an additive error term except that the parameters are considered to be
stochastic rather than fixed. Thus the system equations are written

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A}_{k} \mathbf{x}_{k}+\mathbf{B}_{k} \mathbf{u}_{k}+\mathbf{c}_{k}+\boldsymbol{\xi}_{k} \quad k=0,1, \ldots, N-1 \tag{6.1}
\end{equation*}
$$

where

$$
\boldsymbol{\xi}_{k}=\text { vector of additive noise terms in period } k
$$

with

$$
\mathbf{x}_{0}=\text { given }
$$

Means and covariance for the parameters are assumed to be known:
Means:

$$
\begin{array}{rc}
E\left\{a_{i j}\right\} & \text { for all } i, j \\
E\left\{b_{i j}\right\} & \text { for all } i, j  \tag{6.2}\\
E\left\{c_{j}\right\} & \text { for all } j
\end{array}
$$

where

$$
E=\text { the expectation operator }
$$

Covariances:

$$
\begin{array}{ll}
\operatorname{cov}\left(a_{i j} a_{\kappa l}\right) & \text { for all } i, j, \kappa, l \\
\operatorname{cov}\left(b_{i j} b_{\kappa l}\right) & \text { for all } i, j, \kappa, l \\
\operatorname{cov}\left(c_{i} c_{j}\right) & \text { for all } i, j \\
\operatorname{cov}\left(a_{i j} b_{\kappa l}\right) & \text { for all } i, j, \kappa, l  \tag{6.3}\\
\operatorname{cov}\left(a_{i j} c_{\kappa}\right) & \text { for all } i, j, \kappa \\
\operatorname{cov}\left(b_{i j} c_{\kappa}\right) & \text { for all } i, j, \kappa
\end{array}
$$

The elements in Eq. (6.3) are the familiar covariance matrices obtained when estimating equations with econometrics packages. For example, consider the coefficients in the first row of the matrix $\mathbf{A}$ as the coefficients of a single equation. Then the first element in Eq. (6.3) becomes

$$
\operatorname{cov}\left(a_{1 j} a_{1 \kappa}\right) \quad \text { for all } j, \kappa
$$

which is the familiar $\Sigma$ matrix for the coefficients of a single equation, in this case $\Sigma_{11}$ since it is for the first equation. Of course in the first element of Eq. (6.3) there is a matrix like this for each equation, namely $\Sigma_{11}, \Sigma_{22}$, etc., and then there are also off-diagonal matrices which provide the covariance between the coefficients of each equation with every other equation. These matrices are obtained when one is performing simultaneous-equation estimation.

Next consider the criterion function for the problem. It is the expected value of a quadratic function; i.e., the problem is to find the controls $\left(\mathbf{u}_{k}\right)_{k=0}^{N-1}$ to minimize

$$
\begin{equation*}
J=E\left\{L_{N}\left(\mathbf{x}_{N}\right)+\sum_{k=0}^{N-1} L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)\right\} \tag{6.4}
\end{equation*}
$$

where $E$ is the expectations operator. The functions $L_{N}$ and $L_{k}$ are the same quadratic functions as in Chap. 2

$$
\begin{equation*}
L_{N}\left(\mathbf{x}_{N}\right)=\frac{1}{2} \mathbf{x}_{N}^{\prime} \mathbf{W}_{N} \mathbf{x}_{N}+\mathbf{w}_{N}^{\prime} \mathbf{x}_{N} \tag{6.5}
\end{equation*}
$$

and

$$
\begin{align*}
L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) & =\frac{1}{2} \mathbf{x}_{k}^{\prime} \mathbf{W}_{k} \mathbf{x}_{k}+\mathbf{w}_{k}^{\prime} \mathbf{x}_{k}+\mathbf{x}_{k}^{\prime} \mathbf{F}_{k} \mathbf{u}_{k}+\frac{1}{2} \mathbf{u}_{k}^{\prime} \boldsymbol{\Lambda}_{k} \mathbf{u}_{k}+\boldsymbol{\lambda}_{k}^{\prime} \mathbf{u}_{k} \\
k & =0,1, \ldots, N-1 \tag{6.6}
\end{align*}
$$

where

$$
\begin{aligned}
N & =\text { last time period, } \\
k & =\text { all other time periods }, \\
\mathbf{x} & =\text { state vector, } \\
\mathbf{u} & =\text { control vector }, \\
\mathbf{W}, \Lambda, \mathbf{F} & =\text { matrices }, \\
\mathbf{w}, \boldsymbol{\lambda} & =\text { vectors } .
\end{aligned}
$$

So in summary, the problem is to minimize the criterion function (6.4) subject to the system equations (6.1) and the initial conditions.

The problem is solved by using dynamic-programming methods and working backward in time 1 First the problem is solved for period $N$ and then for period $N-1$. This leads to the solution for the general period $k$.
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### 6.2 Period $N$

It is useful to introduce notation for the cost-to-go, keeping in mind that it is usually written as the cost-to-go when one is $N-j$ periods from the end. Thus the deterministic cost-to-go $N-j$ periods from the terminal period is written as

$$
\begin{equation*}
C_{N-j}=L_{N}\left(\mathbf{x}_{N}\right)+\sum_{k=j}^{N-1} L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) \tag{6.7}
\end{equation*}
$$

Thus $C_{N-j}$ is the cost-to-go with $N-j$ periods to go. With this notation $C_{0}$ is the cost-to-go with zero periods remaining, and $C_{N}$ is the cost-to-go with all $N$ periods remaining, i.e.,

$$
\begin{equation*}
C_{0}=L_{N}\left(\mathbf{x}_{N}\right) \tag{6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{N}=L_{N}\left(\mathbf{x}_{N}\right)+\sum_{k=0}^{N-1} L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) \tag{6.9}
\end{equation*}
$$

The expected cost-to-go $J$ is defined in the same manner as the random cost-togo $C$

$$
\begin{gathered}
J_{N}=E\left\{C_{N}\right\}=\text { expected cost-to-go for full } N \text { periods } \\
J_{N-j}=E\left\{C_{N-j}\right\}=\exp \text { cost-to-go at period } j \text { with } N-j \text { periods remaining } \\
J_{0}=E\left\{C_{0}\right\}=\text { expected cost-to-go for terminal period }
\end{gathered}
$$

Finally, $J^{*}$ is defined as the optimal expected cost-to-go. It is written in an elaborate manner for the general period $N-j$ as

$$
\begin{equation*}
J_{N-j}^{*}=\min _{\mathbf{u}_{j}} E\left\{\cdots \min _{\mathbf{u}_{N-2}} E\left\{\min _{\mathbf{u}_{N-1}} E\left\{C_{N-j} \mid \mathcal{P}^{N-1}\right\} \mid \mathcal{P}^{N-2}\right\} \cdots \mid \mathcal{P}^{j}\right\} \tag{6.10}
\end{equation*}
$$

where $\mathcal{P}^{j}=\left(\mathrm{x}_{j}, \boldsymbol{\Sigma}_{j}\right)$ is the mean and covariance of the unknown elements. The expectations are nested in Eq. (6.10). That is, the inside expectation in the nested expressions is

$$
\begin{equation*}
\min _{\mathbf{u}_{N-1}} E\left\{C_{N-j} \mid \mathcal{P}^{N-1}\right\} \tag{6.11}
\end{equation*}
$$

This expression means the minimum over the control variables in the next to last period of the expectation of the term in the braces. Recall that since no control is chosen in the last period, the control in the next-to-last period is the final set of control variables chosen for the problem. The terms in the braces are the cost-to-go $N-j$ periods from the end conditional on the information $\mathcal{P}^{N-1}$ being
available. The information $\mathcal{P}^{j}$ is defined as the means and covariances of the parameters at time $j$. The symbols $J^{*}$ and $C$ have indices which indicate the number of periods remaining; all other symbols like $\mathbf{u}$ and $\mathcal{P}$ have subscripts and superscripts indicating the period in which the action occurs. Thus in a problem with eight time periods $C_{2}$ means the cost-to-go with two periods remaining, i.e., the cost-to-go at period $6\left(C_{N-6}=C_{8-6}=C_{2}\right)$.

Returning to the entire nested expression (6.10), one sees that each control $\mathbf{u}_{j}$ must be chosen with the information available only through time $j$. For example, $\mathbf{u}_{3}$ is chosen with the means and covariances available in period 3 , while $\mathbf{u}_{6}$ has the advantage of being chosen three periods later when better estimates of the means and covariances will be available.

If the general expression (6.10) is specialized to zero periods to go, i.e., to the last period, it becomes

$$
\begin{equation*}
J_{0}^{*}=E\left\{C_{0} \mid \mathcal{P}^{N-1}\right\} \tag{6.12}
\end{equation*}
$$

Substitution of Eq. (6.8) into Eq. (6.12) yields

$$
\begin{equation*}
J_{0}^{*}=E\left\{L_{N}\left(\mathbf{x}_{N}\right) \mid \mathcal{P}^{N-1}\right\} \tag{6.13}
\end{equation*}
$$

When Eq. (6.5) is used, this becomes

$$
\begin{equation*}
J_{0}^{*}=E\left\{\frac{1}{2} \mathbf{x}_{N}^{\prime} \mathbf{W}_{N} \mathbf{x}_{N}+\mathbf{w}_{N}^{\prime} \mathbf{x}_{N}\right\} \tag{6.14}
\end{equation*}
$$

The information variable $\mathcal{P}^{N-1}$ is dropped here in order to simplify the notation. Then the expectation in Eq. (6.14) can be taken to yield

$$
\begin{equation*}
J_{0}^{*}=\frac{1}{2} \mathbf{x}_{N}^{\prime} E\left\{\mathbf{W}_{N}\right\} \mathbf{x}_{N}+E\left\{\mathbf{w}_{N}\right\}^{\prime} \mathbf{x}_{N} \tag{6.15}
\end{equation*}
$$

This expression gives the optimal cost-to-go with no periods remaining.
Next recall from Chap. 2 that it was assumed for the deterministic problem that the optimal cost-to-go is a quadratic function of the state of the system. That assumption is used here, and the expected cost-to-go with zero periods to go is written as

$$
\begin{equation*}
J_{0}^{*}=\nu_{N}+\mathbf{p}_{N}^{\prime} \mathbf{x}_{N}+\frac{1}{2} \mathbf{x}_{N}^{\prime} \mathbf{K}_{N} \mathbf{x}_{N} \tag{6.16}
\end{equation*}
$$

where the scalar $\nu$, the vector $\mathbf{p}$, and the matrix $\mathbf{K}$ are the parameters of the quadratic function. These parameters are determined recursively in the optimization procedure described in the remainder of this chapter.

Then comparing Eqs. (6.15) and (6.16), one obtains the terminal conditions for the Riccati equations, namely

$$
\begin{equation*}
\mathbf{K}_{N}=E\left\{\mathbf{W}_{N}\right\}=\mathbf{W}_{N} \quad \mathbf{p}_{N}=E\left\{\mathbf{w}_{N}\right\}=\mathbf{w}_{N} \quad \nu_{N}=0 \tag{6.17}
\end{equation*}
$$

This completes the discussion for period $N$. Consider next the period before the last one, namely period $N-1$.

### 6.3 Period $N-1$

Recall from Chap. 2 the discussion of the dynamic-programming principle of optimality, which states that the optimal cost-to-go with $N-j$ periods remaining will equal the minimum over the choice of the control at time $j$ of the cost incurred during period $j$ plus the optimal cost-to-go with $N-j-1$ periods remaining, i.e.,

$$
\begin{equation*}
J_{N-j}^{*}=\min _{\mathbf{u}_{j}} E\left\{L_{j}\left(\mathbf{x}_{j}, \mathbf{u}_{j}\right)+J_{N-j-1}^{*} \mid \mathcal{P}^{j}\right\} \tag{6.18}
\end{equation*}
$$

Equation (6.18) can be used to obtain the optimal cost-to-go in period $N-1$. For this case it is written with $j=N-1$ as

$$
J_{N-(N-1)}^{*}=\min _{\mathbf{u}_{N-1}} E\left\{L_{N-1}\left(\mathbf{x}_{N-1}, \mathbf{u}_{N-1}\right)+J_{N-(N-1)-1}^{*} \mid \mathcal{P}^{N-1}\right\}
$$

or as

$$
\begin{equation*}
J_{1}^{*}=\min _{\mathbf{u}_{N-1}} E\left\{L_{N-1}\left(\mathbf{x}_{N-1}, \mathbf{u}_{N-1}\right)+J_{0}^{*} \mid \mathcal{P}^{N-1}\right\} \tag{6.19}
\end{equation*}
$$

Thus the optimal cost-to-go with one period remaining is the minimum over the control at time $N-1$ of the expected value of the sum of the cost incurred in period $N-1$ and the optimal cost-to-go with zero periods remaining. Both these terms have already been developed. The cost in each period in Eq. (6.6), and the optimal cost-to-go with zero periods remaining is in Eq. (6.14). Substituting these two expressions into Eq. (6.19) yields

$$
\begin{align*}
J_{1}^{*}= & \min _{\mathbf{u}_{N-1}} E\left\{\frac{1}{2} \mathbf{x}_{N}^{\prime} \mathbf{W}_{N} \mathbf{x}_{N}+\mathbf{w}_{N}^{\prime} \mathbf{x}_{N}+\frac{1}{2} \mathbf{x}_{N-1}^{\prime} \mathbf{W}_{N-1} \mathbf{x}_{N-1}+\mathbf{w}_{N-1}^{\prime} \mathbf{x}_{N-1}\right. \\
& \left.+\mathbf{x}_{N-1}^{\prime} \mathbf{F}_{N-1} \mathbf{u}_{N-1}+\frac{1}{2} \mathbf{u}_{N-1}^{\prime} \boldsymbol{\Lambda}_{N-1} \mathbf{u}_{N-1}+\boldsymbol{\lambda}_{N-1}^{\prime} \mathbf{u}_{N-1}\right\} \tag{6.20}
\end{align*}
$$

The logical steps to follow, as shown in Eq. (6.20), are to take the expected value and then to find the minimum over $\mathbf{u}_{N-1}$. However, it is helpful to write the entire expression in terms of $\mathbf{x}_{N-1}$ and $\mathbf{u}_{N-1}$ by using the systems equations (6.1) to substitute out the $\mathbf{x}_{N}$ terms. Before doing so, however, we shall review the steps that remain:

1. Substituting the system equations into the optimal cost-to-go expression
2. Applying the expectations operator
3. Applying the minimization operator
4. Obtaining the feedback rule from the first-order conditions
5. Substituting the feedback rule back into the optimal cost-to-go in order to obtain the Riccati recursions.

These are the same steps used in Chap. 2 expect for the application of the expectations operator in step 2.

The substitution of the system equations (6.1) into Eq. (6.20) and the use of the $N$ th-period Riccati equations (6.17) yields the optimal cost-to-go entirely in terms of $\mathbf{x}_{N-1}$ and $\mathbf{u}_{N-1}$

$$
\begin{align*}
J_{1}^{*}= & \min _{\mathbf{u}_{N-1}} E\left\{\frac{1}{2} \mathbf{x}_{N-1}^{\prime} \boldsymbol{\Phi}_{N-1} \mathbf{x}_{N-1}+\boldsymbol{\phi}_{N-1}^{\prime} \mathbf{x}_{N-1}+\mathbf{u}_{N-1}^{\prime} \boldsymbol{\Psi}_{N-1}^{\prime} \mathbf{x}_{N-1}\right. \\
& +\frac{1}{2} \mathbf{u}_{N-1}^{\prime} \boldsymbol{\Theta}_{N-1} \mathbf{u}_{N-1}+\mathbf{u}_{N-1}^{\prime} \boldsymbol{\theta}_{N-1}+\frac{1}{2} \boldsymbol{\xi}_{N-1}^{\prime} \boldsymbol{\Omega}_{N-1} \boldsymbol{\xi}_{N-1} \\
& \left.+\boldsymbol{\omega}_{N-1}^{\prime} \boldsymbol{\xi}_{N-1}+\mathbf{x}_{N-1}^{\prime} \mathbf{\Upsilon}_{N-1} \boldsymbol{\xi}_{N-1}+\mathbf{u}_{N-1}^{\prime} \boldsymbol{\Gamma}_{N-1} \boldsymbol{\xi}_{N-1}+\eta_{N-1} \mid \mathcal{P}^{N-1}\right\} \tag{6.21}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{\Phi}_{N-1} & =\mathbf{W}_{N-1}+\mathbf{A}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{A}_{N-1} \\
\boldsymbol{\phi}_{N-1} & =\mathbf{A}_{N-1}^{\prime}\left(\mathbf{K}_{N} \mathbf{c}_{N-1}+\mathbf{p}_{N}\right)+\mathbf{w}_{N-1} \\
\mathbf{\Psi}_{N-1} & =\mathbf{F}_{N-1}+\mathbf{A}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{B}_{N-1} \\
\boldsymbol{\Theta}_{N-1} & =\boldsymbol{\Lambda}_{N-1}+\mathbf{B}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{B}_{N-1} \\
\boldsymbol{\theta}_{N-1} & =\mathbf{B}_{N-1}^{\prime}\left(\mathbf{K}_{N} \mathbf{c}_{N-1}+\mathbf{p}_{N}\right)+\boldsymbol{\lambda}_{N-1} \\
\boldsymbol{\Omega}_{N-1} & =\mathbf{K}_{N}  \tag{6.22}\\
\boldsymbol{\omega}_{N-1} & =\mathbf{K}_{N} \mathbf{c}_{N-1}+\mathbf{p}_{N} \\
\mathbf{\Upsilon}_{N-1} & =\mathbf{A}_{N-1}^{\prime} \mathbf{K}_{N} \\
\boldsymbol{\Gamma}_{N-1} & =\mathbf{B}_{N-1}^{\prime} \mathbf{K}_{N} \\
\eta_{N-1} & =\frac{1}{2} \mathbf{c}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{c}_{N-1}+\mathbf{p}_{N}^{\prime} \mathbf{c}_{N-1}
\end{align*}
$$

Next we perform the expectations and minimization operations in Eq. (6.20). Taking the expectation in Eq. (6.21) yields

$$
J_{1}^{*}=\min _{\mathbf{u}_{N-1}}\left[\frac{1}{2} \mathbf{x}_{N-1}^{\prime} E\left\{\boldsymbol{\Phi}_{N-1}\right\} \mathbf{x}_{N-1}+E\left\{\boldsymbol{\phi}_{N-1}\right\}^{\prime} \mathbf{x}_{N-1}+\mathbf{u}_{N-1}^{\prime} E\left\{\mathbf{\Psi}_{N-1}\right\}^{\prime} \mathbf{x}_{N-1}\right.
$$

$$
\begin{align*}
& +\frac{1}{2} \mathbf{u}_{N-1}^{\prime} E\left\{\boldsymbol{\Theta}_{N-1}\right\} \mathbf{u}_{N-1}+\mathbf{u}_{N-1}^{\prime} E\left\{\boldsymbol{\theta}_{N-1}\right\}+\frac{1}{2} E\left\{\boldsymbol{\xi}_{N-1}^{\prime} \boldsymbol{\Omega}_{N-1} \boldsymbol{\xi}_{N-1}\right\} \\
& \left.+E\left\{\eta_{N-1}\right\}\right] \tag{6.23}
\end{align*}
$$

The expected value of the additive error term $\boldsymbol{\xi}$ is assumed to be zero, so all terms involving only the expected value are dropped. In contrast, the covariance of the noise term is not zero, and so the term involving it remains. Since the state variables $\mathbf{x}_{k}$ are assumed to be observed without error, they are a deterministic quantity. Also the control variables $\mathbf{u}_{k}$ are deterministic. This leaves expectations of matrices and vectors in Eq. (6.23). From Eq. (6.22) some of these expectations are of products of matrices. They are rather complicated, and a full explanation of this process will be given in Sec. 6.5,

Now the minimization operation in Eq. (6.23) can be performed. This yields the first-order condition

$$
\begin{equation*}
E\left\{\boldsymbol{\Psi}_{N-1}^{\prime}\right\} \mathbf{x}_{N-1}+E\left\{\boldsymbol{\Theta}_{N-1}^{\prime}\right\} \mathbf{u}_{N-1}+E\left\{\boldsymbol{\theta}_{N-1}\right\}=\mathbf{0} \tag{6.24}
\end{equation*}
$$

The feedback rule can then be obtained from Eq. (6.24) as

$$
\begin{equation*}
\mathbf{u}_{N-1}=\mathbf{G}_{N-1}^{\dagger} \mathbf{x}_{N-1}+\mathbf{g}_{N-1}^{\dagger} \tag{6.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{G}_{N-1}^{\dagger}=-\left(E\left\{\boldsymbol{\Theta}_{N-1}^{\prime}\right\}\right)^{-1}\left(E\left\{\boldsymbol{\Psi}_{N-1}^{\prime}\right\}\right) \quad \mathbf{g}_{N-1}^{\dagger}=-\left(E\left\{\boldsymbol{\Theta}_{N-1}^{\prime}\right\}\right)^{-1}\left(E\left\{\boldsymbol{\theta}_{N-1}\right\}\right) \tag{6.26}
\end{equation*}
$$

The feedback rule (6.25) and (6.26) provides the optimality condition sought for period $N-1$. It is instructive to compare it with the feedback rule for period $N-1$ in the deterministic problem, Eqs. (2.33) and (2.34). The rules are identical except that the $\mathbf{G}^{\dagger}$ and $\mathbf{g}^{\dagger}$ feedback gain matrix and vector are now products of expectations of matrices.

In order to be able to evaluate $\mathbf{G}^{\dagger}$ and $\mathbf{g}^{\dagger}$ one must calculate the Riccati matrix and vector $\mathbf{K}$ and $\mathbf{p}$, and to do that one needs a recursion in these elements. This recursion is obtained by substituting the feedback rule (6.25) back into the optimal cost-to-go expression (6.23) in order to eliminate $\mathbf{u}_{N-1}$ and to be able to write the optimal cost-to-go entirely in terms of $\mathbf{x}_{N-1}$. This substitution yields the optimal cost-to-go

$$
\begin{equation*}
J_{1}^{*}=\frac{1}{2} \mathbf{x}_{N-1}^{\prime} \mathbf{K}_{N-1} \mathbf{x}_{N-1}+\mathbf{p}_{N-1}^{\prime} \mathbf{x}_{N-1}+\nu_{N-1} \tag{6.27}
\end{equation*}
$$

where

$$
\mathbf{K}_{N-1}=E\left\{\boldsymbol{\Phi}_{N-1}\right\}-E\left\{\boldsymbol{\Psi}_{N-1}\right\}\left(E\left\{\boldsymbol{\Theta}_{N-1}\right\}\right)^{-1}\left(E\left\{\boldsymbol{\Psi}_{N-1}\right\}\right)^{\prime}
$$

$$
\begin{align*}
\mathbf{p}_{N-1}= & E\left\{\boldsymbol{\phi}_{N-1}\right\}-E\left\{\boldsymbol{\Psi}_{N-1}\right\}\left(E\left\{\boldsymbol{\Theta}_{N-1}\right\}\right)^{-1} E\left\{\boldsymbol{\theta}_{N-1}\right\}  \tag{6.28}\\
\nu_{N-1}= & -\frac{1}{2}\left(E\left\{\boldsymbol{\theta}_{N-1}\right\}\right)^{\prime} E\left\{\boldsymbol{\Theta}_{N-1}\right\}^{-1} E\left\{\boldsymbol{\theta}_{N-1}\right\} \\
& +\frac{1}{2} E\left\{\boldsymbol{\xi}_{N-1}^{\prime} \boldsymbol{\Omega}_{N-1} \boldsymbol{\xi}_{N-1}\right\}+E\left\{\eta_{N-1}\right\}
\end{align*}
$$

In order to see the recursive nature of these Riccati equations it is necessary to rewrite them in terms of the original parameters of the problem. This can be done by substituting Eq. (6.22) into Eq. (6.28) to obtain

$$
\begin{align*}
\mathbf{K}_{N-1}= & \mathbf{W}_{N-1}+E\left\{\mathbf{A}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{A}_{N-1}\right\}-\left(\mathbf{F}_{N-1}+E\left\{\mathbf{A}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{B}_{N-1}\right\}\right) \\
& \times\left(\boldsymbol{\Lambda}_{N-1}+E\left\{\mathbf{B}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{B}_{N-1}\right\}\right)^{-1}\left(E\left\{\mathbf{B}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{A}_{N-1}\right\}+\mathbf{F}_{N-1}^{\prime}\right)  \tag{6.29}\\
\mathbf{p}_{N-1}= & E\left\{\mathbf{A}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{c}_{N-1}\right\}+E\left\{\mathbf{A}_{N-1}\right\}^{\prime} \mathbf{p}_{N}+\mathbf{w}_{N-1} \\
& -\left[\mathbf{F}_{N-1}+E\left\{\mathbf{A}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{B}_{N-1}\right\}\right]+\left[\boldsymbol{\Lambda}_{N-1}+E\left\{\mathbf{B}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{B}_{N-1}\right\}\right]^{-1} \\
& \times\left[E\left\{\mathbf{B}_{N-1}^{\prime} \mathbf{K}_{N} \mathbf{c}_{N-1}\right\}+E\left\{\mathbf{B}_{N-1}\right\}^{\prime} \mathbf{p}_{N}+\boldsymbol{\lambda}_{N-1}\right]
\end{align*}
$$

The Riccati equation for $\mathbf{K}$ is seen to be a difference equation with values of $\mathbf{K}_{N}$ on the right-hand side and $\mathbf{K}_{N-1}$ on the left-hand side. Since the terminal condition for this equation

$$
\mathbf{K}_{N}=\mathbf{W}_{N}
$$

was obtained in Eq. (6.17), one can evaluate $\mathbf{K}_{N-1}$ by using Eq. 6.29). This is sometimes called backward integration since the integration occurs backward in time. In fact, the reader may recall from Chap. 2 that this is how quadratic linear control problems are solved. First the Riccati equations are integrated backward in time, and the feedback-gain matrices $\mathbf{G}^{\dagger}$ and $\mathbf{g}^{\dagger}$ can be computed so that the system equations and the feedback rule can be used in tandem as they are integrated forward in time from $\mathrm{x}_{0}$ to find the optimal paths for the states and controls. Also the p equation in Eq. (6.29) can be integrated backward by using the terminal conditions for both $\mathbf{K}$ and $\mathbf{p}$ in Eq. (6.17)

$$
\mathbf{K}_{N}=\mathbf{W}_{N} \quad \mathbf{p}_{N}=\mathbf{w}_{N}
$$

The $\nu$ equation in Eq. 6.28) is not evaluated here since it does not affect the optimal control path but only the optimal cost-to-go.

The optimal control problem has now been solved by dynamic programming for periods $N$ and $N-1$. The process can now be repeated for periods $N-2$, $N-3$, etc. It is not necessary to show this here since the basic structure of the solution is already present. The derivations will not be given, and the feedback and Riccati equations for the typical period $k$ will simply be stated.

### 6.4 Period $k$

The optimal feedback rule for period $k$ is, from Eq. (6.25),

$$
\begin{equation*}
\mathbf{u}_{k}=\mathbf{G}_{k}^{\dagger} \mathbf{x}_{k}+\mathbf{g}_{k}^{\dagger} \tag{6.30}
\end{equation*}
$$

where, from Eq. (6.26),

$$
\begin{equation*}
\mathbf{G}_{k}^{\dagger}=-\left(E\left\{\boldsymbol{\Theta}_{k}^{\prime}\right\}\right)^{-1}\left(E\left\{\boldsymbol{\Psi}_{k}^{\prime}\right\}\right) \quad \mathbf{g}_{k}^{\dagger}=-\left(E\left\{\boldsymbol{\Theta}_{k}^{\prime}\right\}\right)^{-1} E\left\{\boldsymbol{\theta}_{k}\right\} \tag{6.31}
\end{equation*}
$$

where from Eq. (6.22),

$$
\begin{align*}
E\left\{\boldsymbol{\Psi}_{k}\right\} & =\mathbf{F}_{k}+E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}\right\} \\
E\left\{\boldsymbol{\Theta}_{k}\right\} & =\boldsymbol{\Lambda}_{k}+E\left\{\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}\right\}  \tag{6.32}\\
E\left\{\boldsymbol{\theta}_{k}\right\} & =E\left\{\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{c}_{k}\right\}+E\left\{\mathbf{B}_{k}\right\}^{\prime} \mathbf{p}_{k+1}+\boldsymbol{\lambda}_{k}
\end{align*}
$$

Also the Riccati equations can be written using Eq. (6.28) as

$$
\begin{align*}
\mathbf{K}_{k} & =E\left\{\boldsymbol{\Phi}_{k}\right\}-E\left\{\boldsymbol{\Psi}_{k}\right\}\left(E\left\{\boldsymbol{\Theta}_{k}\right\}\right)^{-1}\left(E\left\{\boldsymbol{\Psi}_{k}\right\}\right)^{\prime} \\
\mathbf{p}_{k} & =E\left\{\boldsymbol{\phi}_{k}\right\}-E\left\{\boldsymbol{\Psi}_{k}\right\}\left(E\left\{\boldsymbol{\Theta}_{k}\right\}\right)^{-1} E\left\{\boldsymbol{\theta}_{k}\right\} \tag{6.33}
\end{align*}
$$

where from Eq. (6.22),

$$
\begin{gathered}
E\left\{\mathbf{\Phi}_{k}\right\}=\mathbf{W}_{k}+E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{A}_{k}\right\} \\
E\left\{\boldsymbol{\phi}_{k}\right\}=E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{c}_{k}\right\}+E\left\{\mathbf{A}_{k}\right\}^{\prime} \mathbf{p}_{k+1}+\mathbf{w}_{k}
\end{gathered}
$$

or, in terms of the original matrices of the problem, by using Eq. (6.29), as

$$
\begin{align*}
\mathbf{K}_{k}= & \mathbf{W}_{k}+E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{A}_{k}\right\}-\left[\mathbf{F}_{k}+E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}\right\}\right] \\
& \times\left[\boldsymbol{\Lambda}_{k}^{\prime}+E\left\{\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}\right\}\right]^{-1}\left[E\left\{\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{A}_{k}\right\}+\mathbf{F}_{k}^{\prime}\right] \\
\mathbf{p}_{k}= & E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{c}_{k}\right\}+E\left\{\mathbf{A}_{k}\right\}^{\prime} \mathbf{p}_{k+1}+\mathbf{w}_{k}-\left[\mathbf{F}_{k}+E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}\right\}\right] \\
& \times\left[\boldsymbol{\Lambda}_{k}^{\prime}+E\left\{\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}\right\}\right]^{-1}\left[E\left\{\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{c}_{k}\right\}\right. \\
& \left.+E\left\{\mathbf{B}_{k}\right\}^{\prime} \mathbf{p}_{k+1}+\boldsymbol{\lambda}_{k}\right] \tag{6.34}
\end{align*}
$$

In summary the problem is solved by using the terminal conditions (6.17) in Eq. (6.34) to integrate the Riccati equations backward in time. Then the $\mathrm{G}^{\dagger}$ and $\mathbf{g}^{\dagger}$ elements can be computed for all time periods. Next the initial condition on the states, $\mathbf{x}_{0}$, is used in the feedback rule (6.30) to compute $\mathbf{u}_{0}$. Then $\mathbf{u}_{0}$ and $\mathbf{x}_{0}$ are used in the system equations (6.1) to compute $\mathbf{x}_{1}$. Then $\mathbf{x}_{1}$ is used in the feedback rule to get $\mathbf{u}_{1}$. In this manner the system equations are integrated forward in time and the optimal controls and states are calculated for all time periods.

### 6.5 Expected Values of Matrix Products

One loose end remains to be cleared up. This is the method for calculating the expected value of matrix vector products.

Consider the general case

$$
\begin{equation*}
E\left\{\mathbf{A}^{\prime} \mathbf{K B}\right\} \tag{6.35}
\end{equation*}
$$

where $\mathbf{A}, \mathbf{K}$, and $\mathbf{B}$ are all matrices. The $\mathbf{A}$ and B matrices are assumed to be random, and the $K$ matrix is assumed to be deterministic. If $\mathbf{A}$ and/or $\mathbf{B}$ is a vector, the method suggested here is somewhat simplified. Define the matrix

$$
\mathbf{D} \equiv \mathbf{A}^{\prime} \mathbf{K B}
$$

so that

$$
E\{\mathbf{D}\}=E\left\{\mathbf{A}^{\prime} \mathbf{K} \mathbf{B}\right\}
$$

and consider a single element in $\mathbf{D}$, namely $d_{i j}$. Then

$$
\begin{equation*}
E\left\{d_{i j}\right\}=E\left\{\mathbf{a}_{i}^{\prime} \mathbf{K} \mathbf{b}_{j}\right\} \tag{6.36}
\end{equation*}
$$

where $\mathbf{a}_{i}$ is the $i$ th column of $\mathbf{A}$ and $\mathbf{b}_{j}$ is the $j$ th column of $\mathbf{B}$. From the result in Appendix B the expectation in Eq. (6.36) can be written as

$$
\begin{equation*}
E\left\{d_{i j}\right\}=\left(E\left\{\mathbf{a}_{i}\right\}\right)^{\prime} \mathbf{K} E\left\{\mathbf{b}_{j}\right\}+\operatorname{tr}\left[\mathbf{K} \boldsymbol{\Sigma}_{\mathbf{b}_{j} \mathbf{a}_{i}}\right] \tag{6.37}
\end{equation*}
$$

where

$$
\boldsymbol{\Sigma}_{\mathbf{b}_{j} \mathbf{a}_{i}}=E\left\{\left[\mathbf{b}_{j}-E\left\{\mathbf{b}_{j}\right\}\right]\left[\mathbf{a}_{i}-E\left\{\mathbf{a}_{i}\right\}\right]^{\prime}\right\}
$$

is the covariance matrix for the $j$ th column of $\mathbf{B}$ and the $i$ th column of $\mathbf{A}$ and $\operatorname{tr}[\cdot]$ is the trace operator, i.e., the sum of the diagonal elements of the matrix in the brackets. While Eq. (6.37) is the form of this expectations operator which is commonly used in displaying mathematical results, it is not the most efficient form to use in computers $\sqrt[2]{ }$ Observe that Eq. (6.36) can be written and rewritten as

$$
\begin{equation*}
E\left\{d_{i j}\right\}=E\left\{\mathbf{a}_{i}^{\prime} \mathbf{K} \mathbf{b}_{j}\right\}=E\left\{\sum_{s} a_{s i}\left(\sum_{r} k_{s r} b_{r j}\right)\right\} \tag{6.38}
\end{equation*}
$$

Where $\sum$ is an ordinary summation sign (not a covariance matrix) and $k_{s r}$, is the element in the $s$ th row and $r$ th column of the matrix $\mathbf{K}$. Continuing from Eq. (6.38), one obtains

$$
E\left\{d_{i j}\right\}=E\left\{\sum_{s} \sum_{r} a_{s i} k_{s r} b_{r j}\right\}=\sum_{s} \sum_{r} E\left\{a_{s i} k_{s r} b_{r j}\right\}=\sum_{s} \sum_{r} k_{s r} E\left\{a_{s i} b_{r j}\right\}
$$

[^22]Thus

$$
\begin{equation*}
E\left\{d_{i j}\right\}=\sum_{s} \sum_{r} k_{s r}\left[\left(E a_{s i}\right)\left(E b_{r j}\right)+\operatorname{cov}\left(a_{s i} b_{r j}\right)\right] \tag{6.39}
\end{equation*}
$$

gives the form desired. The advantage of using Eq. (6.39) instead of Eq. (6.37) is that it is not necessary to store the matrix $\boldsymbol{\Sigma}_{\mathbf{b}_{j} \mathbf{a}_{i}}$ and to compute the $\mathbf{K} \boldsymbol{\Sigma}$ product and take its trace. Only the scalar elements $\operatorname{cov}\left(a_{s i} b_{r j}\right)$ are necessary.

This completes the discussion of the methods for obtaining the control of each time period, since the expectations evaluations discussed here can be coupled with the Riccati equations, feedback law, and system equations discussed in Sec. 6.4. Before ending the chapter, however, it is useful to describe briefly two methods of passive-learning stochastic control.

### 6.6 Methods of Passive-Learning Stochastic Control

Methods of stochastic control include a procedure for choosing the control at each time period and a procedure for updating parameter estimates at each time period. The differences in the names for the procedures depend on the method for choosing the control at each time period. For example, if the control at each time period is chosen while ignoring the uncertainty in the parameters, the method is called sequential certainty equivalence, update certainty equivalence [Rausser (1978)], or heuristic certainty equivalence [Norman (1976)]. In contrast, if the control is chosen at each time period using the multiplicative uncertainty, the method is called open-loop feedback ${ }^{3}$

[^23]
## Chapter 7

## Example of Passive-Learning Stochastic Control

### 7.1 The Problem

This chapter contains the solution of a two-period, one-unknown-parameter problem used by MacRae (1972) ${ }^{1}$ i.e., find $\left(u_{0}, u_{1}\right)$ to minimize

$$
J=E\left\{\sum_{k=1}^{N}\left(\frac{1}{2} q x_{k}^{2}+\frac{1}{2} r u_{k-1}^{2}\right)\right\}
$$

subject to

$$
x_{k+1}=a x_{k}+b u_{k}+c+\xi_{k} \quad k=0,1
$$

with $x_{0}$ given. Also ${ }^{2}$

$$
\xi_{k} \sim N(0, Q) \quad b_{0} \sim N\left(\mu_{b}, \Sigma_{0 \mid 0}^{b b}\right)
$$

i.e., both $\xi_{k}$ and $b_{0}$ are assumed to be normally distributed with means and variances as indicated.

Consider the case with ${ }^{3}$

$$
N=2 \quad q=1 \quad r=1 \quad a=.7
$$

[^24]$$
\mu_{b}=-.5 \quad \Sigma_{0 \mid 0}^{b b}=.5 \quad c=3.5 \quad Q=.2 \quad x_{0}=0
$$

This corresponds to the $(q: r)=(5: 5)$ case in Table 2 of MacRae (1972) with $N=2$. She solves only for the first-period control. In contrast, sample calculations will be presented here for a single Monte Carlo run in which the optimal policy for both period 0 and period 1 are calculated. $\square^{4}$

Begin by solving the open-loop-feedback problem from period $k$ to period $N .5$

### 7.2 The Optimal Control for Period 0

The solution to the open-loop-feedback problem is given in Eq. (6.30), i.e.,

$$
\begin{equation*}
\mathbf{u}_{k}=\mathbf{G}_{k}^{\dagger} \mathbf{x}_{k}+\mathbf{g}_{k}^{\dagger} \tag{7.1}
\end{equation*}
$$

where, from Eq. (6.31),

$$
\begin{align*}
\mathbf{G}_{k}^{\dagger} & =-\left(E\left\{\boldsymbol{\Theta}_{k}^{\prime}\right\}\right)^{-1}\left(E\left\{\boldsymbol{\Psi}_{k}\right\}\right)^{\prime}  \tag{7.2}\\
\mathbf{g}_{k}^{\dagger} & =-\left(E\left\{\boldsymbol{\Theta}_{k}^{\prime}\right\}\right)^{-1}\left(E\left\{\boldsymbol{\theta}_{k}\right\}\right)
\end{align*}
$$

with, from Eq. (6.32),

$$
\begin{align*}
E\left\{\boldsymbol{\Theta}_{k}\right\} & =\boldsymbol{\Lambda}_{k}+E\left\{\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}\right\} \\
E\left\{\mathbf{\Psi}_{k}\right\} & =\mathbf{F}_{k}+E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{B}_{k}\right\}  \tag{7.3}\\
E\left\{\boldsymbol{\theta}_{k}\right\} & =E\left\{\mathbf{B}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{c}_{k}\right\}+E\left\{\mathbf{B}_{k}\right\}^{\prime} \mathbf{p}_{k+1}+\boldsymbol{\lambda}_{k}
\end{align*}
$$

Also, the K and $\mathbf{p}$ recursions are defined in Eq. (6.33) as

$$
\begin{align*}
\mathbf{K}_{k} & =E\left\{\boldsymbol{\Phi}_{k}\right\}-E\left\{\boldsymbol{\Psi}_{k}\right\}\left(E\left\{\boldsymbol{\Theta}_{k}\right\}\right)^{-1}\left(E\left\{\mathbf{\Psi}_{k}\right\}\right)^{\prime} \quad \mathbf{K}_{N}=\mathbf{W}_{N} \\
\mathbf{p}_{k} & =E\left\{\boldsymbol{\phi}_{k}\right\}-E\left\{\mathbf{\Psi}_{k}\right\}\left(E\left\{\boldsymbol{\Theta}_{k}\right\}\right)^{-1} E\left\{\boldsymbol{\theta}_{k}\right\} \quad \mathbf{p}_{N}=\mathbf{w}_{N} \tag{7.4}
\end{align*}
$$

[^25]with, from Eq. (6.32),
\[

$$
\begin{align*}
E\left\{\boldsymbol{\Phi}_{k}\right\} & =\mathbf{W}_{k}+E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{A}_{k}\right\} \\
E\left\{\boldsymbol{\phi}_{k}\right\} & =E\left\{\mathbf{A}_{k}^{\prime} \mathbf{K}_{k+1} \mathbf{c}_{k}\right\}+E\left\{\mathbf{A}_{k}\right\}^{\prime} \mathbf{p}_{k+1}+\mathbf{w}_{k} \tag{7.5}
\end{align*}
$$
\]

Also compare the criterion function for this problem with the criteria for the quadratic linear problem (2.1) to obtain

$$
\begin{equation*}
\mathbf{w}_{k}=0 \quad \boldsymbol{\lambda}_{k}=0 \tag{7.6}
\end{equation*}
$$

For the problem at hand

$$
\begin{gather*}
\mathbf{A}_{k}=a=.7 \quad \mathbf{B}_{k}=\mu_{b}=-.5 \quad \mathbf{c}_{k}=c=3.5 \\
\mathbf{W}_{N}=\mathbf{W}_{k}=q=1 \quad \boldsymbol{\Lambda}_{k}=r=1 \quad \mathbf{F}_{k}=0 \tag{7.7}
\end{gather*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Sigma}_{0 \mid 0}^{b b}=.5 \quad \hat{\boldsymbol{\theta}}_{0 \mid 0}=\mu_{b}=-.5 \tag{7.8}
\end{equation*}
$$

In order to obtain the solution $\mathbf{u}_{k}$, one can work backward through the relationships above, obtaining Eq. (7.5), then Eq. (7.4), then Eq. (7.3), then Eq. (7.2), and finally Eq. (7.1). Begin with Eq. (7.5)

$$
\begin{equation*}
E \mathbf{\Phi}_{1}=\mathbf{W}_{1}+E\left\{\mathbf{A}^{\prime} \mathbf{K}_{2} \mathbf{A}\right\} \tag{7.9}
\end{equation*}
$$

Then from Eqs. (7.4) and (7.7) we have $\mathbf{K}_{2}=\mathbf{W}_{2}=1$, and from Eq. (6.39)

$$
\begin{aligned}
E\left\{\mathbf{A}^{\prime} \mathbf{K}_{2} \mathbf{A}\right\} & =K_{2}[(E a)(E a)+\operatorname{cov}(a a)] \\
& =K_{2}\left[a^{2}+\operatorname{cov}(a)\right]=K_{2} a^{2} \\
& =(1)(.7)^{2}=.49
\end{aligned}
$$

So Eq. (7.9) becomes

$$
\begin{equation*}
E\left\{\boldsymbol{\Phi}_{1}\right\}=1+.49=1.49 \tag{7.10}
\end{equation*}
$$

Also, from Eq. (7.5),

$$
\begin{equation*}
E\left\{\boldsymbol{\phi}_{1}\right\}=E\left\{\mathbf{A}^{\prime} \mathbf{K}_{2} \mathbf{c}\right\}+E\{\mathbf{A}\}^{\prime} \mathbf{p}_{2}+\mathbf{w}_{1} \tag{7.11}
\end{equation*}
$$

and from Eq. (6.39)

$$
\begin{align*}
E\left\{\mathbf{A}^{\prime} \mathbf{K}_{2} \mathbf{c}\right\} & \left.=K_{2}[E\{a\} E\{c\})+\operatorname{cov}(a c)\right] \\
& =K_{2}(a c+0)=K_{2} a c \\
& =(1)(.7)(3.5)=2.45 \tag{7.12}
\end{align*}
$$

Also,

$$
E\{\mathbf{A}\}^{\prime} \mathbf{p}_{2}=a \mathbf{p}_{2}
$$

but

$$
\begin{aligned}
\mathbf{p}_{2}=\mathbf{w}_{2} & \text { from Eq. (7.4) } \\
0 & \text { from Eq. (7.6) }
\end{aligned}
$$

and so

$$
\begin{equation*}
E\{\mathbf{A}\}^{\prime} \mathbf{p}_{2}=(.7)(0)=0 \tag{7.13}
\end{equation*}
$$

Finally, from Eq. (7.6),

$$
\begin{equation*}
\mathbf{w}_{1}=0 \tag{7.14}
\end{equation*}
$$

Then from Eqs. (7.11) to (7.14)

$$
\begin{equation*}
E\left\{\boldsymbol{\phi}_{1}\right\}=2.45+0+0=2.45 \tag{7.15}
\end{equation*}
$$

This completes the evaluation of Eq. (7.5).
In order to evaluate Eq. (7.4) it is necessary first to evaluate the elements in Eq. (7.3). Begin with $E\left\{\boldsymbol{\Theta}_{k}\right\}$

$$
\begin{equation*}
E\left\{\mathbf{\Theta}_{1}\right\}=\mathbf{\Lambda}_{1}+E\left\{\mathbf{B}^{\prime} \mathbf{K}_{2} \mathbf{B}\right\} \tag{7.16}
\end{equation*}
$$

From Eq. (6.39)

$$
\begin{align*}
E\left\{\mathbf{B}^{\prime} \mathbf{K}_{2} \mathbf{B}\right\} & =K_{2}\left[\mu_{b} \mu_{b}+\operatorname{cov}(b b)\right] \\
& =(1)[(-.5)(-.5)+.5]=.75 \tag{7.17}
\end{align*}
$$

Then using Eqs. (7.17) and (7.7) in Eq. (7.16) yields

$$
E\left\{\boldsymbol{\Theta}_{1}\right\}=1+.75=1.75
$$

Therefore,

$$
\begin{equation*}
\left(E\left\{\Theta_{1}\right\}\right)^{-1}=.5714 \tag{7.18}
\end{equation*}
$$

The next element in Eq. (7.3) is

$$
\begin{equation*}
E\left\{\mathbf{\Psi}_{1}\right\}=\mathbf{F}_{1}+E\left\{\mathbf{A}^{\prime} \mathbf{K}_{2} \mathbf{B}\right\} \tag{7.19}
\end{equation*}
$$

Then, from Eq. 6.39),

$$
\begin{align*}
E\left\{\mathbf{A}^{\prime} \mathbf{K}_{2} \mathbf{B}\right\} & =K_{2}[(E a)(E b)+\operatorname{cov}(a b)] \\
& =(1)[(.7)(-.5)+0]=-.35 \tag{7.20}
\end{align*}
$$

Using Eqs. (7.20) and (7.7) in (7.19) yields

$$
\begin{equation*}
E\left\{\Psi_{1}\right\}=0-.35=-.35 \tag{7.21}
\end{equation*}
$$

The last element in Eq. (7.3) is

$$
\begin{equation*}
E\left\{\boldsymbol{\theta}_{1}\right\}=E\left\{\mathbf{B}^{\prime} \mathbf{K}_{2} \mathbf{c}\right\}+E\{\mathbf{B}\}^{\prime} \mathbf{p}_{2}+\boldsymbol{\lambda}_{1} \tag{7.22}
\end{equation*}
$$

From Eq. (6.39)

$$
\begin{equation*}
E\left\{\mathbf{B}^{\prime} \mathbf{K}_{2} \mathbf{c}\right\}=K_{2}\left[\mu_{b} c+\operatorname{cov}(b c)\right]=(1)[(-.5)(3.5)+0]=-1.75 \tag{7.23}
\end{equation*}
$$

From Eqs. (7.4) and (7.6)

$$
\begin{equation*}
E\{\mathbf{B}\}^{\prime} \mathbf{p}_{2}=\mu_{b} \mathbf{w}_{2}=(-.5)(0)=0 \tag{7.24}
\end{equation*}
$$

From Eq. (7.6)

$$
\begin{equation*}
\boldsymbol{\lambda}_{1}=0 \tag{7.25}
\end{equation*}
$$

Therefore, substitution of Eqs. (7.23) to (7.25) in Eq. (7.22) yields

$$
\begin{equation*}
E\left\{\boldsymbol{\theta}_{1}\right\}=-1.75+0+0=-1.75 \tag{7.26}
\end{equation*}
$$

This completes the evaluation of Eq. (7.3). Now Eq. (7.4) can be evaluated

$$
\begin{equation*}
\mathbf{K}_{1}=E\left\{\boldsymbol{\Phi}_{1}\right\}-E\left\{\boldsymbol{\Psi}_{1}\right\}\left(E\left\{\boldsymbol{\Theta}_{1}\right\}\right)^{-1}\left(E\left\{\boldsymbol{\Psi}_{1}\right\}\right)^{\prime} \tag{7.27}
\end{equation*}
$$

Substitution of Eqs. (7.10), (7.21), and (7.18) into Eq. (7.27) yields

$$
\mathbf{K}_{1}=1.49-(-.35)(.5714)(-.35)=1.42
$$

Also from Eq. (7.4)

$$
\begin{equation*}
\mathbf{p}_{1}=E\left\{\boldsymbol{\phi}_{1}\right\}-E\left\{\boldsymbol{\Psi}_{1}\right\}\left(E\left\{\boldsymbol{\Theta}_{1}\right\}\right)^{-1} E\left\{\boldsymbol{\theta}_{1}\right\} \tag{7.28}
\end{equation*}
$$

Substitution of Eqs. (7.15), (7.21), (7.18), and (7.26) into Eq. (7.28) yields

$$
\mathbf{p}_{1}=2.45-(-.35)(.5714)(-1.75)=2.1
$$

This completes the evaluation of Eqs. (7.4) and (7.3) and leaves only Eqs. (7.2) and (7.1).

The $\mathbf{G}^{\dagger}$ and $\mathbf{g}^{\dagger}$ elements of the feedback rule (7.1) can now be evaluated with Eq. (7.2). Begin with $\mathbf{G}^{\dagger}$. Calculation of $\mathbf{u}_{1}$ is not necessary, but calculation of
$\mathbf{u}_{0}$ is. Therefore, from Eq. (7.1) $\mathbf{G}_{0}^{\dagger}$ rather than $\mathbf{G}_{1}^{\dagger}$ needs to be calculated. From Eq. (7.2)

$$
\begin{equation*}
\mathbf{G}_{0}^{\dagger}=-\left(E\left\{\boldsymbol{\Theta}_{0}\right\}\right)^{-1}\left(E\left\{\mathbf{\Psi}_{0}\right\}\right)^{\prime} \tag{7.29}
\end{equation*}
$$

From Eq. (7.3)

$$
\begin{equation*}
E\left\{\mathbf{\Theta}_{0}\right\}=\mathbf{\Lambda}_{0}+E\left\{\mathbf{B}^{\prime} \mathbf{K}_{1} \mathbf{B}\right\} \tag{7.30}
\end{equation*}
$$

From Eq. (6.39)

$$
\begin{align*}
E\left\{\mathbf{B}^{\prime} \mathbf{K}_{1} \mathbf{B}\right\} & =K_{1}\left[\mu_{b} \mu_{b}+\operatorname{cov}(b b)\right] \\
& =1.42[(-.5)(-.5)+.5]=1.065 \tag{7.31}
\end{align*}
$$

Then substitution of Eq. (7.31) into Eq. (7.30) and using Eq. (7.7) yields

$$
E\left\{\Theta_{0}\right\}=1+1.065=2.065
$$

Therefore,

$$
\begin{equation*}
\left(E\left\{\boldsymbol{\Theta}_{0}\right\}\right)^{-1}=\frac{1}{2.065}=.484 \tag{7.32}
\end{equation*}
$$

From Eq. (7.3)

$$
\begin{align*}
E\left\{\mathbf{\Psi}_{0}\right\} & =\mathbf{F}_{0}+E\left\{\mathbf{A}^{\prime} \mathbf{K}_{1} \mathbf{B}\right\} \\
& =0+K_{1}\left[a \mu_{b}+\operatorname{cov}(a b)\right] \\
& =1.42[(.7)(-.5)+0]=-.497 \tag{7.33}
\end{align*}
$$

Finally, substitution of Eqs. (7.32) and (7.33) into (7.29) yields

$$
\begin{equation*}
\mathbf{G}_{0}^{\dagger}=-(.484)(-.497)=.2405 \tag{7.34}
\end{equation*}
$$

Next evaluate $\mathbf{g}_{0}^{\dagger}$ with Eq. (7.2):

$$
\begin{equation*}
\mathbf{g}_{0}^{\dagger}=-\left(E\left\{\boldsymbol{\Theta}_{0}\right\}\right)^{-1} E\left\{\boldsymbol{\theta}_{0}\right\} \tag{7.35}
\end{equation*}
$$

The inverse $\left(E\left\{\Theta_{0}\right\}\right)^{-1}$ was calculated in Eq. (7.32), and so only $E \boldsymbol{\theta}_{0}$ remains. To obtain it use Eq. (7.3)

$$
\begin{align*}
E\left\{\boldsymbol{\theta}_{0}\right\} & =E\left\{\mathbf{B}^{\prime} \mathbf{K}_{1} \mathbf{c}\right\}+E\{\mathbf{B}\}^{\prime} \mathbf{p}_{1}+\boldsymbol{\lambda}_{0} \\
& =K_{1}\left[\mu_{b} c+\operatorname{cov}(b c)\right]+\mu_{b} \mathbf{p}_{1}+\boldsymbol{\lambda}_{0} \\
& =1.42[(-.5)(3.5)+0]+(-.5)(2.1)+0=-3.535 \tag{7.36}
\end{align*}
$$

Then substitution of Eqs. (7.32) and (7.36) into Eq. (7.35) yields

$$
\begin{equation*}
\mathrm{g}_{0}^{\dagger}=-(.484)(-3.535)=1.712 \tag{7.37}
\end{equation*}
$$

This completes the evaluation of Eq. (7.2).
Finally, $\mathbf{u}_{0}$ can be evaluated with Eq. (7.1) using Eqs. (7.34) and (7.37) as

$$
\mathbf{u}_{0}=\mathbf{G}_{0}^{\dagger} \mathbf{x}_{0}+\mathbf{g}_{0}^{\dagger}=(.2405)(0)+1.712=1.712
$$

This results checks with the $(q: r)=(5: 5)$ case with $N=2$ in MacRae (1972, table 2, p. 446).

In summary the calculations for the optimal period 0 control yield the following results:

| Period | 2 | 1 | 0 |
| :--- | :--- | :--- | :--- |
| $\mathbf{K}$ | 1.0 | 1.42 |  |
| $\mathbf{p}$ | 0 | 2.10 |  |
| $\mathbf{G}^{\dagger}$ |  |  | 2.40 |
| $\mathbf{g}^{\dagger}$ |  |  | 1.712 |
| $\mathbf{u}^{\text {OLF }}$ |  |  | 1.712 |

Finally, set

$$
\mathbf{u}_{0}^{\dagger}=\mathbf{u}_{0}^{\mathrm{OLF}}=1.712
$$

### 7.3 Projections of Means and Covariances to Period 1

In order to perform the calculations for the projections and the optimal control for period 1, it is necessary to use some results from appendixes which are developed along with Chap. 10, It is therefore recommended that the reader proceed to Chaps. 8 to 10 and then return to these calculations.

The method employed in the remainder of this chapter is the same as that outlined in Appendix $O$ for the sequential certainty-equivalence method, except for step 2, which is replaced by the computation of the open-loop feedback policy, as has been done above.

The steps in the method of Appendix 0 follow.

Step 1 Generate the random vectors for the system noise $\boldsymbol{\xi}_{k}$ and the measurement noise $\zeta_{k}$. Since there is no measurement noise in this problem, only the system noise $\boldsymbol{\xi}_{k}$ must be generated. In doing this the covariance $\mathbf{Q}=.2$ is used to generate

$$
\boldsymbol{\xi}_{0}=.3 \quad \text { and } \quad \boldsymbol{\xi}_{1}=.43
$$

The solution will of course differ for each set of random-noise terms. These values are used only as an example.

Step 2 Solve for the open-loop feedback control for period 0 as in Sec. 7.2,
Step 3 Obtain the actual value of the state vector with

$$
\begin{aligned}
\mathbf{x}_{1} & =\mathbf{A} \mathbf{x}_{0}+\mathbf{B} \mathbf{u}_{0}^{\dagger}+\mathbf{c}+\boldsymbol{\xi}_{0} \\
& =(.7)(0)+(-.5)(1.712)+3.5+.3=2.944
\end{aligned}
$$

and of the measurement vector with

$$
\mathbf{y}_{1}=\mathbf{H x}_{1}+\boldsymbol{\zeta}_{1}=(1)(2.944)+0=2.944
$$

Note that A, B and care functions of the vector $\boldsymbol{\theta}$ of the subset of coefficients in these matrices which are treated as uncertain. This $\boldsymbol{\theta}$ vector is defined and used in Eq. (10.7) and (10.9) and is not the same as the $\boldsymbol{\theta}$ used in Eq. (7.36).

Step 4 Get $\hat{\mathbf{x}}_{1 \mid 0}$ and $\hat{\boldsymbol{\theta}}_{1 \mid 0}$ by using (M.8) and (M.9) of Appendix M

$$
\begin{equation*}
\hat{\mathbf{x}}_{1 \mid 0}=\mathbf{A}_{0}\left(\hat{\boldsymbol{\theta}}_{0 \mid 0}\right) \hat{\mathbf{x}}_{0 \mid 0}+\mathbf{B}_{0}\left(\hat{\boldsymbol{\theta}}_{0 \mid 0}\right) \mathbf{u}_{0}^{\dagger}+\mathbf{c}_{k}\left(\hat{\boldsymbol{\theta}}_{0 \mid 0}\right)+\sum_{i \in X} \mathbf{e}^{i} \operatorname{tr}\left(\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}_{0 \mid 0}^{\boldsymbol{\theta}}\right) \tag{7.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{1 \mid 0}=\mathbf{D} \hat{\boldsymbol{\theta}}_{0 \mid 0} \tag{7.39}
\end{equation*}
$$

Since $\Sigma_{0 \mid 0}^{\theta \times}=0$ and $\mathbf{D}=1$, Eqs. (7.38) and (7.39) become

$$
\begin{aligned}
\hat{\mathbf{x}}_{1 \mid 0} & =(.7)(0)+(-.5)(1.712)+3.5+0=2.644 \\
\hat{\boldsymbol{\theta}}_{1 \mid 0} & =\hat{\boldsymbol{\theta}}_{0 \mid 0}=-.5
\end{aligned}
$$

Step 5 Get $\Sigma_{k+1 \mid k}$ by using Eqs. (M.16) to (M.19) and the fact that $\Sigma_{0 \mid 0}^{\times x}=\Sigma_{0 \mid 0}^{\theta \times}=$ 0 , that is,

$$
\Sigma_{1 \mid 0}^{\mathrm{xx}}=\mathbf{f}_{\theta 0}^{\mathrm{x}} \Sigma_{0 \mid 0}^{\theta \theta}\left(\mathbf{f}_{\theta 0}^{\mathrm{x}}\right)^{\prime}+\mathbf{Q}
$$

where

$$
\begin{aligned}
\mathbf{f}_{\boldsymbol{\theta} 0}^{\mathbf{x}} & =\sum_{i} \mathbf{e}_{i} \hat{\mathbf{x}}_{\boldsymbol{0} \mid 0}^{\prime} \mathbf{a}_{\boldsymbol{\theta}}^{i}+\sum_{i} \mathbf{e}_{i} \mathbf{u}_{0}^{\dagger} \mathbf{b}_{\boldsymbol{\theta}}^{i}+\sum_{i} \mathbf{e}_{i} \mathbf{c}_{\boldsymbol{\theta}}^{i} \\
& =\hat{\mathbf{x}}_{0 \mid 0}^{\prime} \mathbf{a}_{\boldsymbol{\theta}}+\mathbf{u}_{0}^{\dagger} \mathbf{b}_{\boldsymbol{\theta}}+\mathbf{c}_{\boldsymbol{\theta}} \\
& =(0)(0)+(1.712)(1)+0=1.712
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\Sigma_{1 \mid 0}^{\mathrm{xx}}=(1.712)(.5)(1.712)+.2=1.465+.2=1.665 \tag{7.40}
\end{equation*}
$$

From Eq. (M.18)

$$
\begin{equation*}
\Sigma_{1 \mid 0}^{\theta \mathbf{x}}=\mathbf{D} \Sigma_{0 \mid 0}^{\theta \theta}\left(\mathbf{f}_{\theta 0}^{\mathbf{x}}\right)^{\prime}=(1)(.5)(1.712)=.856 \tag{7.41}
\end{equation*}
$$

From Eq. (M.19)

$$
\begin{equation*}
\Sigma_{1 \mid 0}^{\theta \theta}=\mathbf{D} \Sigma_{0 \mid 0}^{\theta \theta} \mathbf{D}+\mathbf{G}_{0}=(1)(.5)(1)+0=.5 \tag{7.42}
\end{equation*}
$$

Step 6 Use Eqs. ( (K.17) to (K.19) along with the results in Eqs. (7.40) to (7.40) to get $\Sigma_{1 \mid 1}$, that is,

$$
\Sigma_{1 \mid 1}^{\mathrm{xx}}=\Sigma_{1 \mid 0}^{\mathrm{xx}}-\Sigma_{1 \mid 0}^{\mathrm{xx}} \mathbf{H}_{1}^{\prime} \mathbf{S}_{1}^{-1} \mathbf{H}_{1} \Sigma_{1 \mid 0}^{\mathrm{xx}}
$$

where, from Eq. (K.15),

$$
\mathbf{S}_{1}=\mathbf{H}_{1} \boldsymbol{\Sigma}_{1 \mid 0}^{\times \times} \mathbf{H}_{1}^{\prime}+\mathbf{R}=(1)(1.665)(1)+0=1.665
$$

so that 6

$$
\Sigma_{1 \mid 1}^{\mathrm{xx}}=1.665-(1.665)(1)(1.665)^{-1}(1)(1.665)=0
$$

Then, from Eq. (K.18),

$$
\begin{aligned}
\boldsymbol{\Sigma}_{1 \mid 1}^{\theta \mathrm{x}} & =\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \mathbf{x}}-\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \mathbf{x}} \mathbf{H}_{1}^{\prime} \mathbf{S}_{1}^{-1} \mathbf{H}_{1} \boldsymbol{\Sigma}_{1 \mid 0}^{\mathbf{x x}} \\
& =.856-(.856)(1)(1.665)^{-1}(1)(1.665)=0
\end{aligned}
$$

And from Eq. (K.19)

$$
\begin{aligned}
\boldsymbol{\Sigma}_{1 \mid 1}^{\theta \theta} & =\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \theta}-\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \mathbf{x}} \mathbf{H}_{1}^{\prime} \mathbf{S}_{1}^{-1} \mathbf{H}_{1} \boldsymbol{\Sigma}_{1 \mid 0}^{\mathbf{x} \boldsymbol{\theta}} \\
& =.5-(.86)(1)(1.665)^{-1}(1)(.856)=.06
\end{aligned}
$$

[^26]Step 7 Update the mean $\hat{\mathbf{x}}_{1 \mid 1}$ and $\hat{\boldsymbol{\theta}}_{1 \mid 1}$ by using Eqs. (N.7) and (N.8)

$$
\begin{aligned}
\hat{\mathbf{x}}_{1 \mid 1} & =\hat{\mathbf{x}}_{1 \mid 0}+\boldsymbol{\Sigma}_{1 \mid 0}^{\mathrm{xx}} \mathbf{H}_{1}^{\prime} \mathbf{S}_{1}^{-1}\left(\mathbf{y}_{1}-\mathbf{H}_{1} \hat{\mathbf{x}}_{1 \mid 0}\right) \\
& =2.644+(1.665)(1)(1.665)^{-1}(2.944-(1) 2.644)=2.944
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{\boldsymbol{\theta}}_{1 \mid 1} & =\hat{\boldsymbol{\theta}}_{1 \mid 0}+\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \times} \mathbf{H}_{1}^{\prime} \mathbf{S}_{1}^{-1}\left(\mathbf{y}_{1}-\mathbf{H}_{1} \hat{\mathbf{x}}_{1 \mid 0}\right) \\
& =-.5+(.856)(1)(1.665)^{-1}(2.944-2.644)=-.346
\end{aligned}
$$

In summary the results for time periods 0 and 1 are as follows:

| Period | $0 \mid 0$ | $1 \mid 0$ | $1 \mid 1$ |
| :--- | :--- | :--- | :--- |
| $\mathbf{x}$ | 0 | 2.644 | 2.944 |
| $\boldsymbol{\theta}$ | -.5 | -.5 | -.346 |
| $\boldsymbol{\Sigma}^{\mathrm{xx}}$ | 0 | 1.665 | 0 |
| $\boldsymbol{\Sigma}^{\boldsymbol{\theta}}$ | 0 | .856 | 0 |
| $\boldsymbol{\Sigma}^{\boldsymbol{\theta \theta}}$ | .5 | .5 | .06 |

and

| Period | 0 | 1 |
| :--- | :--- | :--- |
| $\mathbf{x}^{\text {OLF }}$ | 0 | 2.944 |
| $\mathbf{u}^{\text {OLF }}$ | 1.712 |  |

Similarly the summary results for periods 1 and 2 are:

| Period | $1 \mid 1$ | $2 \mid 1$ | $2 \mid 2$ |
| :--- | :---: | :---: | :---: |
| $\mathbf{x}$ | 2.944 | 4.997 | 5.179 |
| $\boldsymbol{\theta}$ | -.346 | -.346 | -.296 |
| $\boldsymbol{\Sigma}^{\mathbf{x x}}$ | 0 | .359 | 0 |
| $\boldsymbol{\Sigma}^{\boldsymbol{\theta x}}$ | 0 | .098 | 0 |
| $\boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}$ | .06 | .060 | .033 |

and

| Period | 1 | 2 |
| :--- | :--- | :--- |
| $\mathbf{x}^{\text {OLF }}$ | 2.944 | 5.179 |
| $\mathbf{u}^{\text {OLF }}$ | 1.630 |  |

So the optimal OLF control values are

$$
\mathbf{u}_{0}^{\mathrm{OLF}}=1.712 \quad \mathbf{u}_{1}^{\mathrm{OLF}}=1.630
$$

and the total criterion value is

$$
J^{\mathrm{OLF}}=20.54
$$

## Part III

## Active-Learning Stochastic Control

If a man will begin with uncertainties, he shall end with doubts; but if he will be content to begin with doubts, he shall end in certainties.

Francis Bacon
The Advancement of Learning Book I, Chapter V, Section 8 1605

## Chapter 8

## Overview

Active-learning stochastic control has also been called adaptive control or dual control. The name "dual" emphasizes the double role that the choice of control plays in active-learning stochastic control. On the one hand, the control is chosen to guide the system in a desired direction. On the other hand, it is chosen to decrease the uncertainty about the system's response. This would seem to imply that there were two elements in the criterion function, one for performance and one for learning. Not so! There is only one element, the expected performance. However, minimization of the expected cost includes a trade-off between performance and learning. If the system's parameters are not well known, a choice of control in period $k$ which detracts from present performance but which yields improved parameter estimates in later periods may result in overall better performance in the time periods covered by the model.

Thus active-learning stochastic control is sometimes characterized by the idea that the controls will be used in the earlier time periods to perturb the system so as to improve parameter estimates and thereby permit better performance in later time periods. Of course one expects to observe the perturbations being done in such a manner that they will improve estimates of the crucial parameters, i.e., of the parameters which most affect the performance. This contrasts with the present procedure used in large econometric models of the United States economy, in which the constant terms in equations are frequently updated and modified. In fact it may not be these terms but terms which are multiplied by the states or by the controls which are most important and which deserve the special updating attention.

A political analog can be drawn to active-learning stochastic control. A slate of officers from a party enters office prepared to improve the performance of the
economy. They realize that they do not know exactly how the economy will respond to their policies, so they try small changes in various policies in the early quarters of their term in office. Then with improved estimates so obtained they do a better job of directing the economy in the waning quarters of the term while they are running for reelection. Of course this is a long way from current political practice. Even the idea that an administration might "perturb" the economy to improve the knowledge of its response to stimulation is worrisome to many people. Of course it is also of concern that policy actions are taken when officials are highly uncertain about the response of the economy. One example of this is the uncertainty associated with the lag in response of the economy to changes in monetary policy. Some economists feel that the response comes within one or two quarters, and others argue that the response may take six or eight quarters. If policies are chosen with the belief that the short response time holds when in fact the long response time holds, the effects on the economy may be most unfortunate.

This chapter includes a discussion of one of the algorithms that has been proposed for adaptive control, the algorithm of Tse, Bar-Shalom, and Meier (1973). The description occupies most of this chapter and is followed by detailed descriptions of the nonlinear and linear versions of the algorithm in Chaps. 9 and 10. The applications of the algorithm are given in Chaps. 11 and 12

Since this chapter is an overview, some notation and concepts are not explained in great detail, the purpose being to survey the forest before plunging in among the trees.

This is not the only adaptive-control algorithm which has been applied to economic problems. Some of the other studies are those by Prescott (1967, 1971), MacRae (1972, 1975), Rausser and Freebairn (1974), Abel (1975) using the Chow (1975) algorithm, Upadhyay (1975) using the Deshpande, Upadhyav, and Lainoitis (1973) algorithm, Sarris and Athans (1973), and Tavlor (1973, 1974). Also earlier results from the use of the Tse, Bar-Shalom, and Meier algorithm are reported in Kendrick (1979). As yet is no clear ranking of these various algorithms; their relative performance appears to be problem-specific [see Norman (1976), and Bar-Shalom and Tse (1976a)].

The chapter begins with a statement of the problem, followed by a discussion of the Monte Carlo procedure used with the algorithm. The algorithm is then described in three sections. The closing section of the chapter provides a brief description of the relationship of this algorithm to some of the others which have been proposed.

### 8.1 Problem Statement

Recall from previous discussion that the notation $J_{N}$ represents the expected cost-to-go with $N$ periods remaining and that $C_{N}$ is the random cost-to-go with $N$ periods remaining. The subscript on these two elements represented the number of periods to go. In contrast, the time subscripts on all other variables represented the period in which the variable occurs. For example $L_{N}$ is the cost in the $N$ th period and $x_{N}$ is the state variable in the $N$ th period. With this notation in mind the problem can be stated as one of finding $\left(\mathbf{u}_{k}\right)_{k=0}^{N-1}$ to minimize the cost functional

$$
\begin{equation*}
J_{N}=E\left\{C_{N}\right\} \tag{8.1}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{N}=L_{N}\left(\mathbf{x}_{N}\right)+\sum_{k=0}^{N-1} L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) \tag{8.2}
\end{equation*}
$$

It is useful to further divide $L_{k}$ into three components

$$
L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)=\nu_{k}\left(\mathbf{x}_{k}\right)+\omega_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)
$$

since at a large stage it will be desirable to drop all terms in the criterion which do not include the control variables.

The system equations are written with an additive-noise term as

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\boldsymbol{\xi}_{k} \tag{8.3}
\end{equation*}
$$

where $\boldsymbol{\xi}_{k}$ is the additive-noise term. Next a new element is introduced, namely the measurement relationship

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{h}_{k}\left(\mathbf{x}_{k}\right)+\zeta_{k} \tag{8.4}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{y}_{k} & =\text { measurement vector } \\
\mathbf{h} & =\text { measurement functions } \\
\zeta & =\text { measurement-noise terms }
\end{aligned}
$$

Equation (8.4) represents the fact that the state variables may be measured not exactly but with error. Almost all economic statistics are acknowledged to include measurement error although this fact is rarely introduced into the analysis. Here it will be included. Equation (8.4) can also be used to represent the fact that although the state variables cannot be observed directly, other variables which are
a function of the state variables can be observed. For example, it may be that we cannot observe the money stock directly but we can observe some components of it which can be used to estimate what the money stock is. Equation (8.4) even raises the possibility of multiple measurements on each state variable, i.e., there may be several variables which are observable and which are functions of a state variable while the state variable itself cannot be measured directly.

Next consider the statistical properties of random elements in the problem

$$
\begin{array}{ll}
E\left\{\mathbf{x}_{0}\right\}=\hat{\mathbf{x}}_{0 \mid 0} & \operatorname{cov}\left(\mathbf{x}_{0}\right)=\boldsymbol{\Sigma}_{0 \mid 0} \\
E\left\{\boldsymbol{\xi}_{k}\right\}=\mathbf{0} & \operatorname{cov}\left(\boldsymbol{\xi}_{k}\right)=\mathbf{Q}_{k}  \tag{8.5}\\
E\left\{\boldsymbol{\zeta}_{k}\right\}=\mathbf{0} & \operatorname{cov}\left(\boldsymbol{\zeta}_{k}\right)=\mathbf{R}_{k}
\end{array}
$$

It is assumed that $\mathbf{x}_{0}$ and the system- and measurement-noise terms are independent gaussian vectors with the statistics shown in Eq. (8.5). One bit of new notation is introduced in Eq. (8.5) namely $\Sigma_{0 \mid 0}$. This means the covariance of the state vector at time zero as estimated with data through time zero. Later, notation of the form $\Sigma_{k+1 \mid k}$ will be used to represent a covariance matrix at time $k+1$ as projected with data available at time $k$.

As a result of assuming that the state vector is measured with error, it is no longer true that $\mathbf{x}$ is known perfectly; instead estimates of the mean of the state variables $\hat{\mathbf{x}}$ and of the covariance of the state vector $\boldsymbol{\Sigma}$ can be made.

In summary the problem is to select the controls to minimize the criteria (8.1) and (8.2) subject to the system equations (8.3), the measurement equations (8.4), and the statistics (8.5).

A flowchart outlining the main procedures for solving this problem is given in Fig. 8.1 The algorithm may be thought of as consisting of three nested do loops. Alternatively, one can think of the problem as consisting of three parts: a Monte Carlo procedure containing a dynamic optimization problem, which in turn contains a static optimization problem.

The outside do loop with the index $\rho$ is the Monte Carlo do loop. In each Monte Carlo run, as discussed in the next section, all the required random terms for the problem are generated at the outset. Then the problem is solved for these manifestations of the random elements. The Monte Carlo loop is repeated as many times as required to establish the statistical reliability of the comparisons of the adaptive-control method with other methods.

The second do loop is the time-period counter $k$. The problem is solved for $N$ time periods. This is the middle loop, or the dynamic optimization problem shown in Fig. 8.1. At the beginning of this loop in each time period $k$ the certaintyequivalence (CE) problem for the remaining time periods is solved and the control


Figure 8.1: Flowchart of an adaptive-control algorithm; $\rho=$ Monte Carlo run counter, $k=$ time-period counter, $\tau=$ search-iteration counter.
is set equal to $\mathbf{u}_{k}^{\mathrm{CE}}$. This procedure is described in Sec. 8.3 The control variable is then modified iteratively in the third, or inside, do loop until the optimal control for period $k$ is found.

This third do loop, shown at the bottom of Fig. 8.1, is the static optimization problem. In each pass through this loop the approximate cost-to-go with $N-k$ periods remaining is evaluated. If the optimal control has been found, the search is halted; otherwise a new search value is chosen for the control and the evaluation is repeated. As described in Sec. 8.4, this search may be either a gradient procedure or a grid search.

Once the optimal control for period $k$ has been found in the bottom loop, that control is applied to the system along with the random elements. New states in the period $k+1$ are obtained, and the estimates of the mean and covariance of the state are updated to period $k+1$, as described in Sec. 8.5,

### 8.2 The Monte Carlo Procedure

At this stage of the research on stochastic control methods in economics there is substantial interest in comparing various methods and algorithms. For example, there is a comparison in Chap. 12 of deterministic, passive-learning stochastic, and active-learning stochastic control applied to a small econometric model of the United States economy.

When comparing stochastic control procedures it is necessary to make repeated trials with different samples of the random variables. For the problem at hand there are three groups of random variables:

1. The initial state variables $\mathbf{x}_{0}$
2. The system-equation noise terms $\boldsymbol{\xi}_{k}$
3. The measurement-equation noise terms $\boldsymbol{\zeta}_{k}$

The $n$ random elements in $\mathbf{x}_{0}$ are obtained from a Monte Carlo generator which is provided the initial state-variable covariance $\boldsymbol{\Sigma}_{0 \mid 0}$. In a similar manner the $n \times N$ system-equation noise terms $\boldsymbol{\xi}_{k}(k=0,1, \ldots, N-1)$ are obtained by using the covariance $\mathbf{Q}_{k}$, and the $r \times N$ measurement error terms are obtained by using the covariance $\mathbf{R}_{k}$. Here $n$ is the dimension of the state vector $\mathbf{x}$, and $r$ is the dimension of the measurement vector $\mathbf{y}$.

This completes the first (or outermost) of the three do loops. The second do loop runs over the index of time periods $k$. Its initiation is discussed next.

### 8.3 The Adaptive-Control Problem: Initiation

The solution method begins with setting the time-period counter $k$ to zero. In economics it is common to label the first time period as period 1 , while in parts of control theory period 0 is used. The control convention is followed here. A review of Fig. 8.1 shows that the search-iteration counter is initialized to $\tau=1$ at this stage.

The initialization of the search is done at this stage; i.e., it is necessary to choose a value $\mathbf{u}_{k}^{\tau}$ for $k=0$ and $\tau=1$, that is $\mathbf{u}_{0}^{1}$, with which to begin the search for the optimal control. This is done by solving the certainty-equivalence problem for periods $k$ through $N$ to obtain

$$
\left(\mathbf{x}_{j+1}^{\mathrm{CE}}, \mathbf{u}_{j}^{\mathrm{CE}}\right)_{j=0}^{N-1}
$$

Then the control is set as $\mathbf{u}_{0}^{1}=\mathbf{u}_{0}^{\mathrm{CE}}$.
This completes the initialization and clears the way for the beginning of the search for the optimal control in the third do loop.

### 8.4 Search for the Optimal Control in Period $k$

A final glance at Fig. 8.1 shows that this third do loop consists of an iteration on the counter $\tau$ while searching for the optimal control with the approximate cost-to-go evaluated in each iteration. Figure 8.2 provides a more detailed description of this part of the algorithm. It also reveals that there is still a fourth nested do loop, which did not appear in Fig. 8.1 but which is shown in the more detailed breakdown of Fig. 8.2. This fourth do loop is used to project the covariances to period $N$.

The basic method used here is to calculate the optimal cost-to-go which corresponds to the search value of the control $\mathbf{u}_{k}^{\tau}$ for each iteration $\tau$ until the optimal control $\mathbf{u}_{k}^{*}$ for period $k$ has been found. The search method may be a gradient procedure or a grid search.

At each iteration in the search it is necessary to evaluate the cost-to-go, but since the problem is nonlinear, the cost-to-go is extremely difficult to evaluate [see Aoki (1967)]. Therefore an approximate cost-to-go is obtained by using a


Figure 8.2: Flowchart of the search for $\mathbf{u}_{k}^{*} ; \tau=$ search-iteration counter.
second-order expansion of both the criterion and the system equations about a nominal path.

The nominal path is obtained in two steps. First the value for $\mathbf{x}_{k+1}$ is obtained by using the current search value of the control $\mathbf{u}_{k}^{\tau}$ and a second-order expansion of the system equations. This step is shown in the second box down on the lefthand side of Fig. 8.2, Then this value of $\mathbf{x}_{k+1}$ (really $\hat{\mathbf{x}}_{k+1 \mid k}$, since it is a projection of $k+1$ using data from period $k$ ) is used as the initial condition for certaintyequivalence problem from period $k+1$ through $N$. This provides the nominal path

$$
\left(\mathbf{x}_{o, j+1}, \mathbf{u}_{o j}\right)_{j=k+1}^{N-1}
$$

about which the expansions can then be done. This step is shown in the third box down on the left-hand side of Fig. 8.2

The approximate optimal cost-to-go can then be written as a function of the following elements:

$$
\begin{aligned}
\mathbf{u}_{k}^{\tau}= & \text { search value of control for period } k \text { at iteration } \tau \\
\left(\mathbf{x}_{o, j+1}, \mathbf{u}_{o j}\right)_{j=k+1}^{N-1}= & \text { nominal paths for the state and control variables } \\
\Sigma_{k+1 \mid k}= & \text { covariance of state variables at time } k+1 \text { as projected } \\
& \text { with data available at time } k \\
\left(\mathbf{Q}_{j}\right)_{j=k+1}^{N}= & \text { covariance of system-equation noise terms } \\
\left(\boldsymbol{\Sigma}_{j \mid j}\right)_{j=k+1}^{N-1}= & \text { post-observation covariance matrix for all future times } \\
& \text { periods }
\end{aligned}
$$

Also, all terms in the approximate optimal cost-to-go which do not depend on the search value of the control are dropped; the notation used for this is

$$
J_{d, N-k}^{*}
$$

which is the approximate optimal cost-to-go once terms which are not dependent on $\mathbf{u}_{k}^{\tau}$ have been dropped.

Thus the general form of the function can be written as

$$
\begin{equation*}
J_{d, N-k}^{*}=\min _{\mathbf{u}_{k}} f\left(\mathbf{u}_{k}^{\tau},\left(\mathbf{x}_{o, j+1}, \mathbf{u}_{o j}\right)_{j=k+1}^{N-1}, \boldsymbol{\Sigma}_{k+1 \mid k},\left(\mathbf{Q}_{j}\right)_{j=k+1}^{N-1},\left(\boldsymbol{\Sigma}_{j \mid j}\right)_{j=k+1}^{N-1}\right) \tag{8.6}
\end{equation*}
$$

For better understanding it is useful to divide Eq. (8.6) into three components [Bar-Shalom and Tse (1976a)], called the deterministic, cautionary, and probing terms. They are written in general functional form as

$$
\begin{equation*}
J_{d, N-k}^{*}=\min _{\mathbf{u}_{k}}\left(J_{D, N-k}+J_{C, N-k}+J_{P, N-k}\right) \tag{8.7}
\end{equation*}
$$

where

$$
\begin{align*}
J_{D, N-k} & =\text { deterministic component }=f\left(\mathbf{u}_{k}^{\tau},\left(\mathbf{x}_{o, j+1}, \mathbf{u}_{o j}\right)_{j=k+1}^{N-1}\right)  \tag{8.8}\\
J_{C, N-k} & =\text { cautionary term }=f\left(\boldsymbol{\Sigma}_{k+1 \mid k},\left(\mathbf{Q}_{j}\right)_{j=k+1}^{N-1}\right)  \tag{8.9}\\
J_{P, N-k} & =\text { probing term }=f\left(\left(\boldsymbol{\Sigma}_{j \mid j}\right)_{j=k+1}^{N-1}\right) \tag{8.10}
\end{align*}
$$

The deterministic component is a function of only the search value of the control and the nominal path. It contains no covariance terms.

The cautionary component is a function of $\Sigma_{k+1 \mid k}$, which is the covariance of the state variable at time $k+1$ as projected with data available at time $k$. This represents the uncertainty in the response of the system to a control applied at time $k$ before the state of the system can be observed again at time $k+1$ and a new control applied to bring the system back onto the desired path. The name "cautionary" comes from the fact that such uncertainty normally biases the choice of the control variable in a conservative direction since one is uncertain about the magnitudes of the response to expect. This component is also a function of the covariance of the system equation error terms. This does not necessarily fit well into a component called cautionary. Thus it shows that the separation into these particular three components is somewhat arbitrary. Perhaps it would be better to separate these terms into yet a fourth component.

The probing component is a function of the covariance matrix $\Sigma_{j \mid j}$ for all future time periods. This is the uncertainty associated with the state vector at each time period after the measurement has been taken at that time period and the covariance matrix has been updated. Since probing or perturbation of the system early in time will tend to reduce the uncertainty and to make the elements of these matrices smaller later, this term is called the probing term.

Now return to Fig. 8.2 The next step, shown in the fourth box down on the left-hand side of the figure, is to compute the Riccati matrices K. Analogous to the Riccati matrices in the deterministic and multiplicative-uncertainty problems, there are also Riccati matrices in this problem. They can be computed for all future time periods by integrating backward from terminal conditions.

Next, since the nominal path is known, the deterministic component of the approximate cost-to-go can be computed. Also, the part of the cautionary term involving $\Sigma_{k+1 \mid k}$ can be computed at this stage since that matrix is available. It was computed in the step shown in the second box from the top on the left along with the projected mean of the state variable $\hat{\mathbf{x}}_{k+1 \mid k}$.

Next we enter the fourth of the nested do loops, which projects the covariance matrices $\boldsymbol{\Sigma}_{j \mid j}$ forward all the way to period $N$ and uses these terms to compute the
probing component. Also the part of the cautionary component which involves $\mathbf{Q}_{j}$ is computed in this loop.

Once the do loop has been completed, the total approximate cost-to-go can be obtained by adding the three components. This is then used to determine whether or not the search is complete.

If the search is a grid search and the vector $\mathbf{u}_{k}$ consists of a single control, the problem reduces to a line search. This is the method used in the example in Chap. 12. The approximate cost-to-go is evaluated at many points on the interval between the highest and lowest likely values for the controls. The search value of the control which yields the lowest cost-to-go is then chosen as the optimal control.

With a gradient technique the third loop is used as the procedure for evaluating the function at each iteration. The gradient method then proceeds until satisfactory convergence has been obtained.

It is useful to note the computational complexity of the problem at this stage. The iterations in the search for the optimal control require the backward integration of the Riccati equations and the forward integration of the covariance equations at each step. The search must in turn be carried out for each time period of the problem in the second of the nested do loops. Furthermore, the entire problem must be solved for each of the Monte Carlo runs. This means that only a fairly limited number of Monte Carlo runs can be made for even small econometric models.

Return now to the search in Fig. 8.2. If the search is not completed, the iteration counter is increased and the evaluation of the cost-to-go is repeated. If the search is completed, the update procedure is entered in the concluding phase of the solution of the adaptive-control problem.

### 8.5 The Update

Once the search is completed and the optimal control $\mathbf{u}_{k}^{*}$ for period $k$ has been obtained, this control is used along with the additive-noise terms in Eq. (8.3) to obtain $\mathbf{x}_{k+1}$. The vector $\mathbf{x}_{k+1}$ is used in turn in the measurement relationship Eq. (8.4) along with the measurement error term to get $\mathbf{y}_{k+1}$. The measurement is used to obtain updated estimates of the mean and covariance of the state vector at time $k+1$ using data obtained through period $k+1$, that is, $\hat{\mathbf{x}}_{k+1 \mid k+1}$ and $\Sigma_{k+1 \mid k+1}$. This is shown on the right-hand side of Fig. 8.1.

Next the time-period index $k$ is increased by 1 and a test is made to see whether
all $N$ periods have been completed. If not, the certainty-equivalence control for the new time period is computed and the search is made again. If all $N$ periods have been completed, the Monte Carlo run counter is increased by 1 and a test is made to see whether the desired number of Monte Carlo runs has been completed.

### 8.6 Other Algorithms

As discussed in the introduction to this chapter, a variety of other algorithms are available for solving active-learning stochastic control problems, but very little work on comparison of algorithms has been done.

It is beyond the scope of this book to provide a detailed comparison of the various algorithms, but a brief comparison to three other algorithms is provided, namely those of Norman (1976), MacRae (1975), and Chow (1975, Chap. 10).

Norman's algorithm is like the algorithm described above except that a couple of simplifications are adopted: (1) he assumes that there is no measurement error, and (2) he employs a first-order rather than a second-order expansion of the cost-to-go function (hence the name first-order dual control).

MacRae also uses the assumption of no measurement noise. Thus the $\Sigma$ matrix used in Chap. 10 of this book consists of one component, $\Sigma^{\theta \theta}$, instead of four components.

With this assumption MacRae derives an updating rule for the inverse of the covariance matrix of the form

$$
\begin{equation*}
\Gamma_{k}^{-1}=f\left(\boldsymbol{\Gamma}_{k-1}^{-1}\right) \tag{8.11}
\end{equation*}
$$

This same type of relationship can be derived by assuming (in the notation of Chap. 10) that $\mathbf{D}=\mathbf{I}, \mathbf{H}=\mathbf{I}, \Sigma^{\mathbf{x x}}=\mathbf{0}$, and $\mathbf{R}=\mathbf{0}$, that is, by assuming that the parameters of the problem are constant over time and that the state variables can be measured exactly. Then Eq. (10.60) can be substituted into Eq. (10.69) to obtain a relationship like Eq. (8.11).

In MacRae's algorithm the update relationship (8.11) is appended to the criterion function with lagrangian variables, and the resulting function is minimized.

Chow's algorithm also relies on the assumption of perfect measurement of the state vector, but it is more general than the algorithm used in this book in at least one way. Chow's development includes cross terms from different time periods. Another difference is in the path about which the second-order approximation is made. In the Tse, Bar-Shalom, and Meier algorithm this path is chosen anew at each iteration in the search path; in Chow's algorithm it is selected before the
search is begun and not altered during the search. Finally in the development of the algorithm Chow takes the expectation first and then performs the second-order expansion while Tse, Bar-Shalom, and Meier reverse these steps.

This completes the brief review of other algorithms and the survey of the adaptive-control algorithm used in this book. The next two chapters include a detailed development of the nonlinear algorithm and the application of this algorithm to a quadratic linear control problem with unknown parameters. The reader who is more interested in the application of stochastic control to economics than in the algorithms may prefer to skip to Chap. 12 which includes an application to a small econometric model to the United States economy.

## Chapter 9

## Nonlinear Active-Learning Stochastic Control with <br> Bo Hyun Kang

### 9.1 Introduction

This chapter provides a detailed description and derivation of the algorithm of Tse, Bar-Shalom, and Meier (1973) 1.1 It also extends that algorithm to cover cases where (1) a constant term is given explicitly in the systems equations and (2) the criterion function includes a cross term in $\mathbf{x}$ and $\mathbf{u}$.

### 9.2 Problem Statement

The problem is to select $\mathbf{U}^{N-1}=\left(\mathbf{u}_{k}\right)_{k=0}^{N-1}$ to minimize the cost functional

$$
\begin{equation*}
J_{N}=E\left\{C_{N}\right\} \tag{9.1}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{N}=L_{N}\left(\mathbf{x}_{N}\right)+\sum_{k=0}^{N-1} L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) \tag{9.2}
\end{equation*}
$$

where the expectation $E\{\cdot\}$ is taken over all random variables. The subscripts denote the time period. It will be convenient at times to divide the cost function

[^27]into three component functions, one including only terms in x , another including only terms in $\mathbf{u}$, and a third including cross terms in $\mathbf{x}$ and $\mathbf{u}$, that is,
\[

$$
\begin{equation*}
L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)=\nu_{k}(\mathbf{x})_{k}+\omega_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right) \tag{9.3}
\end{equation*}
$$

\]

The cost functional is to be minimized subject to the system equations

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\boldsymbol{\xi}_{k} \quad k=0,1, \ldots, N-1 \tag{9.4}
\end{equation*}
$$

and the measurement equations

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{h}_{k}\left(\mathbf{x}_{k}\right)+\zeta_{k} \quad k=1, \ldots, N \tag{9.5}
\end{equation*}
$$

where
$\mathbf{x}=n$-element state vector,
$\mathbf{u}=m$-element control vector,
$\mathbf{y}=r$-element observation vector.
It is assumed that $\mathbf{x}_{0}$ and $\left(\boldsymbol{\xi}_{k}, \boldsymbol{\zeta}_{k+1}\right)_{k=0}^{N-1}$ are independent gaussian vectors with statistics

$$
\begin{array}{ll}
E\left\{\mathbf{x}_{0}\right\}=\hat{\mathbf{x}}_{0 \mid 0} & \operatorname{cov}\left(\mathbf{x}_{0}\right)=\boldsymbol{\Sigma}_{0 \mid 0} \\
E\left\{\boldsymbol{\xi}_{k}\right\}=0 & \operatorname{cov}\left(\boldsymbol{\xi}_{k}\right)=\mathbf{Q}_{k}  \tag{9.6}\\
E\left\{\boldsymbol{\zeta}_{k}\right\}=0 & \operatorname{cov}\left(\boldsymbol{\zeta}_{k}\right)=\mathbf{R}_{k}
\end{array}
$$

As discussed in Chap. 5, we seek a control which is a closed-loop rather than a feedback control [see Bar-Shalom and Tse (1976b)], the distinction being that the feedback control depends only on past measurements and random variables while the closed-loop control includes some consideration of future measurements and random variables. In fact the control used here is of the form

$$
\begin{equation*}
\mathbf{u}_{k}=\mathbf{u}_{k}\left(\mathbf{Y}^{k}, \mathbf{U}^{k-1}, C_{N}, \mathbf{D}, \boldsymbol{\Sigma}^{N-1}, \mathbf{Q}^{N-1}, \mathbf{R}^{N}\right) \tag{9.7}
\end{equation*}
$$

where

$$
\mathbf{Y}^{k}=\left(\mathbf{y}_{j}\right)_{j=1}^{k} \quad \mathbf{U}^{k-1}=\left(\mathbf{u}_{j}\right)_{j=0}^{k-1} \quad \mathbf{Q}^{N-1}=\left(\mathbf{Q}_{j}\right)_{j=0}^{N-1} \quad \mathbf{R}^{N}=\left(\mathbf{R}_{j}\right)_{j=1}^{N}
$$

and where $C_{N}$ is the cost functional, $\mathbf{D}$ is the systems dynamics $\mathbf{f}_{k}(\cdot)$ for $k=0,1, \ldots, N-1$, and $\boldsymbol{\Sigma}^{N-1}=\left(\boldsymbol{\Sigma}_{j}\right)_{j=k}^{N-1}$, where $\boldsymbol{\Sigma}_{k}$ is an estimate of $\boldsymbol{\Sigma}$ at $k$ based on $\mathbf{Y}^{k}$ and $\mathbf{U}^{k-1}$ and $\left(\boldsymbol{\Sigma}_{j}\right)_{k+1}^{N-1}$ is a projection of $\boldsymbol{\Sigma}$ for future time periods based on $\mathbf{Y}^{k}, \mathbf{U}^{k-1}$, and the statistical description of the future measurements. So the control depends on the estimated state-variable covariance matrix at time $k$
and on projections of this same matrix which take account of the fact that system noises will be increasing the variance but also that future measurements can be used to decrease the variance of the state vector. Also, it is assumed here that $\mathbf{Q}$ and $\mathbf{R}$ are known for all future time periods.

The dual-control method used here is said to be a wide-sense method in that it employs the first and second moments $\hat{\mathbf{x}}$ and $\boldsymbol{\Sigma}$ in computing the optimal control. Higher moments are ignored.

### 9.3 Dynamic Programming Problem and Search Method

As stated in Eq. (6.18), the dynamic-programming problem at time $k$ is to find $\mathbf{u}_{k}$ to minimize the expected cost-to-go, i.e.,

$$
\begin{equation*}
J_{N-k}^{*}=\min _{\mathbf{u}_{k}} E\left\{L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+J_{N-k-1}^{*} \mid \mathbf{Y}^{k}, \mathbf{U}^{k-1}\right\} \tag{9.8}
\end{equation*}
$$

The first problem then is to describe the search method over the space $\mathbf{u}_{k}$.
Since the search for the optimal control $\mathbf{u}_{k}^{*}$ is initiated from the certaintyequivalence control $\mathbf{u}_{k}^{\mathrm{CE}}$, it is necessary first to solve the certainty-equivalence problem.

Repeated values of $\mathbf{u}_{k}$ are chosen, and the cost-to-go is evaluated for each set of control values. If $\mathbf{u}_{k}$ is a scalar quantity, a line search is appropriate; in Tse and Bar-Shalom (1973) a quadratic fit method is used. If $\mathbf{u}_{k}$ is a vector, more general gradient or grid-search methods can be used. However, the function $J_{N-k}^{*}\left(\mathbf{u}_{k}\right)$ may have multiple local optima. Therefore, if gradient methods are used, they should be given multiple starting points. Because of the presence of local optima, Kendrick (1979) employed both a quasi-Newton gradient method and a grid-search technique. ${ }^{2}$

### 9.4 Computing the Approximate Cost-to-Go

In order to evaluate Eq. (9.8), an approximate cost-to-go must be computed, and this requires a nominal path on which the second-order Taylor expansion of $J_{N-k-1}^{*}$ can be evaluated.

[^28]
## Choosing the Nominal Path

The nominal path is $\left(\mathbf{x}_{j+1}^{\mathrm{CE}}, \mathbf{u}_{j}^{\mathrm{CE}}\right)_{j=k+1}^{N-1}$, that is, the certainty-equivalence path of values which minimize the cost functional from time $k+1$ to $N$ with all random variables set to their mean values. In order to solve the problem one must have the value $\mathbf{x}_{k+1}$ as an initial condition. This value is obtained by using the current search value of $\mathbf{u}_{k}$ to obtain an estimate $\hat{\mathbf{x}}_{k+1 \mid k}$ of the state at time $k+1$ as projected with data available at time $k$. In order to do this, consider the system equation (9.4)

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\boldsymbol{\xi}_{k} \tag{9.9}
\end{equation*}
$$

and expand it to second order about $\hat{\mathbf{x}}_{k \mid k}$, the current estimate of the state, and $\mathbf{u}_{k}^{\tau}$, the current search value of $\mathbf{u}_{k}$. This yields (see Appendix 母 for derivation)

$$
\begin{align*}
\mathbf{x}_{k+1} \approx & \mathbf{f}_{k}\left(\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right)+\left[\mathbf{f}_{\mathbf{x}}\right]\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right] \\
& +\left[\mathbf{f}_{\mathbf{u}}\right]\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\tau}\right]+\frac{1}{2} \sum_{i} \mathbf{e}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]^{\prime} \mathbf{f}_{\mathbf{x x}}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right] \\
& +\frac{1}{2} \sum_{i} \mathbf{e}^{i}\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\tau}\right]^{\prime} \mathbf{f}_{\mathbf{u u}}^{i}\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\tau}\right] \\
& +\sum_{i} \mathbf{e}^{i}\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\tau}\right]^{\prime} \mathbf{f}_{\mathbf{u x}}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]+\boldsymbol{\xi}_{k} \tag{9.10}
\end{align*}
$$

Taking the expected value of Eq. (9.10) with data through period $k$ and setting $\mathbf{u}_{k}=\mathbf{u}_{k}^{\tau}$, since we wish to find $\hat{\mathbf{x}}_{k+1 \mid k}$ conditional on $\mathbf{u}_{k}=\mathbf{u}_{k}^{\tau}$, yields

$$
\begin{equation*}
\hat{\mathbf{x}}_{k+1 \mid k} \approx \mathbf{f}_{k}\left(\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right)+\frac{1}{2} E\left\{\sum_{i} \mathbf{e}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]^{\prime} \mathbf{f}_{\mathbf{x x}}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]\right\} \tag{9.11}
\end{equation*}
$$

In Appendix $B$ it is shown that the expected value of a quadratic form is

$$
\begin{equation*}
E\left\{\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right\}=\hat{\mathbf{x}} \mathbf{A} \hat{\mathbf{x}}+\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] \tag{9.12}
\end{equation*}
$$

where $\hat{\mathbf{x}}=E\{\mathbf{x}\}$ and $\boldsymbol{\Sigma}=\operatorname{cov}(\mathbf{x})$. The application of this result to Eq. (9.11) yields

$$
\begin{equation*}
\hat{\mathbf{x}}_{k+1 \mid k}=\mathbf{f}_{\mathbf{x}}\left(\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right)+\frac{1}{2} \sum_{i} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right] \tag{9.13}
\end{equation*}
$$

since $E\left\{\mathbf{x}_{k}\right\}=\hat{\mathbf{x}}_{k \mid k}$ and $\boldsymbol{\Sigma}_{k \mid k}=E\left\{\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]^{\prime}\right\}$.
Therefore, given the current statistics on $\mathbf{x}$, namely $\left(\hat{\mathbf{x}}_{k \mid k}, \boldsymbol{\Sigma}_{k \mid k}\right)$, and the current search value of the control $\mathbf{u}_{k}$, one can use Eq. (9.13) to obtain $\hat{\mathbf{x}}_{k+1 \mid k}$, next period's state as estimated with data available through period $k$.

As indicated above, $\hat{\mathbf{x}}_{k+1 \mid k}$ then provides the initial condition for the certaintyequivalence problem to find a nominal path from periods $k+1$ to $N$. If the resulting certainty-equivalence problem is a quadratic linear problem, the Riccati method can be used. If the problem is a general nonlinear problem, a gradient method like the conjugate gradient used by Kendrick and Taylor (1970) or a variable-metric algorithm used by Norman and Norman (1973) can be used. Now define the nominal path as $\left(\mathbf{x}_{o, j+1}, \mathbf{u}_{o j}\right)_{j=k+1}^{N-1}$ and set it equal to the certaintyequivalence path $\left(\mathbf{x}_{j+1}^{\mathrm{CE}}, \mathbf{u}_{j}^{\mathrm{CE}}\right)_{j=k+1}^{N-1}$.

## Second-Order Expansion of the Optimal Cost-to-Go

Following Eq. (6.10) the optimal cost-to-go at period $k+1$ can be written as

$$
\begin{align*}
J_{N-k-1}^{*}= & \min _{\mathbf{u}_{k+1}} E\{\cdots \\
& \left.\min _{\mathbf{u}_{N-2}} E\left\{\min _{\mathbf{u}_{N-1}} E\left\{C_{N-k-1} \mid \mathcal{P}^{N-1}\right\} \mid \mathcal{P}^{N-2}\right\} \cdots \mathcal{P}^{k+1}\right\} \tag{9.14}
\end{align*}
$$

where

$$
\begin{gather*}
C_{N-k-1}=L_{N}\left(\mathbf{x}_{N}\right)+\sum_{j=k+1}^{N-1} L_{j}\left(\mathbf{x}_{j}, \mathbf{u}_{j}\right)  \tag{9.15}\\
\mathcal{P}^{k}=\left(\hat{\mathbf{x}}_{k \mid k}, \boldsymbol{\Sigma}_{k \mid k}\right)
\end{gather*}
$$

A second-order expansion of Eq. (9.15) about the nominal path is then

$$
\begin{equation*}
C_{N-k-1}=C_{o, N-k-1}+\Delta C_{N-k-1} \tag{9.16}
\end{equation*}
$$

where $C_{o, N-k-1}$ is the zeroth-order term in the expansion and $\Delta C_{N-k-1}$ is the first- and second-order terms. Then

$$
\begin{equation*}
C_{o, N-k-1}=L_{N}\left(\mathbf{x}_{o, N}\right)+\sum_{j=k+1}^{N-1} L_{j}\left(\mathbf{x}_{o j}, \mathbf{u}_{o j}\right) \tag{9.17}
\end{equation*}
$$

and

$$
\begin{align*}
\boldsymbol{\Delta} C_{N-k-1}= & \mathbf{L}_{N \mathbf{x}} \boldsymbol{\delta} \mathbf{x}_{N}+\frac{1}{2} \delta \mathbf{x}_{N}^{\prime} \mathbf{L}_{N, \mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{N} \\
& +\sum_{j=k+1}^{N-1}\left(\mathbf{L}_{j \mathbf{x}}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\frac{1}{2} \delta \mathbf{x}_{j}^{\prime} \mathbf{L}_{j, \mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j}+\boldsymbol{\delta} \mathbf{x}_{j} L_{j, \mathbf{x u}} \delta \mathbf{u}_{j}\right. \\
& \left.+\mathbf{L}_{j \mathbf{u}}^{\prime} \delta \mathbf{u}_{j}+\frac{1}{2} \delta \mathbf{u}_{j}^{\prime} \mathbf{L}_{j, \mathbf{u u}} \delta \mathbf{u}_{j}\right) \tag{9.18}
\end{align*}
$$

where $\mathbf{L}_{N \mathbf{x}}, \mathbf{L}_{j \mathbf{x}}$, and $\mathbf{L}_{j \mathbf{u}}$ are the gradients and $\mathbf{L}_{N, \mathbf{x x}}, \mathbf{L}_{j, \mathbf{x x}}, \mathbf{L}_{j, \mathbf{x u}}$, and $\mathbf{L}_{j, \mathbf{u u}}$ are the hessians evaluated at $\mathbf{x}_{o N}, \mathbf{x}_{o j}$, and $\mathbf{u}_{o j}$ and

$$
\delta \mathbf{x}_{j}=\mathbf{x}_{j}-\mathbf{x}_{o j} \quad \delta \mathbf{u}_{j}=\mathbf{u}_{j}-\mathbf{u}_{o j}
$$

Substitution of Eqs. (9.16) to (9.18) into Eq. (9.14) then yields an approximate optimal cost-to-go of the form

$$
\begin{equation*}
J_{N-k-1}^{*}=J_{o, N-k-1}^{*}+\boldsymbol{\Delta} J_{N-k-1}^{*} \tag{9.19}
\end{equation*}
$$

where

$$
\begin{gather*}
J_{o, N-k-1}^{*}=C_{o, N-k-1}  \tag{9.20}\\
\boldsymbol{\Delta} J_{N-k-1}^{*}=\min _{\delta \mathbf{u}_{k+1}} E\left\{\cdots \min _{\delta \mathbf{u}_{N-1}} E\left\{\boldsymbol{\Delta} C_{N-k-1} \mid \mathcal{P}^{N-1}\right\} \ldots \mathcal{P}^{k+1}\right\} \tag{9.21}
\end{gather*}
$$

Here the motivation for dividing $J^{*}$ into zeroth-order terms and first- and secondorder terms becomes apparent. The expectation of the zeroth-order term is simply itself since it contains no random variables but only the nominal-path variables. The first- and second-order terms now constitute a separate optimization problem with a quadratic criterion. This criterion is minimized subject to system equations, which are constituted from the expansion of the original system equations. This can be obtained by rewriting Eq. (9.10) in perturbation form as

$$
\begin{align*}
\boldsymbol{\delta} \mathbf{x}_{k+1}= & \mathbf{f}_{\mathbf{x}} \boldsymbol{\delta} \mathbf{x}_{k}+\mathbf{f}_{\mathbf{u}} \boldsymbol{\delta} \mathbf{u}_{k} \\
& +\sum_{i=1}^{n} \mathbf{e}^{i}\left(\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{k}^{\prime} \mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\delta} \mathbf{x}_{k}+\boldsymbol{\delta} \mathbf{x}_{k}^{\prime} \mathbf{f}_{\mathbf{x u}}^{i} \boldsymbol{\delta} \mathbf{u}_{k}+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{k}^{\prime} \mathbf{f}_{\mathbf{u u}}^{i} \boldsymbol{\delta} \mathbf{u}_{k}\right) \\
& +\boldsymbol{\xi}_{k} \tag{9.22}
\end{align*}
$$

where all the derivatives are evaluated on the nominal path and are for period $k$ unless otherwise noted. In Eq. (9.22) $n$ is the number of state variables.

Now Eqs. (9.21) and (9.22) constitute a problem with a quadratic criterion and quadratic system equations. It is assumed that the solution to this problem can be represented up to second-order terms by the quadratic form

$$
\begin{equation*}
\boldsymbol{\Delta} J_{N-k-1}^{*}=g_{k+1}+E\left\{\left.\mathbf{p}_{k+1}^{\prime} \boldsymbol{\delta} \mathbf{x}_{k+1}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{k+1}^{\prime} \mathbf{K}_{k+1} \boldsymbol{\delta} \mathbf{x}_{k+1} \right\rvert\, \mathcal{P}^{k+1}\right\} \tag{9.23}
\end{equation*}
$$

where $g$, $\mathbf{p}$, and $\mathbf{K}$ are parameters to be determined below. Equation (9.23) embodies the important observation that the approximate optimal cost-to-go is a quadratic function of the current state of the system.

In the following section the recursion equations for the parameters $g, \mathbf{p}$, and $\mathbf{K}$ will be derived, and it will be demonstrated that the assumed quadratic form (9.23) is correct.

## Solution of the Perturbation Problem for $J_{N-k-1}^{*}$

In Eq. (9.8) the optimal cost-to-go was written as

$$
\begin{equation*}
J_{N-j}^{*}=\min _{\mathbf{u}_{j}} E\left\{L_{j}\left(\mathbf{x}_{j}, \mathbf{u}_{j}\right)+J_{N-j-1}^{*} \mid \mathbf{Y}^{j}, \mathbf{U}^{j-1}\right\} \tag{9.24}
\end{equation*}
$$

Expanding Eq. (9.24) to second order around the path ( $\mathrm{x}_{o j}, \mathbf{u}_{o j}$ ) yields

$$
\begin{aligned}
J_{N-j}^{*}= & \min _{\delta \mathbf{u}_{j}} E\left\{L_{j}\left(\mathbf{x}_{o j}, \mathbf{u}_{o j}\right)+\mathbf{L}_{\mathbf{x}}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{L}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j}+\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{L}_{\mathbf{x u}} \delta \mathbf{u}_{j}\right. \\
& \left.\left.+\mathbf{L}_{\mathbf{u}}^{\prime} \boldsymbol{\delta} \mathbf{u}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathbf{L}_{\mathbf{u u}} \boldsymbol{\delta} \mathbf{u}_{j}+J_{o, N-j-1}^{*}+\Delta J_{N-j-1}^{*} \right\rvert\, \mathbf{Y}^{j}, \mathbf{U}^{j-1}\right\}
\end{aligned}
$$

Removal of the constant terms provides

$$
\begin{align*}
J_{N-j}^{*}-L_{j}\left(\mathbf{x}_{o j}, \mathbf{u}_{o j}\right)-J_{o, N-j-1}^{*}= & \min _{\delta \mathbf{u}_{j}} E\left\{\mathbf{L}_{\mathbf{x}}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{L}_{\mathbf{x} \mathbf{x}} \boldsymbol{\delta} \mathbf{x}_{j}\right. \\
& +\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{L}_{\mathbf{x u}} \boldsymbol{\delta} \mathbf{u}_{j}+\mathbf{L}_{\mathbf{u}}^{\prime} \delta \mathbf{u}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathbf{L}_{\mathbf{u u}} \delta \mathbf{u}_{j} \\
& \left.+\Delta J_{N-j-1}^{*} \mid \mathbf{Y}^{j}, \mathbf{U}^{j-1}\right\} \tag{9.25}
\end{align*}
$$

Substitution of the optimal cost-to-go for the perturbation problem $\Delta J_{N-j-1}^{*}$ from Eq. (99.23) yields

$$
\begin{align*}
\Delta J_{N-j}^{*}=J_{N-j}^{*}-J_{o, N-j}^{*}= & \min _{\delta \mathbf{u}_{j}} E\left\{\mathbf{L}_{\mathbf{x}}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\frac{1}{2} \delta \mathbf{x}_{j}^{\prime} \mathbf{L}_{\mathbf{x x}} \delta \mathbf{x}_{j}+\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{L}_{\mathbf{x u}} \delta \mathbf{u}_{j}\right. \\
& +\mathbf{L}_{\mathbf{u}}^{\prime} \delta \mathbf{u}_{j}+\frac{1}{2} \delta \mathbf{u}_{j}^{\prime} \mathbf{L}_{\mathbf{u u}} \boldsymbol{\delta} \mathbf{u}_{j} \\
& +E\left\{g_{j+1}+\mathbf{p}_{j+1}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j+1}\right. \\
& \left.\left.\left.+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j+1}^{\prime} \mathbf{K}_{j+1} \boldsymbol{\delta} \mathbf{x}_{j+1} \right\rvert\, \mathcal{P}^{j+1}\right\} \mid \mathcal{P}^{j}\right\} \tag{9.26}
\end{align*}
$$

The expression above indicates the method that Bar-Shalom, Tse, and Larson (1974) use to demonstrate that the solution to the quadratic quadratic-perturbation control problem can be written as a quadratic form (9.23). No proof as such is stated, but a partial proof is given by the method of induction. It is assumed in Eq. (9.26) that the optimal cost-to-go for the perturbation problem for period $j+1$ is a quadratic form, and it is then shown that the optimal cost-to-go in period $j$ will also be a quadratic form. The demonstration could thus be converted into a proof by showing that the optimal cost-to-go at the final time $(\operatorname{period} N)$ is a quadratic form. It then follows through the induction that this holds for all other time periods.

To proceed with the demonstration (and with the derivation of the recursions for $g, \mathbf{p}$, and $\mathbf{K}$ ) it is necessary to transform Eq. (9.26) so that it is a function of $\boldsymbol{\delta} \mathbf{x}_{j}$ only and not of $\boldsymbol{\delta} \mathbf{x}_{j+1}$ and $\delta \mathbf{u}_{j}$. The method of removing these last two sets of terms is to use the second-order expansion of the system equations (9.22) to eliminate $\boldsymbol{\delta} \mathbf{x}_{j+1}$ and then to find the optimal control rule for $\delta \mathbf{u}_{j}$ as a function of $\delta \mathbf{x}_{j}$ in order to eliminate the $\delta \mathbf{u}_{j}$ 's.

Substitution of Eq. (9.22) into Eq. (9.26) yields

$$
\begin{align*}
\Delta J_{N-j}^{*}= & \min _{\delta \mathbf{u}_{j}}\left\{\mathbf{L}_{\mathbf{x}}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{L}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j}+\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{L}_{\mathbf{x u}} \boldsymbol{\delta} \mathbf{u}_{j}\right. \\
& +\mathbf{L}_{\mathbf{u}}^{\prime} \boldsymbol{\delta} \mathbf{u}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathbf{L}_{\mathbf{u u}} \boldsymbol{\delta} \mathbf{u}_{j}+g_{j+1} \\
+ & E\left\{\mathbf { p } _ { j + 1 } ^ { \prime } \left[\mathbf{f}_{\mathbf{x}} \boldsymbol{\delta} \mathbf{x}_{j}+\mathbf{f}_{\mathbf{u}} \boldsymbol{\delta} \mathbf{u}_{j}+\sum_{i=1}^{n} \mathbf{e}^{i}\left(\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\delta} \mathbf{x}_{j}\right.\right.\right. \\
& \left.\left.+\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{f}_{\mathbf{x u}}^{i} \boldsymbol{\delta} \mathbf{u}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathbf{f}_{\mathbf{u u}}^{i} \boldsymbol{\delta} \mathbf{u}_{j}\right)+\boldsymbol{\xi}_{j}\right] \\
+ & \frac{1}{2}\left[\mathbf{f}_{\mathbf{x}} \boldsymbol{\delta} \mathbf{x}_{j}+\mathbf{f}_{\mathbf{u}} \boldsymbol{\delta} \mathbf{u}_{j}+\sum_{i=1}^{n} \mathbf{e}^{i}\left(\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\delta} \mathbf{x}_{j}+\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{f}_{\mathbf{x u}}^{i} \boldsymbol{\delta} \mathbf{u}_{j}\right.\right. \\
& \left.\left.\quad+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathbf{f}_{\mathbf{u u}}^{i} \boldsymbol{\delta} \mathbf{u}_{j}\right)+\boldsymbol{\xi}_{j}\right]^{\prime} \mathbf{K}_{j+1} \\
& \times\left[\mathbf{f}_{\mathbf{x}} \boldsymbol{\delta} \mathbf{x}_{j}+\mathbf{f}_{\mathbf{u}} \boldsymbol{\delta} \mathbf{u}_{j}+\sum_{i=1}^{n} \mathbf{e}^{i}\left(\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\delta} \mathbf{x}_{j}+\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{f}_{\mathbf{x u}}^{i} \boldsymbol{\delta} \mathbf{u}_{j}\right.\right. \\
& \left.\left.\left.\left.+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathbf{f}_{\mathbf{u u}}^{i} \boldsymbol{\delta} \mathbf{u}_{j}\right)+\boldsymbol{\xi}_{j}\right] \mid \mathcal{P}^{j+1}\right\} \mid \mathcal{P}^{j}\right\} \tag{9.27}
\end{align*}
$$

All derivatives, namely $\mathbf{L}_{\mathbf{x}}, \mathbf{L}_{\mathrm{xx}}, \mathbf{L}_{\mathrm{xu}}, \mathbf{L}_{\mathbf{u}}, \mathbf{L}_{\mathrm{uu}}, \mathbf{f}_{\mathrm{x}}, \mathbf{f}_{\mathrm{xx}}^{i}, \mathbf{f}_{\mathbf{u}}, \mathbf{f}_{\mathrm{uu}}^{i}$, and $\mathbf{f}_{\mathrm{xu}}^{i}$, are for time period $j$.

Now define

$$
\begin{equation*}
H_{j} \equiv L_{j}\left(\mathbf{x}_{j}, \mathbf{u}_{j}\right)+\mathbf{p}_{j+1}^{\prime} \mathbf{f}_{j} \tag{9.28}
\end{equation*}
$$

so that

$$
\begin{gather*}
\mathbf{H}_{\mathbf{x}}=\mathbf{L}_{\mathbf{x}}+\mathbf{f}_{\mathbf{x}}^{\prime} \mathbf{p}_{j+1} \quad \mathbf{H}_{\mathbf{u}}=\mathbf{L}_{\mathbf{u}}+\mathbf{f}_{\mathbf{u}}^{\prime} \mathbf{p}_{j+1} \\
\mathbf{H}_{\mathbf{x x}}=\mathbf{L}_{\mathbf{x x}}+\sum_{i=1}^{n}\left[\left(\mathbf{e}^{i}\right)^{\prime} \mathbf{p}_{j+1}\right] \mathbf{f}_{\mathbf{x x}}^{i} \quad \mathbf{H}_{\mathbf{u u}}=\mathbf{L}_{\mathbf{u u}}+\sum_{i=1}^{n}\left[\left(\mathbf{e}^{i}\right)^{\prime} \mathbf{p}_{j+1}\right] \mathbf{f}_{\mathbf{u u}}^{i}  \tag{9.29}\\
\mathbf{H}_{\mathbf{x u}}=\mathbf{L}_{\mathbf{x u}}+\sum_{i=1}^{n}\left[\left(\mathbf{e}^{i}\right)^{\prime} \mathbf{p}_{j+1}\right] \mathbf{f}_{\mathbf{x u}}^{i}
\end{gather*}
$$

Then simplify Eq. (9.27) by substituting Eq. (9.29) into it and by dropping terms which are higher than second order. The result is

$$
\begin{align*}
\Delta J_{N-j}^{*}= & \min _{\delta \mathbf{u}_{j}} E\left\{\mathbf{H}_{\mathbf{x}}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\mathbf{H}_{\mathbf{u}}^{\prime} \boldsymbol{\delta} \mathbf{u}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{H}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j}\right. \\
& +\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{H}_{\mathbf{x u}} \boldsymbol{\delta} \mathbf{u}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathbf{H}_{\mathbf{u u}} \boldsymbol{\delta} \mathbf{u}_{j}+g_{j+1} \\
& +E\left\{\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{f}_{\mathbf{x}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathbf{x}} \boldsymbol{\delta} \mathbf{x}_{j}+\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{f}_{\mathbf{x}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathbf{u}} \boldsymbol{\delta} \mathbf{u}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathbf{f}_{\mathbf{u}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathbf{u}} \boldsymbol{\delta} \mathbf{u}_{j}\right. \\
& \left.\left.\left.+\frac{1}{2} \boldsymbol{\xi}_{j}^{\prime} \mathbf{K}_{j+1} \boldsymbol{\xi}_{j} \right\rvert\, \mathcal{P}^{j+1}\right\} \mid \mathcal{P}^{j}\right\} \tag{9.30}
\end{align*}
$$

In order to simplify Eq. (9.30) further define
$\mathcal{H}_{\mathrm{xx}}=\mathbf{H}_{\mathrm{xx}}+\mathbf{f}_{\mathrm{x}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathrm{x}} \quad \mathcal{H}_{\mathrm{ux}}=\mathbf{H}_{\mathrm{ux}}+\mathbf{f}_{\mathbf{u}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathrm{x}} \quad \mathcal{H}_{\mathrm{uu}}=\mathbf{H}_{\mathrm{uu}}+\mathbf{f}_{\mathbf{u}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathbf{u}}$
Then taking the expectation over $\mathcal{P}^{j+1}$ and substituting Eq. (9.31) into Eq. (9.30) yields

$$
\begin{align*}
\Delta J_{N-j}^{*}= & \min _{\delta \mathbf{u}_{j}} E\left\{\mathbf{H}_{\mathbf{x}}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\mathbf{H}_{\mathbf{u}}^{\prime} \delta \mathbf{u}_{j}+g_{j+1}\right. \\
& +\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathcal{H}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j}+\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathcal{H}_{\mathbf{x u}} \boldsymbol{\delta} \mathbf{u}_{j} \\
& \left.\left.+\frac{1}{2} \delta \mathbf{u}_{j}^{\prime} \mathcal{H}_{\mathbf{u u}} \boldsymbol{\delta} \mathbf{u}_{j}+\frac{1}{2} \boldsymbol{\xi}_{j}^{\prime} \mathbf{K}_{j+1} \boldsymbol{\xi}_{j} \right\rvert\, \mathcal{P}^{j}\right\} \tag{9.32}
\end{align*}
$$

Taking expectations over $\mathcal{P}^{j}$ and again using the trace operator discussed in Appendix Byields

$$
\begin{align*}
\Delta J_{N-j}^{*}= & \min _{\delta \mathbf{u}_{j}} E\left\{\mathbf{H}_{\mathbf{x}}^{\prime} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\mathbf{H}_{\mathbf{u}}^{\prime} \boldsymbol{\delta} \mathbf{u}_{j}+g_{j+1}\right. \\
& +\frac{1}{2} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathcal{H}_{\mathbf{x} \mathbf{x}} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathcal{H}_{\mathbf{x u}} \boldsymbol{\delta} \mathbf{u}_{j} \\
& \left.+\frac{1}{2} \boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathcal{H}_{\mathbf{u u}} \boldsymbol{\delta} \mathbf{u}_{j}+\frac{1}{2} \operatorname{tr}\left[\mathcal{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right]+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}\right]\right\} \tag{9.33}
\end{align*}
$$

where

$$
\begin{gathered}
\boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}=E\left\{\boldsymbol{\delta} \mathbf{x}_{j} \mid \mathcal{P}^{j}\right\} \\
\boldsymbol{\Sigma}_{j \mid j}=E\left\{\left[\boldsymbol{\delta} \mathbf{x}_{j}-\boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}\right]\left[\boldsymbol{\delta} \mathbf{x}_{j}-\boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}\right]^{\prime} \mid \mathcal{P}^{j}\right\} \\
\mathbf{Q}_{j}=E\left\{\boldsymbol{\xi}_{j} \boldsymbol{\xi}_{j}^{\prime} \mid \mathcal{P}^{j}\right\}
\end{gathered}
$$

since

$$
E\left\{\boldsymbol{\xi}_{j}\right\}=\mathbf{0}
$$

The minimization operation in Eq. (9.33) transforms it into

$$
\begin{equation*}
\mathbf{H}_{\mathbf{u}}^{\prime}+\boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathcal{H}_{\mathrm{xu}}+\boldsymbol{\delta} \mathbf{u}_{j}^{\prime} \mathcal{H}_{\mathbf{u u}}=\mathbf{0} \tag{9.34}
\end{equation*}
$$

or

$$
\begin{equation*}
\delta \mathbf{u}_{j}=-\mathcal{H}_{\mathbf{u u}}^{-1}\left\{\mathcal{H}_{\mathbf{x u}}^{\prime} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\mathbf{H}_{\mathbf{u}}\right\} \tag{9.35}
\end{equation*}
$$

which is the optimal perturbation control rule.
Substitution of Eq. (9.35) into Eq. (9.32) and dropping the minimization operator results in

$$
\begin{align*}
\Delta J_{N-j}^{*}= & E\left\{\mathbf{H}_{\mathbf{x}}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}-\mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathcal{H}_{\mathbf{x u}}^{\prime} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}-\mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}\right. \\
& +g_{j+1}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathcal{H}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j} \\
& -\delta \mathbf{x}_{j}^{\prime} \mathcal{H}_{\mathbf{x u}} \mathcal{H}_{\mathbf{u u}}^{-1} \mathcal{H}_{\mathbf{x u}}^{\prime} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}-\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathcal{H}_{\mathbf{x u}} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}} \\
& +\frac{1}{2}\left[\left(\mathbf{H}_{\mathbf{u}}^{\prime}+\boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathcal{H}_{\mathbf{x u}}\right) \mathcal{H}_{\mathbf{u u}}^{-1}\right] \mathcal{H}_{\mathbf{u u}}\left[\mathcal{H}_{\mathbf{u u}}^{-1}\left(\mathcal{H}_{\mathbf{x u}}^{\prime} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\mathbf{H}_{\mathbf{u}}\right)\right] \\
& \left.\left.+\frac{1}{2} \boldsymbol{\xi}_{j}^{\prime} \mathbf{K}_{j+1} \boldsymbol{\xi}_{j} \right\rvert\, \mathcal{P}^{j}\right\} \tag{9.36}
\end{align*}
$$

Next define

$$
\begin{equation*}
\mathcal{A}_{\mathrm{xx}}=\mathcal{H}_{\mathrm{ux}}^{\prime} \mathcal{H}_{\mathrm{uu}}^{-1} \mathcal{H}_{\mathrm{ux}} \tag{9.37}
\end{equation*}
$$

Then substitute Eq. (9.37) into Eq. (9.36) and collect terms to obtain

$$
\begin{align*}
\boldsymbol{\Delta} J_{N-j}^{*}= & E\left\{g_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\left(\mathbf{H}_{\mathbf{x}}-\mathcal{H}_{\mathbf{x u}} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}\right)^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathcal{H}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j}\right. \\
& \left.\left.-\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathcal{A}_{\mathbf{x x}} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\frac{1}{2} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathcal{A}_{\mathbf{x x}} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\frac{1}{2} \boldsymbol{\xi}_{j}^{\prime} \mathbf{K}_{j} \boldsymbol{\xi}_{j} \right\rvert\, \mathcal{P}^{j}\right\} \tag{9.38}
\end{align*}
$$

Removal of the constant terms from the expectation leaves (also using $\mathcal{H}_{\text {xu }}^{\prime}=$ $\mathcal{H}_{\mathbf{u x}}$ )

$$
\begin{align*}
\Delta J_{N-j}^{*}= & g_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u \mathbf { u }}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}\right] \\
& +E\left\{\left.\left[\mathbf{H}_{\mathbf{x}}-\mathcal{H}_{\mathbf{u x}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}\right]^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathcal{H}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j} \right\rvert\, \mathcal{P}^{j}\right\} \\
& -\frac{1}{2} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathcal{A}_{\mathbf{x x}} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j} \tag{9.39}
\end{align*}
$$

Now recall from the discussion of the trace operator in Appendix B that

$$
\begin{equation*}
E\left\{\boldsymbol{\delta} \mathbf{x}_{j \mid j}^{\prime} \mathcal{A}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j} \mid \mathcal{P}^{j}\right\}=\boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathcal{A}_{\mathbf{x x}} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\operatorname{tr}\left[\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{9.40}
\end{equation*}
$$

Solving Eq. 9.40) for the $\delta \hat{\mathrm{x}}^{\prime} \mathcal{A} \boldsymbol{\delta} \hat{\mathrm{x}}$ term and substituting the result back into Eq. (9.39) yields

$$
\begin{align*}
\Delta J_{N-j}^{*}= & g_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \\
& +E\left\{\left.\left(\mathbf{H}_{\mathbf{x}}-\mathcal{H}_{\mathbf{u x}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}\right)^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathcal{H}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j} \right\rvert\, \mathcal{P}^{j}\right\} \\
& -\frac{1}{2} E\left\{\boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathcal{A}_{\mathbf{x x}} \boldsymbol{\delta} \mathbf{x}_{j} \mid \mathcal{P}^{j}\right\} \tag{9.41}
\end{align*}
$$

or

$$
\begin{equation*}
\boldsymbol{\Delta} J_{N-j}^{*}=g_{j}+E\left\{\left.\mathbf{p}_{j}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{K}_{j} \boldsymbol{\delta} \mathbf{x}_{j} \right\rvert\, \mathcal{P}^{j}\right\} \tag{9.42}
\end{equation*}
$$

where

$$
\begin{gather*}
g_{j}=g_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right]  \tag{9.43}\\
\mathbf{p}_{j}=\mathbf{H}_{\mathbf{x}}-\mathcal{H}_{\mathbf{u x}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}} \tag{9.44}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathbf{K}_{j}=\mathcal{H}_{\mathrm{xx}}-\mathcal{A}_{\mathrm{xx}} \tag{9.45}
\end{equation*}
$$

Expression (9.42), which gives the approximate optimal cost-to-go at time $j$ for the perturbation problem, is a quadratic function of the state of the system at time $j$. Thus the induction has shown that if the approximate optimal cost-to-go at time $j+1$ is quadratic, it will also be quadratic at time $j$. Also expressions (9.43) to (9.45) provide the recursions on $g$, $\mathbf{p}$, and $\mathbf{K}$ which were sought.

Slightly different expressions of the recursions on $g, \mathbf{p}$, and $\mathbf{K}$ are given in Bar-Shalom, Tse, and Larson (1974) and in Tse, Bar-Shalom, and Meier (1973). Since both sets of results will be used in this book, Appendix $\mathbb{C}$ shows the equivalence of the two sets of recursions.

## Partial Solution of the $g$ Recursion

Expressions (9.42) to (9.45) provide a method of calculating the perturbation approximate cost-to-go, i.e., the approximate cost-to-go for the first- and secondorder terms in the Taylor expansion. These terms can be added to the zeroth-order term in the expansion to get the full approximate cost-to-go. However, before doing that it is useful to partially solve the difference equation for $g$ in order to provide a clear separation of the stochastic terms from the nonstochastic terms in it.

In order to solve Eq. (9.43) define

$$
\begin{equation*}
A_{j} \equiv \frac{1}{2} \mathbf{H}_{\mathbf{u} j}^{\prime} \mathcal{H}_{\mathbf{u u}, j}^{-1} \mathbf{H}_{\mathbf{u} j} \tag{9.46}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{j} \equiv \frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{9.47}
\end{equation*}
$$

so that Eq. (9.43) can be written as

$$
\begin{equation*}
g_{j}=g_{j+1}-A_{j}+B_{j} \tag{9.48}
\end{equation*}
$$

Then solve Eq. (9.48) by working backward from period $N$

$$
\begin{gather*}
g_{N-1}=g_{N}-A_{N-1}+B_{N-1}  \tag{9.49}\\
g_{N-2}=g_{N-1}-A_{N-2}+B_{N-2} \tag{9.50}
\end{gather*}
$$

Then substitute Eq. (9.49) into Eq. (9.50) to obtain

$$
\begin{align*}
g_{N-2} & =g_{N}-A_{N-1}+B_{N-1}-A_{N-2}+B_{N-2} \\
& =g_{N}-\sum_{j=N-2}^{N-1} A_{j}+\sum_{j=N-2}^{N-1} B_{j} \tag{9.51}
\end{align*}
$$

or in general

$$
\begin{equation*}
g_{N-k}=g_{N}-\sum_{j=N-k}^{N-1} A_{j}+\sum_{j=N-k}^{N-1} B_{j} \tag{9.52}
\end{equation*}
$$

so the $g$ difference equation has been solved for both the $A$ and the $B$; however, it was desired only to solve it partially for the $B$ term. Therefore we define

$$
\begin{equation*}
\gamma_{j} \equiv \gamma_{j+1}-A_{j} \quad \gamma_{N}=0 \tag{9.53}
\end{equation*}
$$

or

$$
\begin{gather*}
\gamma_{N-1}=\gamma_{N}-A_{N-1}  \tag{9.54}\\
\gamma_{N-2}=\gamma_{N-1}-A_{N-2}=\gamma_{N}-A_{N-1}-A_{N-2} \tag{9.55}
\end{gather*}
$$

or in general

$$
\begin{equation*}
\gamma_{N-k}=\gamma_{N}-\sum_{j=N-k}^{N-1} A_{j}=-\sum_{j=N-k}^{N-1} A_{j} \tag{9.56}
\end{equation*}
$$

Substitution of Eq. (9.56) into Eq. (9.52) yields

$$
\begin{equation*}
g_{N-k}=g_{N}+\gamma_{N-k}+\sum_{j=N-k}^{N-1} B_{j} \tag{9.57}
\end{equation*}
$$

Then the use of the fact that $g_{n}=0$ (from Appendix C) and substitution of the definition of $B$ in Eq. (9.47) back into Eq. (9.57) results in

$$
\begin{equation*}
g_{N-k}=\gamma_{N-k}+\frac{1}{2} \sum_{j=N-k}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{9.58}
\end{equation*}
$$

or

$$
\begin{equation*}
g_{k+1}=\gamma_{k+1}+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{9.59}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{k} \equiv \gamma_{k+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}, k}^{\prime} \mathcal{H}_{\mathbf{u u}, k}^{-1} \mathbf{H}_{\mathbf{u}, k} \tag{9.60}
\end{equation*}
$$

### 9.5 Obtaining a Deterministic Approximation for the Cost-to-Go

Substitution of Eq. (9.59) into the perturbation cost-to-go expression (9.23) yields

$$
\begin{align*}
\boldsymbol{\Delta} J_{N-k-1}^{*}= & \gamma_{k+1}+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \\
& +E\left\{\left.\mathbf{p}_{k+1}^{\prime} \boldsymbol{\delta} \mathbf{x}_{k+1}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{k+1}^{\prime} \mathbf{K}_{k+1} \boldsymbol{\delta} \mathbf{x}_{k+1} \right\rvert\, \mathcal{P}^{k+1}\right\} \tag{9.61}
\end{align*}
$$

Expression (9.61) then provides the optimal perturbation cost-to-go (the first- and second-order terms in Taylor expansion). Next this term is added to the zerothorder term (9.20). So substitution of Eqs. (9.61) and (9.20) into Eq. (9.19) yields

$$
\begin{align*}
J_{N-k-1}^{*}= & C_{o, N-k-1}+\gamma_{k+1}+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \\
& +E\left\{\left.\mathbf{p}_{k+1}^{\prime} \boldsymbol{\delta} \mathbf{x}_{k+1}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{k+1}^{\prime} \mathbf{K}_{k+1} \boldsymbol{\delta} \mathbf{x}_{k+1} \right\rvert\, \mathcal{P}^{k+1}\right\} \tag{9.62}
\end{align*}
$$

which is the approximate optimal cost-to-go at period $k+1$.
Substitution of Eq. (9.62) into Eq. (9.8) provides the optimal cost-to-go at period $k$,

$$
\begin{align*}
J_{N-k}^{*}= & \min _{\mathbf{u}_{k}} E\left\{L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+C_{o, N-k-1}+\gamma_{k+1}\right. \\
& +\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \\
& \left.\left.+E\left\{\left.\mathbf{p}_{k+1}^{\prime} \boldsymbol{\delta} \mathbf{x}_{k+1}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{k+1}^{\prime} \mathbf{K}_{k+1} \boldsymbol{\delta} \mathbf{x}_{k+1} \right\rvert\, \mathcal{P}^{k+1}\right\} \right\rvert\, \mathcal{P}^{k}\right\} \tag{9.63}
\end{align*}
$$

Next use the result that

$$
\begin{array}{r}
E\left\{\left.E\left\{\left.\mathbf{p}_{k+1}^{\prime} \boldsymbol{\delta} \mathbf{x}_{k+1}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{k+1}^{\prime} \mathbf{K}_{k+1} \boldsymbol{\delta} \mathbf{x}_{k+1} \right\rvert\, \mathcal{P}^{k+1}\right\} \right\rvert\, \mathcal{P}^{k}\right\} \\
=E\left\{\left.\mathbf{p}_{k+1}^{\prime} \boldsymbol{\delta} \mathbf{x}_{k+1}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{k+1}^{\prime} \mathbf{K}_{k+1} \boldsymbol{\delta} \mathbf{x}_{k+1} \right\rvert\, \mathcal{P}^{k}\right\} \tag{9.64}
\end{array}
$$

i.e., since $\mathcal{P}^{k+1} \supset \mathcal{P}^{k}$, the expression reduces to one taken over the smaller set. Then

$$
\begin{equation*}
E\left\{\mathbf{p}_{k+1}^{\prime} \boldsymbol{\delta} \mathbf{x}_{k+1} \mid \mathcal{P}^{k}\right\}=\mathbf{p}_{k+1}^{\prime} E\left\{\boldsymbol{\delta} \mathbf{x}_{k+1} \mid \mathcal{P}^{k}\right\}=\mathbf{0} \tag{9.65}
\end{equation*}
$$

and

$$
\begin{align*}
E\left\{\left.\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{k+1}^{\prime} \mathbf{K}_{k+1} \boldsymbol{\delta} \mathbf{x}_{k+1} \right\rvert\, \mathcal{P}^{k}\right\} & =\frac{1}{2} \boldsymbol{\delta} \hat{\mathbf{x}}_{k+1 \mid k}^{\prime} \mathbf{K}_{k+1} \boldsymbol{\delta} \hat{\mathbf{x}}_{k+1 \mid k}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}\right] \\
& =\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}\right] \tag{9.66}
\end{align*}
$$

since $\delta \hat{\mathbf{x}}_{k+1 \mid k}=\mathbf{0}$ from Eq. (9.65). Substituting the results of Eqs. (9.64) to (9.66) into Eq. (9.63) and taking the expectation over the remaining terms yields

$$
\begin{align*}
J_{N-k}^{*}= & \min _{\mathbf{u}_{k}}\left\{L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+C_{o, N-k-1}+\gamma_{k+1}\right. \\
& \left.+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right]+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}\right]\right\} \tag{9.67}
\end{align*}
$$

The reader may recall that a search is made over values of $\mathbf{u}_{k}$ in order to find minimum of the function (9.67). Next we substitute Eq. (9.3) into Eq. (9.67). Since $\nu_{k}$ does not depend on $\mathbf{u}_{k}$, we can drop this term, leaving only the terms which are dependent on $\mathbf{u}_{k}$ in Eq. (9.3), i.e.,

$$
\begin{align*}
J_{d, N-k}^{*}= & \min _{\mathbf{u}_{k}}\left\{\omega_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)+C_{o, N-k-1}+\gamma_{k+1}\right. \\
& \left.+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}\right]+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right]\right\} \tag{9.68}
\end{align*}
$$

where $J_{d, N-k}^{*}$ is the optimal cost-to-go, which is dependent on $\mathbf{u}_{k}$.
The expression (9.68) can then be used in the search to find the best choice of $\mathbf{u}_{k}$ at period $k$. An alternative formulation of Eq. (9.68) which is used less in the further development in this book is

$$
\begin{align*}
J_{d, N-k}^{*}= & \min _{\mathbf{u}_{k}}\left\{\omega_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)+J_{o, N-k-1}+\gamma_{k+1}\right\} \\
& +\frac{1}{2} \operatorname{tr}\left\{\left(\boldsymbol{\Sigma}_{k+1 \mid k}-\boldsymbol{\Sigma}_{k+1 \mid k+1}\right) \mathbf{K}_{k+1}+\mathbf{L}_{N, \mathbf{x x}} \boldsymbol{\Sigma}_{N \mid N}\right. \\
& \left.+\sum_{j=k+1}^{N-1}\left[\mathbf{H}_{\mathbf{x x}, j} \boldsymbol{\Sigma}_{j \mid j}+\left(\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right) \mathbf{K}_{j+1}\right]\right\} \tag{9.69}
\end{align*}
$$

This expression could be used in the search, since Eq. (9.69) is equivalent to Eq. (9.68) $3^{3}$ The derivation of Eq. (9.69) from Eq. (9.68) is given in Appendix $\mathbb{E}$.

In order to evaluate either (9.68) or (9.69) one needs the values of $\left(\Sigma_{j \mid j}\right)_{j=k+1}^{N-1}$. The next section outlines the method used to project these covariance matrices.

[^29]
### 9.6 Projection of Covariance Matrices

When projections of economic data are made to compute both future means and variances, one ordinarily finds a rapidly growing variance so that the confidence which can be attached to predictions in the distant future is sharply limited. The same phenomenon would occur here except for the fact that it is assumed that future measurements will be made. So the dynamics and the system-equation noise cause the variance to increase and the measurements cause the variance to decrease. Also the noise in the measurement equation modifies the ability of the measurements to decrease the variance.

These notions are embodied in the mathematical model in the distinction between

$$
\begin{equation*}
\boldsymbol{\Sigma}_{k+1 \mid k}=E\left\{\left[\mathbf{x}_{k+1}-\hat{\mathbf{x}}_{k+1 \mid k}\right]\left[\mathbf{x}_{k+1}-\hat{\mathbf{x}}_{k+1 \mid k}\right]^{\prime} \mid \mathbf{Y}^{k}\right\} \tag{9.70}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Sigma}_{k+1 \mid k+1}=E\left\{\left[\mathbf{x}_{k+1}-\hat{\mathbf{x}}_{k+1 \mid k+1}\right]\left[\mathbf{x}_{k+1}-\hat{\mathbf{x}}_{k+1 \mid k+1}\right]^{\prime} \mid \mathbf{Y}^{k+1}\right\} \tag{9.71}
\end{equation*}
$$

where

$$
\hat{\mathbf{x}}_{k+1 \mid k}=E\left\{\mathbf{x}_{k+1} \mid \mathbf{Y}^{k}\right\}
$$

and

$$
\hat{\mathbf{x}}_{k+1 \mid k+1}=E\left\{\mathbf{x}_{k+1} \mid \mathbf{Y}^{k+1}\right\} \quad \text { for } \mathbf{Y}^{k}=\left(\mathbf{y}_{j}\right)_{j=1}^{k}
$$

That is, $\boldsymbol{\Sigma}_{k+1 \mid k}$ is the covariance matrix in period $k+1$ calculated from observations through period $k$, and $\boldsymbol{\Sigma}_{k+1 \mid k+1}$ is the covariance matrix in period $k+1$ as calculated with observations through period $k+1$.

Consider first the method of obtaining $\Sigma_{k+1 \mid k}$. To do so one can use the system equations (9.4), make a second-order expansion of them as in Eq. (9.10), and set $\mathbf{u}_{k}=\mathbf{u}_{k}^{\tau}$ to obtain

$$
\begin{align*}
\mathbf{x}_{k+1} \approx & \mathbf{f}_{k}\left(\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right)+\mathbf{f}_{\mathbf{x}}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right] \\
& +\frac{1}{2} \sum_{i} \mathbf{e}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]^{\prime} \mathbf{f}_{\mathbf{x x}}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]+\boldsymbol{\xi}_{k} \tag{9.72}
\end{align*}
$$

Also, the mean-value term $\hat{\mathbf{x}}_{k+1 \mid k}$ was obtained earlier in Eq. (9.13) as

$$
\begin{equation*}
\hat{\mathbf{x}}_{k+1 \mid k} \approx \mathbf{f}_{k}\left[\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right]+\frac{1}{2} \sum_{i} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right] \tag{9.73}
\end{equation*}
$$

Then using Eqs. (9.72) and (9.73), we have

$$
\begin{align*}
\mathbf{x}_{k+1}-\hat{\mathbf{x}}_{k+1 \mid k}= & \mathbf{f}_{\mathbf{x}}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]+\frac{1}{2} \sum_{i} \mathbf{e}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right] \mathbf{f}_{\mathbf{x x}}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right] \\
& +\boldsymbol{\xi}_{k}-\frac{1}{2} \sum_{i} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right] \tag{9.74}
\end{align*}
$$

The use of Eq. (9.74) in Eq. (9.70) yields

$$
\begin{align*}
\boldsymbol{\Sigma}_{k+1 \mid k}= & E\left\{\left[\mathbf{x}_{k+1}-\hat{\mathbf{x}}_{k+1 \mid k}\right]\left[\mathbf{x}_{k+1}-\hat{\mathbf{x}}_{k+1 \mid k}\right]^{\prime}\right\} \\
= & E\left\{\mathbf{f}_{\mathbf{x}}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]^{\prime} \mathbf{f}_{\mathbf{x}}^{\prime}\right\} \\
& +\frac{1}{4} E\left\{\left[\sum_{i} \mathbf{e}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]^{\prime} \mathbf{f}_{\mathbf{x x}}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]\right]\right. \\
& \left.\left.\times\left[\sum_{j} \mathbf{e}^{j}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]^{\prime} \mathbf{f}_{\mathbf{x x}}^{j}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]\right]^{\prime}\right\}\right\} \\
& +E\left\{\boldsymbol{\xi}_{k} \boldsymbol{\xi}_{k}^{\prime}\right\}+\frac{1}{4} E\left\{\left[\sum_{i} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right]\right]\left[\sum_{j} \mathbf{e}^{j} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{j} \boldsymbol{\Sigma}_{k \mid k}\right]\right]^{\prime}\right\} \\
& -\frac{1}{2} E\left\{\left[\sum_{i} \mathbf{e}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k} \mathbf{f}^{\prime} \mathbf{f}_{\mathbf{x x}}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]\right]\left[\sum_{j} \mathbf{e}^{j} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{j} \boldsymbol{\Sigma}_{k \mid k}\right]\right]^{\prime}\right]\right\} 9
\end{align*}
$$

since the other cross terms are equal to zero after expectations are taken. Next Eq. (9.75) can be rewritten as

$$
\begin{align*}
\boldsymbol{\Sigma}_{k+1 \mid k}= & \mathbf{f}_{\mathbf{x}} \boldsymbol{\Sigma}_{k \mid k} \mathbf{f}_{\mathbf{x}}^{\prime}+\frac{1}{4} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} E\left\{\left[\left(\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right)^{\prime} \mathbf{f}_{\mathbf{x x}}^{i}\left(\mathbf{x}_{k}-\mathbf{x}_{k \mid k}\right)\right]\right. \\
& \left.\times\left[\left(\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right)^{\prime} \mathbf{f}_{\mathbf{x x}}^{j}\left(\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right)\right]^{\prime}\right\} \\
& +\mathbf{Q}_{k}+\frac{1}{4}\left[\sum_{i} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right]\right]\left[\sum_{j} \mathbf{e}^{j} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{j} \boldsymbol{\Sigma}_{k \mid k}\right]\right]^{\prime} \\
& -\frac{1}{2}\left[\sum_{j} \mathbf{e}^{j} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{j} \boldsymbol{\Sigma}_{k \mid k}\right]\right]\left[\sum_{i} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right]\right]^{\prime} \tag{9.76}
\end{align*}
$$

Using the result derived in Appendix Fthat

$$
E\left[\left(\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right)\left(\mathbf{x}^{\prime} \mathbf{B} \mathbf{x}\right)\right]=2 \operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma} \mathbf{B} \boldsymbol{\Sigma}]+\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] \operatorname{tr}[\mathbf{B} \boldsymbol{\Sigma}]
$$

one obtains 4

$$
\frac{1}{4} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} E\left\{\left[\left(\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right)^{\prime} \mathbf{f}_{\mathbf{x x}}^{i}\left(\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right)\right]\left[\left(\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right)^{\prime} \mathbf{f}_{\mathbf{x x}}^{j}\left(\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right)\right]^{\prime}\right\}
$$

[^30]\[

$$
\begin{equation*}
=\frac{1}{2} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k} \mathbf{f}_{\mathrm{xx}}^{j} \boldsymbol{\Sigma}_{k \mid k}\right]+\frac{1}{4} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right] \operatorname{tr}\left[\mathbf{f}_{\mathrm{xx}}^{j} \boldsymbol{\Sigma}_{k \mid k}\right] \tag{9.77}
\end{equation*}
$$

\]

Substitution of Eq. (9.77) into Eq. (9.76) yields

$$
\begin{equation*}
\boldsymbol{\Sigma}_{k+1 \mid k}=\mathbf{f}_{\mathbf{x}} \boldsymbol{\Sigma}_{k \mid k} \mathbf{f}_{\mathbf{x}}^{\prime}+\mathbf{Q}_{k}+\frac{1}{2} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k} \mathbf{f}_{\mathbf{x x}}^{j} \boldsymbol{\Sigma}_{k \mid k}\right] \tag{9.78}
\end{equation*}
$$

This expression propagates the covariance one period forward through the system equations.

The next step is to devise an expression for $\boldsymbol{\Sigma}_{k+1 \mid k+1}$ based on a knowledge of $\boldsymbol{\Sigma}_{k+1 \mid k}$ and on the covariance of the measurement noise $\mathbf{R}_{k+1}$. This is done by applying the method of the Kalman filter to the measurement equation (9.5)

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{h}_{k}\left(\mathbf{x}_{k}\right)+\zeta_{k} \tag{9.79}
\end{equation*}
$$

A first-order Taylor expansion of this equation is

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{h}\left(\mathbf{x}_{o, k}\right)+\mathbf{h}_{\mathbf{x}, k}\left[\mathbf{x}_{k}-\mathbf{x}_{o, k}\right]+\boldsymbol{\zeta}_{k} \tag{9.80}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{\delta} \mathbf{y}_{k}=\mathbf{h}_{\mathbf{x}, k} \boldsymbol{\delta} \mathbf{x}_{k}+\boldsymbol{\zeta}_{k} \tag{9.81}
\end{equation*}
$$

and the $(k+1)$ th-period version of Eq. (9.81) is

$$
\begin{equation*}
\boldsymbol{\delta} \mathbf{y}_{k+1}=\mathbf{h}_{\mathbf{x}, k+1} \boldsymbol{\delta} \mathbf{x}_{k+1}+\boldsymbol{\zeta}_{k+1} \tag{9.82}
\end{equation*}
$$

At the time when the measurement relationship (9.82) is used, the covariance matrix for $\boldsymbol{\delta} \mathbf{x}_{k+1}$,

$$
\begin{equation*}
\boldsymbol{\Sigma}_{k+1 \mid k}=E\left\{\left[\mathbf{x}_{k+1}-\hat{\mathbf{x}}_{k+1 \mid k}\right]\left[\mathbf{x}_{k+1}-\hat{\mathbf{x}}_{k+1 \mid k}\right]^{\prime} \mid \mathbf{Y}^{k}\right\} \tag{9.83}
\end{equation*}
$$

is known from Eq. (9.78) above, and the covariance matrix for $\boldsymbol{\zeta}_{k+1}$ is given as $\mathbf{R}$.
In Appendix $D$ the Kalman filter for a linear observation equation like Eq. (9.82) is derived following the method given in Bryson and Ho (1969). The notational equivalence between the appendix and Eqs. (9.82) and (9.83) is given in Table 9.1. The result obtained in Appendix $D$ as (D.41) is

$$
\boldsymbol{\Sigma}=\mathbf{M}-\left[\mathbf{M h}_{\mathbf{x}}^{\prime}\right]\left[\mathbf{h}_{\mathbf{x}} \mathbf{M h} \mathbf{h}_{\mathbf{x}}^{\prime}+\mathbf{R}+\frac{1}{2} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M h}_{\mathbf{x x}}^{j} \mathbf{M}\right]\right]^{-1}\left[\mathbf{h}_{\mathbf{x}} \mathbf{M}\right]
$$

Table 9.1: Notational equivalence

| Eq. (D.17) | Eqs. (9.82) and (9.83) |
| :--- | :--- |
| $\mathbf{z}=\mathbf{H x}+\mathbf{v}$ | $\boldsymbol{\delta} \mathbf{y}_{k+1}=\mathbf{h}_{\mathbf{x}, k+1} \boldsymbol{\delta} \mathbf{x}_{k+1}+\boldsymbol{\zeta}_{k+1}$ |
| $\mathbf{z}$ | $\boldsymbol{\delta} \mathbf{y}_{k+1}$ |
| $\mathbf{H}$ or $\mathbf{h}_{\mathbf{x}}$ | $\mathbf{h}_{\mathbf{x}, k+1}$ |
| $\mathbf{x}$ | $\boldsymbol{\delta} \mathbf{x}_{k+1}$ |
| $\mathbf{v}$ | $\boldsymbol{\zeta}_{k+1}$ |
| $\mathbf{M}=\operatorname{cov}(\mathbf{x})$ | $\boldsymbol{\Sigma}_{k+1 \mid k}=\operatorname{cov}\left(\boldsymbol{\delta} \mathbf{x}_{k+1} \mid \mathbf{Y}^{k}\right)$ |
| $\boldsymbol{\Sigma}=\operatorname{cov}(\mathbf{x} \mid \mathbf{z}) \boldsymbol{\Sigma}_{k+1 \mid k+1}=\operatorname{cov}\left(\boldsymbol{\delta} \mathbf{x}_{k+1} \mid \mathbf{Y}^{k+1}\right)$ |  |
| $\mathbf{R}=\operatorname{cov}(\mathbf{v})$ | $\mathbf{R}=\operatorname{cov}\left(\boldsymbol{\zeta}_{k+1}\right)$ |

so the equivalent result for Eqs. $(9.82)$ to 9.83$)$ is

$$
\begin{equation*}
\boldsymbol{\Sigma}_{k+1 \mid k+1}=\left[\mathbf{I}-\mathbf{V}_{k+1} \mathbf{h}_{\mathbf{x}, k+1}\right] \boldsymbol{\Sigma}_{k+1 \mid k} \tag{9.84}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{V}_{k+1}=\boldsymbol{\Sigma}_{k+1 \mid k} \mathbf{h}_{\mathbf{x}, k+1}^{\prime} \times \\
& {\left[\mathbf{h}_{\mathbf{x}, k+1} \boldsymbol{\Sigma}_{k+1 \mid k} \mathbf{h}_{\mathbf{x}, k+1}^{\prime}+\mathbf{R}_{k+1}+\frac{1}{2} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j} \operatorname{tr}\left(\mathbf{h}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k+1 \mid k} \mathbf{h}_{\mathbf{x x}}^{j} \boldsymbol{\Sigma}_{k+1 \mid k}\right)\right]^{-1}} \tag{9.85}
\end{align*}
$$

Expressions (9.84) and (9.85) provide a means of determining $\boldsymbol{\Sigma}_{k+1 \mid k+1}$ from $\boldsymbol{\Sigma}_{k+1 \mid k}$, and Eq. (9.78) can be used to determine $\boldsymbol{\Sigma}_{k+1 \mid k}$ from $\boldsymbol{\Sigma}_{k \mid k}$. These expressions taken together enable one to make a projection of the state covariance matrix which takes into account (1) the process noise, (2) the measurement noise, and (3) the fact of future measurements.

Examination of Eq. (9.78) shows that the greater the premeasurement state and the state covariance $\Sigma_{k \mid k}$ the greater the premeasurement state covariance $\Sigma_{k+1 \mid k}$ in the next period. Also Eq. (9.84) shows that the postmeasurement covariance matrix in the next period $\Sigma_{k+1 \mid k+1}$ will be the same as the premeasurement covariance $\boldsymbol{\Sigma}_{k+1 \mid k}$ except that it is decreased by the term $\mathbf{V h}_{\mathbf{x}}$. Of course $\mathbf{h}_{\mathbf{x}}$ is determined by the nature of the measurement function. V in turn depends inversely on the measurement-noise covariance $\mathbf{R}$, as shown in Eq. (9.85). Thus the larger $\mathbf{R}$ the smaller the decrease in the state-covariance matrix by the
measurement process. Also the larger the premeasurement covariance $\Sigma_{k+1 \mid k}$ the less effective the measurement in reducing the state covariance.

So Eqs. (9.78), (9.84), and (9.85) can be used to project $\left(\Sigma_{j \mid j}\right)_{j=k+1}^{N-1}$ beginning from $\Sigma_{k \mid k}$. These covariance matrices can be used in Eqs. (9.68) or (9.69), along with other terms which are already known, in order to compute the approximate cost-to-go associated with each choice of the control variable $\mathbf{u}_{k}$ in the search to find that $\mathbf{u}_{k}$ which provides the minimum cost-to-go. This then completes the discussion of what is done in each time period to find the control $\mathbf{u}_{k}$ to apply at that period.

### 9.7 Summary of the Search for the Optimal Control in Period $k$

In brief summary, the method is to do a search on $\mathbf{u}_{k}$ by evaluating the cost-togo. [Eq. (9.68)] for each choice of $\mathbf{u}_{k}$ and then selecting that value of $\mathbf{u}_{k}$ which minimizes the cost-to-go. The evaluation of Eq. (9.68) requires (1) the solution of the certainty-equivalence problem about a path beginning from $\mathbf{x}_{k+1}$ (which is obtained by applying the current search value of $\mathbf{u}_{k}$ to the process equations), (2) the evaluation of matrices of partial derivatives along that certainty-equivalence path, and (3) the projection of the covariance matrices $\Sigma$ for all future time periods. Since all three of the steps must be repeated each time a search value of $\mathbf{u}_{k}$ is chosen, the evaluation of Eq. (9.68) for each $\mathbf{u}_{k}$ is a computationally expensive process.

After this control has been chosen, it is applied and the new state $\mathbf{x}_{k+1}$ is determined with the passage of time and the effect of the control. Then an estimate is made of the mean and covariance of the new state of the system, and the search for the optimal control for the next period is begun. The next section provides a discussion of the procedure for updating the estimates of the mean and covariance of the system. This is to be distinguished from the process of projecting the covariance matrix $\Sigma$ for all time periods. The first process will be called updating and the second process will be referred to as projecting. Tse, Bar-Shalom, and Meier (1973) use the same Kalman filter approach for both updating and projecting $\Sigma$; however, that need not necessarily be done. Since the projection must be done as many times as there are search steps in each time period while the updating is done only each time period, more sophisticated and time-consuming methods for each estimation may be used for updating than for
projecting.

### 9.8 Updating the Covariance Matrix

Here the second-order Kalman filter method is used for both updating and projection. This method is outlined in Appendix D. The results of this appendix provide the mean and covariance of state conditional on the measurement, i.e., Eqs. (D.39) and (D.41). Writing these expressions in the notation of the present problem provides

$$
\begin{align*}
& \hat{\mathbf{x}}_{k+1 \mid k+1}=E\left\{\mathbf{x}_{k+1} \mid \mathbf{y}_{k+1}\right\}^{\prime} \\
&=\hat{\mathbf{x}}_{k+1 \mid k}+\mathbf{V}_{k+1}\left[\mathbf{y}_{k+1}-\mathbf{h}_{x, k+1} \hat{\mathbf{x}}_{k+1 \mid k}\right]  \tag{9.86}\\
& \boldsymbol{\Sigma}_{k+1 \mid k+1}=\left[\mathbf{I}-\mathbf{V}_{k+1} \mathbf{h}_{\mathbf{x}, k+1}\right] \boldsymbol{\Sigma}_{k+1 \mid k} \tag{9.87}
\end{align*}
$$

where $\mathrm{V}_{k+1}$ is defined in Eq. (9.85) and, from Eq. (9.13),

$$
\begin{equation*}
\hat{\mathbf{x}}_{k+1 \mid k}=\mathbf{f}_{k}\left(\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{*}\right)+\frac{1}{2} \sum_{i} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right] \tag{9.88}
\end{equation*}
$$

with $\mathbf{u}_{k}^{*}$ the optimal control from the search in period $k$.

### 9.9 Summary of the Algorithm

The algorithm begins at period $k$ with estimates of the mean $\hat{\mathbf{x}}_{k \mid k}$ and covariance $\Sigma_{k \mid k}$ given. A search is then begun to find the optimal control $\mathbf{u}_{k}^{*}$ to be used in period $k$. For each trial choice of $\mathbf{u}_{k}$ the optimal cost-to-go function (9.68) is evaluated, and this process is continued until satisfactory convergence is obtained.

The evaluation of Eq. (9.68) involves the steps discussed in Sec. 9.7, After the control $\mathbf{u}_{k}^{*}$ has been chosen, it is applied to the system and the process is moved one step forward in time. Then a new measure $y_{k}$ is taken, and updated estimates of the mean and covariance of the state are calculated. Then the search process for the best control for that period is begun.

## Chapter 10

## Quadratic Linear Active-Learning Stochastic Control with <br> Bo Hyun Kang

### 10.1 Introduction

This chapter applies the algorithm of Chap. 9 to the special case of a problem with a quadratic criterion function and linear system equations. It also provides a detailed derivation and explication of the results in Tse and Bar-Shalom (1973) and extends those results to (1) criterion functions which include a term in the product of state and control variables, (2) system equations in which there is an explicit constant term, and (3) controls $\mathbf{u}$ which are a vector rather than a scalar.

### 10.2 Problem Statement

### 10.2.1 Original System

The problem is to find the values of control variables in a set of linear system equations which will minimize the expected value of a quadratic criterion function when the parameters of the system equations are unknown. Also, the state variables are observed not directly but through a noisy measurement process. This problem can be written as follows:

$$
\text { Select } \mathbf{u}^{N-1}=(\mathbf{u})_{k=0}^{N-1} \text { to minimize the cost functional }
$$

$$
\begin{equation*}
J=E\left\{L_{N}\left(\mathbf{x}_{N}\right)+\sum_{k=0}^{N-1} L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)\right\} \tag{10.1}
\end{equation*}
$$

where

$$
\begin{align*}
L_{N}\left(\mathbf{x}_{N}\right) & =\frac{1}{2}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right]^{\prime} \mathbf{W}_{N}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right]  \tag{10.2}\\
L_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) & =\nu_{k}\left(\mathbf{x}_{k}\right)+\omega_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)  \tag{10.3}\\
\nu_{k}\left(\mathbf{x}_{k}\right) & =\frac{1}{2}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{W}_{k}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]  \tag{10.4}\\
\omega_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right) & =\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]  \tag{10.5}\\
\phi_{k}\left(\mathbf{u}_{k}\right) & =\frac{1}{2}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right] \tag{10.6}
\end{align*}
$$

subject to a discrete-time linear system

$$
\begin{align*}
\mathbf{x}_{k+1}= & \mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\mathbf{v}_{k} \\
= & \mathbf{A}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{x}_{k}+\mathbf{B}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{u}_{k}+\mathbf{c}_{k}\left(\boldsymbol{\theta}_{k}\right)+\mathbf{v}_{k} \\
& k=0,1, \ldots, N-1 \tag{10.7}
\end{align*}
$$

(The matrix $\mathbf{A}$ is a function of the subset of the uncertain coefficients in $\boldsymbol{\theta}$ which come from that matrix. The same applies to $\mathbf{B}$ and $\mathbf{c}$.)
and the measurement equations

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{H}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{x}_{k}+\mathbf{w}_{k} \quad k=1, \ldots, N \tag{10.8}
\end{equation*}
$$

where
$\mathbf{x}_{k}=$ state vector $-n$ vector,
$\mathbf{u}_{k}=$ control vector $-m$ vector,
$\tilde{\mathbf{x}}_{k}=$ desired path for state vector $-n$ vector,
$\widetilde{\mathbf{u}}_{k}=$ desired path for control vector,
$\mathbf{W}_{k}=$ penalty matrix on state variable deviations from desired path $(n \times n)$,
$\mathbf{F}_{k}=$ penalty on state control variable deviations from desired path $(n \times m)$,
$\boldsymbol{\Lambda}_{k}=$ penalty on control-variable deviations from desired path $(m \times m)$,
$\boldsymbol{\theta}_{k}=s$ vector containing a subset of the coefficients in $\mathbf{A}, \mathbf{B}$, and $\mathbf{c}$,
$\mathbf{A}_{k}\left(\boldsymbol{\theta}_{k}\right)=$ state-vector coefficient matrix $(n \times n)$,
$\mathbf{B}_{k}\left(\boldsymbol{\theta}_{k}\right)=$ control-vector coefficient matrix $(n \times m)$,
$\mathbf{c}_{k}\left(\boldsymbol{\theta}_{k}\right)=$ constant-coefficient vector $(n \times 1)$,
$\mathbf{H}_{k}\left(\boldsymbol{\theta}_{k}\right)=$ measurement-coefficient matrix $(r \times n)$,

$$
\begin{aligned}
\mathbf{v}_{k} & =\text { system noise }(n \times 1) \\
\mathbf{w}_{k} & =\text { measurement noise }(r \times 1) \\
\mathbf{y}_{k} & =\text { measurement vector }(r \times 1)
\end{aligned}
$$

The state vector $\mathbf{x}$ is not directly observed but is indirectly measured through $\mathbf{y}$. Also, it is assumed that the random coefficients $\boldsymbol{\theta}$ may follow a firstorder Markov process

$$
\begin{equation*}
\boldsymbol{\theta}_{k+1}=\mathbf{D}_{k} \boldsymbol{\theta}_{k}+\boldsymbol{\eta}_{k} \tag{10.9}
\end{equation*}
$$

where $\mathbf{D}_{k}$ is a known matrix and $\boldsymbol{\eta}_{k}$ is a random vector $(s \times 1)$.
The vectors $\mathbf{v}, \mathbf{w}, \boldsymbol{\eta}, \mathbf{x}_{0}$, and $\boldsymbol{\theta}_{0}$ are assumed to be mutually independent normally distributed random vectors with known mean and covariance

$$
\begin{align*}
\mathbf{x}_{0} & \sim N\left(\hat{\mathbf{x}}_{0}, \boldsymbol{\Sigma}_{0}^{\mathbf{x x}}\right) & \boldsymbol{\theta}_{0} \sim N\left(\hat{\boldsymbol{\theta}}_{0}, \boldsymbol{\Sigma}_{0}^{\boldsymbol{\theta} \boldsymbol{\theta}}\right) & \mathbf{v}_{k} \sim N\left(\mathbf{0}, \mathbf{Q}_{k}\right) \\
\mathbf{w}_{k} & \sim N\left(\mathbf{0}, \mathbf{R}_{k}\right) & \boldsymbol{\eta}_{k} \sim N\left(\mathbf{0}, \boldsymbol{\Gamma}_{k}\right) & \tag{10.10}
\end{align*}
$$

with $\Sigma_{0}^{\mathrm{xx}}, \Sigma_{0}^{\theta \theta}, \mathbf{Q}_{k}, \mathbf{R}_{k}$, and $\Gamma_{k}$ positive semidefinite. Also it is assumed that the unknown parameters enter linearly in $\mathbf{A}, \mathrm{B}$ and $\mathbf{c}$.

Note that the covariance matrix $\Gamma$ in Eq. (10.10) is not the same as the $\Gamma$ matrix used earlier in Eq. (6.21).

### 10.2.2 Augmented System

One approach to solving this problem is to treat the random parameters as additional state variables. 1 The state vector x is therefore augmented by the parameter vector $\boldsymbol{\theta}$ to create a new state vector $\mathbf{z}$,

$$
\mathbf{z}_{k}=\left[\begin{array}{c}
\mathbf{x}_{k}  \tag{10.11}\\
\boldsymbol{\theta}_{k}
\end{array}\right]
$$

The control problem can then be stated as

$$
\begin{equation*}
\text { Minimize } \quad J=E\left\{L_{N}\left(\mathbf{z}_{N}\right)+\sum_{k=0}^{N-1} L_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)\right\} \tag{10.12}
\end{equation*}
$$

subject to the system equation

$$
\begin{equation*}
\mathbf{z}_{k+1}=\mathbf{f}_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)+\boldsymbol{\xi}_{k} \tag{10.13}
\end{equation*}
$$

[^31]and the measurement equation
\[

$$
\begin{equation*}
\mathbf{y}_{k}^{z}=\mathbf{h}_{k}\left(\mathbf{z}_{k}\right)+\boldsymbol{\zeta}_{k} \tag{10.14}
\end{equation*}
$$

\]

where

$$
\begin{align*}
& L_{N}\left(\mathbf{z}_{N}\right)=\frac{1}{2}\left[\left(\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right)^{\prime}, \boldsymbol{\theta}_{N}^{\prime}\right]\left[\begin{array}{c:c}
\mathbf{W}_{N} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N} \\
\hdashline \boldsymbol{\theta}_{N}
\end{array}\right]  \tag{10.15}\\
& L_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)=\nu_{k}\left(\mathbf{z}_{k}\right)+\omega_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)  \tag{10.16}\\
& \nu_{k}\left(\mathbf{z}_{k}\right)=\frac{1}{2}\left[\left(\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right)^{\prime}, \boldsymbol{\theta}_{k}^{\prime}\right]\left[\begin{array}{c:c}
\mathbf{W}_{k} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k} \\
\hdashline \boldsymbol{\theta}_{k}
\end{array}\right]  \tag{10.17}\\
& \omega_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)=\left[\left(\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right)^{\prime}, \boldsymbol{\theta}_{k}^{\prime}\right]\left[\begin{array}{c}
\mathbf{F}_{k} \\
\hdashline \mathbf{0}
\end{array}\right]\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]  \tag{10.18}\\
& \phi_{k}\left(\mathbf{u}_{k}\right)=\frac{1}{2}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]  \tag{10.19}\\
& \mathbf{f}_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)=\left[\begin{array}{c}
\mathbf{f}^{\mathbf{x}}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right) \\
\hdashline \mathbf{f}^{\boldsymbol{\theta}}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)
\end{array}\right] \\
& =\left[\begin{array}{c}
\mathbf{A}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{x}_{k}+\mathbf{B}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{u}_{k}+\mathbf{c}_{k}\left(\boldsymbol{\theta}_{k}\right) \\
\mathbf{D}_{k} \boldsymbol{\theta}_{k}
\end{array}\right]  \tag{10.20}\\
& \boldsymbol{\xi}_{k}=\left[\begin{array}{c}
\mathbf{v}_{k} \\
\hdashline-\boldsymbol{\eta}_{k}
\end{array}\right]  \tag{10.21}\\
& \mathbf{h}_{k}\left(\mathbf{z}_{k}\right)=\left[\begin{array}{c}
\mathbf{H}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{x}_{k} \\
\hdashline \mathbf{0}
\end{array}\right]  \tag{10.22}\\
& \boldsymbol{\zeta}_{k}=\left[\begin{array}{c}
\mathbf{w}_{k} \\
-\mathbf{0}
\end{array}\right] \tag{10.23}
\end{align*}
$$

Problems (10.1) to (10.10) and (10.11) to (10.23) are equivalent; however, the first is described as a linear quadratic problem with random coefficients and the second as a nonlinear stochastic control problem. In fact the second problem is in the same form as the nonlinear problem discussed in Chap. 9 since that problem is nonlinear in $\mathbf{x}, \mathbf{u}$, and $\boldsymbol{\theta}$. Therefore, the method of Chap. 9 can now be applied to the problem.

### 10.3 The Approximate Optimal Cost-to-Go

Two approaches to evaluation of the approximate cost-to-go are discussed here. The first is based on Eq. (9.69), and the second is based on Eq. (9.68). Both
approaches have been used in numerical exercises by the author. First the approach of Eq. (9.69) was programmed and debugged. Then at a later date the programs were rewritten to use Eq. (9.68) since this approach offers the opportunity of separating the criterion function into deterministic, cautionary, and probing terms. Since in large part the same mathematics is needed to understand the two approaches, both will be discussed here.

Using the first approach, the approximate cost-to-go conditional on $\mathbf{u}_{k}$ for the augmented system can be written by using Eq. (9.69) as ${ }^{2}$

$$
\begin{align*}
J_{d, N-k}= & \omega_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)+J_{o, N-k-1}+\gamma_{k+1} \\
& +\frac{1}{2} \operatorname{tr}\left\{\left[\boldsymbol{\Sigma}_{k+1 \mid k}-\boldsymbol{\Sigma}_{k+1 \mid k+1}\right] \mathbf{K}_{k+1}+L_{N, \mathbf{z} \mathbf{z}} \boldsymbol{\Sigma}_{N \mid N}\right. \\
& \left.+\sum_{j=k+1}^{N-1}\left[\mathbf{H}_{\mathbf{z z}, j} \boldsymbol{\Sigma}_{j \mid j}+\left(\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right) \mathbf{K}_{j+1}\right]\right\} \tag{10.24}
\end{align*}
$$

where $J_{o, N-k-1}$ is the optimal cost-to-go obtained by solving the certaintyequivalence problem for the unaugmented system along a nominal path. $3^{3}$ Expression (10.24) can be further simplified by decomposing each term on the right-hand side.

First, from Eq. (10.15),

$$
\begin{equation*}
L_{N}=\frac{1}{2}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right]^{\prime} \mathbf{W}_{N}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right] \tag{10.25}
\end{equation*}
$$

Therefore,

$$
L_{N, \mathbf{z z}}=\left[\begin{array}{c:c}
L_{N, \mathbf{x}} & L_{N, \mathbf{x} \boldsymbol{\theta}} \\
\hdashline L_{N, \boldsymbol{\theta} \mathbf{x}} & L_{N, \boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]=\left[\begin{array}{c:c}
\mathbf{W}_{N} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

and
$L_{N, \mathbf{z z}} \boldsymbol{\Sigma}_{N \mid N}=\left[\begin{array}{c:c}\mathbf{W}_{N} & \mathbf{0} \\ \hdashline \mathbf{0} & \mathbf{0}\end{array}\right]\left[\begin{array}{c:c}\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \theta} \\ \hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}\end{array}\right]_{N \mid N}=\left[\begin{array}{c:c}\mathbf{W}_{N} \boldsymbol{\Sigma}^{\mathbf{x x}} & \mathbf{W}_{N} \boldsymbol{\Sigma}^{\mathrm{x} \theta} \\ \hdashline \mathbf{0} & \mathbf{0}\end{array}\right]$
and therefore,

$$
\begin{equation*}
\operatorname{tr}\left[L_{N, \mathbf{z z}} \boldsymbol{\Sigma}_{N \mid N}\right]=\operatorname{tr}\left[\mathbf{W}_{N} \boldsymbol{\Sigma}_{N \mid N}^{\mathbf{x x}}\right] \tag{10.26}
\end{equation*}
$$

[^32]Next in order to evaluate $J_{o, N-k-1}$, it is necessary to solve the certaintyequivalence (CE) problem for the unaugmented system. This problem is to choose a nominal control sequence $\left(\mathbf{u}_{o, j}\right)_{j=k+1}^{N-1}$ which minimizes

$$
\begin{align*}
J_{o, N-k-1}= & \frac{1}{2}\left[\mathbf{x}_{o, N}-\tilde{\mathbf{x}}_{N}\right]^{\prime} \mathbf{W}_{N}\left[\mathbf{x}_{o, N}-\tilde{\mathbf{x}}_{N}\right] \\
& +\sum_{j=k+1}^{N-1}\left(\frac{1}{2}\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{j}\right]^{\prime} \mathbf{W}_{j}\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{j}\right]+\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{j}\right]^{\prime} \mathbf{F}_{j}\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]\right. \\
& \left.+\frac{1}{2}\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]^{\prime} \boldsymbol{\Lambda}_{j}\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]\right) \tag{10.27}
\end{align*}
$$

subject to

$$
\begin{align*}
\mathbf{x}_{o, j+1} & =\mathbf{A}_{j}\left(\boldsymbol{\theta}_{o, j}\right) \mathbf{x}_{o, j}+\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o, j}\right) \mathbf{u}_{o, j}+\mathbf{c}_{j}\left(\boldsymbol{\theta}_{o, j}\right) \\
\mathbf{x}_{o, k+1} & =\hat{\mathbf{x}}_{k+1 \mid k} \tag{10.28}
\end{align*}
$$

where $\boldsymbol{\theta}_{o, j}, j=k+1, \ldots, N-1$, are generated by

$$
\begin{equation*}
\boldsymbol{\theta}_{o, j+1}=\mathbf{D}_{j} \boldsymbol{\theta}_{o, j} \quad \boldsymbol{\theta}_{o, k+1}=\hat{\boldsymbol{\theta}}_{k+1 \mid k} \tag{10.29}
\end{equation*}
$$

In this problem it is assumed that all parameters of the system equation (10.28) are known from Eq. (10.29), and this is indicated by using the subscript $o$. Also, in this particular CE problem the additive system noise terms and the measurement noise terms are ignored.

The certainty-equivalence solution for the above is summarized as follows (the derivation is given in Appendix (G). The tilde is used to indicate the $\mathbf{K}$, $\mathbf{p}$, and $\eta$ parameters for the certainty-equivalence problem for the unaugmented system to distinguish them from those for the augmented system.

The feedback rule for the optimal control is

$$
\begin{equation*}
\mathbf{u}_{o, j}=\mathbf{G}_{j} \mathbf{x}_{o, j}+\mathbf{g}_{j} \tag{10.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{G}_{j}=-\boldsymbol{\mu}_{j}\left[\mathbf{F}_{j}^{\prime}+\mathbf{B}_{j}^{\prime} \widetilde{\mathbf{K}}_{j+1} \mathbf{A}_{j}\right] \tag{10.31}
\end{equation*}
$$

and

$$
\mathbf{g}_{j}=-\boldsymbol{\mu}_{j}\left[\mathbf{B}_{j}^{\prime}\left(\widetilde{\mathbf{K}}_{j+1} \mathbf{c}_{j}+\tilde{\mathbf{p}}_{j+1}\right)-\mathbf{F}_{j}^{\prime} \tilde{\mathbf{x}}_{j}-\boldsymbol{\Lambda}_{j} \tilde{\mathbf{u}}_{j}\right]
$$

with

$$
\begin{equation*}
\boldsymbol{\mu}_{j}=\left[\mathbf{B}_{j}^{\prime} \widetilde{\mathbf{K}}_{j+1} \mathbf{B}_{j}+\boldsymbol{\Lambda}_{j}\right]^{-1} \tag{10.32}
\end{equation*}
$$

The recursions for $\widetilde{\mathbf{K}}$ and $\tilde{\mathbf{p}}$ are [from Eqs. (G.9) and (G.10)]. The tilde symbol is used in two different ways in this chapter. When it is used over $\mathbf{x}$ or $\mathbf{u}$ it signifies
desired paths of states and controls, respectively. When it is used over $\mathbf{K}$ and $\mathbf{p}$ it refers to the Riccati equations developed in Appendix $\mathbf{G}$.

$$
\widetilde{\mathbf{K}}_{j}=\mathbf{A}_{j}^{\prime} \widetilde{\mathbf{K}}_{j+1} \mathbf{A}_{j}-\left[\mathbf{A}_{j}^{\prime} \widetilde{\mathbf{K}}_{j+1} \mathbf{B}_{j}+\mathbf{F}_{j}\right] \boldsymbol{\mu}_{j}\left[\mathbf{F}_{j}^{\prime}+\mathbf{B}_{j}^{\prime} \widetilde{\mathbf{K}}_{j+1} \mathbf{A}_{j}\right]+\mathbf{W}_{j}
$$

with

$$
\begin{equation*}
\widetilde{\mathbf{K}}_{N}=\mathbf{W}_{N} \tag{10.33}
\end{equation*}
$$

and

$$
\begin{aligned}
\widetilde{\mathbf{p}}_{j}= & -\left[\mathbf{A}_{j}^{\prime} \widetilde{\mathbf{K}}_{j+1} \mathbf{B}_{j}+\mathbf{F}_{j}\right] \boldsymbol{\mu}_{j}\left[\mathbf{B}_{j}^{\prime}\left(\widetilde{\mathbf{K}}_{j+1} \mathbf{c}_{j}+\tilde{\mathbf{p}}_{j+1}\right)-\left(\mathbf{F}_{j}^{\prime} \tilde{\mathbf{x}}_{j}+\boldsymbol{\Lambda}_{j} \tilde{\mathbf{u}}_{j}\right)\right] \\
& +\mathbf{A}_{j}^{\prime}\left(\widetilde{\mathbf{K}}_{j+1} \mathbf{c}_{j}+\tilde{\mathbf{p}}_{j+1}\right)-\left(\mathbf{W}_{j} \tilde{\mathbf{x}}_{j}+\mathbf{F}_{j} \tilde{\mathbf{u}}_{j}\right)
\end{aligned}
$$

with

$$
\begin{equation*}
\tilde{\mathbf{p}}_{N}=-\mathbf{W}_{N} \tilde{\mathbf{x}}_{N} \tag{10.34}
\end{equation*}
$$

Finally, the cost-to-go can be written as

$$
\begin{equation*}
J_{o, N-k-1}^{*}=\frac{1}{2} \hat{\mathbf{x}}_{k+1 \mid k}^{\prime} \widetilde{\mathbf{K}}_{k+1} \hat{\mathbf{x}}_{k+1 \mid k}+\tilde{\mathbf{p}}_{k+1}^{\prime} \hat{\mathbf{x}}_{k+1 \mid k}+\tilde{\eta}_{k+1} \tag{10.35}
\end{equation*}
$$

The scalar $\eta$ here is from Eq. (6.22) and is not the same as the vector $\boldsymbol{\eta}$ of additive noise terms in the parameter evolution Eq. (10.9).

Substituting Eqs. (10.18), (10.19), (10.26), and (10.35) into Eq. (10.24), dropping $\tilde{\boldsymbol{\eta}}_{k+1}$, which is independent of the choice of $\mathbf{u}_{k}$, and using $\gamma_{k+1}=0$ (see Appendix $\rrbracket$ ), we obtain

$$
\begin{align*}
J_{d, N-k}= & {\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]+\frac{1}{2}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right] } \\
& +\frac{1}{2} \hat{\mathbf{x}}_{k+1 \mid k}^{\prime} \widetilde{\mathbf{K}}_{k+1} \hat{\mathbf{x}}_{k+1 \mid k}+\tilde{\mathbf{p}}_{k+1}^{\prime} \hat{\mathbf{x}}_{k+1 \mid k} \\
& +\frac{1}{2} \operatorname{tr}\left\{\left[\boldsymbol{\Sigma}_{k+1 \mid k}-\boldsymbol{\Sigma}_{k+1 \mid k+1}\right] \mathbf{K}_{k+1}+\mathbf{W}_{N} \boldsymbol{\Sigma}_{N \mid N}^{\mathbf{x x}}\right. \\
& +\sum_{j=k+1}^{N-1}\left[\mathbf{H}_{\mathbf{z z}, j} \boldsymbol{\Sigma}_{j \mid j}\right. \\
& \left.\left.+\left(\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right) \mathbf{K}_{j+1}\right]\right\} \tag{10.36}
\end{align*}
$$

where (see Appendix $\mathbf{H}$ )

$$
\mathbf{H}_{\mathrm{zz}}=\left[\begin{array}{c:c}
\mathbf{W}_{j} & \boldsymbol{\Sigma}_{\mathbf{e}}^{\prime} \mathbf{p}_{j+1}^{\mathbf{x}} \mathbf{a}_{\boldsymbol{\theta}}^{i}  \tag{10.37}\\
\hdashline \sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}_{j+1}^{\mathbf{x}}\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} & \mathbf{0}
\end{array}\right]
$$

$$
\begin{align*}
\mathbf{K}_{j}= & {\left[\begin{array}{c:c}
\mathbf{K}_{j}^{\mathbf{x x}} & \mathbf{K}_{j}^{\theta \mathbf{x}^{\prime}} \\
\hdashline \mathbf{K}_{j}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}_{j}^{\boldsymbol{\theta}}-
\end{array}\right] }  \tag{10.38}\\
\mathbf{K}_{j}^{\mathbf{x x}}= & \widetilde{\mathbf{K}}_{j}  \tag{10.39}\\
\mathbf{K}_{j}^{\boldsymbol{\theta} \mathbf{x}}= & {\left[\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}_{j+1}^{\boldsymbol{\theta} \mathbf{x}}\right] \mathbf{A} } \\
& -\left[\left[\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}_{j+1}^{\boldsymbol{\theta} \mathbf{x}}\right] \mathbf{B}+\left[\Sigma \mathbf{e}_{i}^{\prime} \mathbf{p}_{j+1}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right]^{\prime}\right] \boldsymbol{\mu}_{j}\left[\mathbf{B}^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}\right] \\
& +\mathbf{\Sigma \mathbf { e } _ { i } ^ { \prime } \mathbf { p } _ { j + 1 } ^ { \mathbf { x } } \mathbf { a } _ { \boldsymbol { \theta } } ^ { i } \quad \text { with } \mathbf { K } _ { N } ^ { \theta \mathbf { x } } = \mathbf { 0 }} \tag{10.40}
\end{align*}
$$

in which (see Appendix [L) ${ }^{4}$

$$
\begin{align*}
\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}(k)= & \sum_{i \in X} \mathbf{e}_{i} \hat{\mathbf{x}}_{k \mid k}^{\prime} \mathbf{a}_{\boldsymbol{\theta}}^{i}(k)+\sum_{i \in X} \mathbf{e}_{i}\left(\mathbf{u}_{k}^{\tau}\right)^{\prime} \mathbf{b}_{\boldsymbol{\theta}}^{i}(k)+\sum_{i \in X} \mathbf{e}_{i} \mathbf{c}_{\boldsymbol{\theta}}^{i}(k)  \tag{10.41}\\
\mathbf{K}_{j}^{\boldsymbol{\theta} \boldsymbol{\theta}}= & \left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime}\left[\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]+\mathbf{D}^{\prime}\left[\mathbf{K}_{j+1}^{\boldsymbol{\theta} \mathbf{x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\boldsymbol{\theta} \boldsymbol{\theta}} \mathbf{D}\right] \\
& -\left[\left[\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}_{j+1}^{\boldsymbol{\theta} \mathbf{x}}\right] \mathbf{B}+\left[\mathbf{\Sigma}_{i}^{\prime} \mathbf{p}_{j+1}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right]^{\prime}\right] \boldsymbol{\mu} \\
& \times\left[\mathbf{B}^{\prime}\left[\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]+\mathbf{\Sigma}_{i}^{\prime} \mathbf{p}_{j+1}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right] \\
& \text { with } \mathbf{K}_{N}^{\boldsymbol{\theta} \boldsymbol{\theta}}=0 \tag{10.42}
\end{align*}
$$

where $\boldsymbol{\mu}=\left[\boldsymbol{\Lambda}+\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}\right]^{-1}$.
Also see Appendix $\square$ for the derivation of

$$
\begin{equation*}
\mathbf{p}_{j}^{\mathbf{x}}=\widetilde{\mathbf{K}}_{j} \mathbf{x}_{o, j}+\tilde{\mathbf{p}}_{j} \tag{10.43}
\end{equation*}
$$

Thus Eq. (10.36) provides one way of evaluating the approximate optimal cost-to-go.

Alternatively, one may use a second approach to evaluation of the cost-togo in order to separate it into deterministic, cautionary, and probing terms, as in Bar-Shalom and Tse (1976a). To do this, begin with Eq. (9.68) instead of Eq. (9.69). Expression (9.68) is

$$
\begin{align*}
J_{d, N-k}^{*} & =\min _{\mathbf{u}_{k}}\left\{\omega_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)+C_{o, N-k-1}+\gamma_{k+1}\right. \\
& \left.+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}\right]+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}^{z}+\mathcal{A}_{\mathbf{z z}} \boldsymbol{\Sigma}_{j \mid j}\right]\right\} \tag{10.44}
\end{align*}
$$

(The notation $\mathrm{Q}^{z}$ is used for the covariance of the system-equation noise terms for the augmented system.) This can be separated into three components as

$$
\begin{equation*}
J_{d, N-k}^{*}=\min _{\mathbf{u}_{k}}\left(J_{D, N-k}+J_{C, N-k}+J_{P, N-k}\right) \tag{10.45}
\end{equation*}
$$

[^33]where the deterministic component is
\[

$$
\begin{equation*}
J_{D, N-k}=\omega_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)+C_{o, N-k-1}+\gamma_{k+1} \tag{10.46}
\end{equation*}
$$

\]

the cautionary component is

$$
\begin{equation*}
J_{C, N-k}=\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}\right]+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}^{z}\right] \tag{10.47}
\end{equation*}
$$

and the probing term is

$$
\begin{equation*}
J_{P, N-k}=\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathcal{A}_{\mathbf{z z}} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{10.48}
\end{equation*}
$$

Expression (10.46) contains all the deterministic terms, and this is the rationale for separating it from the stochastic terms in Eqs. (10.47) and (10.48). Increases in control do not affect $\mathbf{Q}_{j}^{z}$ in Eq. (10.47) but may increase $\Sigma_{k+1 \mid k}$. Therefore, minimization of the cautionary component (10.47) usually requires selecting $\mathbf{u}_{k}$ so as to decrease the $\mathbf{K}$ weighting matrices and the $\boldsymbol{\Sigma}_{k+1 \mid k}$ term. In contrast, since the elements of the matrices $\Sigma_{j \mid j}$ in Eq. (10.48) can in general be decreased through use of more vigorous control levels $\mathbf{u}_{k}$, this expression is called the probing term.

Expressions (10.46) to (10.48) define the cost components for the augmented system. For both computational efficiency and insight into the nature of the results, it is useful to write these components out in terms of the matrices which are the parts of the augmented system. This is done in Appendix Q . The results are shown below for deterministic terms [from Eq. (Q.3)]

$$
\begin{align*}
J_{D, N-k}= & {\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]+\frac{1}{2}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right] } \\
& +\frac{1}{2}\left[\mathbf{x}_{o, N}-\tilde{\mathbf{x}}_{N}\right]^{\prime} \mathbf{W}_{N}\left[\mathbf{x}_{o, N}-\tilde{\mathbf{x}}_{N}\right] \\
& +\frac{1}{2} \sum_{j=k+1}^{N-1}\left(\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{j}\right]^{\prime} \mathbf{W}_{j}\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{j}\right]+\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{o, j}\right]^{\prime} \mathbf{F}_{j}\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]\right. \\
& \left.+\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]^{\prime} \boldsymbol{\Lambda}_{j}\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]\right) \tag{10.49}
\end{align*}
$$

cautionary terms [from Eq. Q.8)]

$$
\begin{align*}
J_{C, N-k}= & \frac{1}{2} \operatorname{tr}\left(\mathbf{K}_{k+1}^{\mathbf{x x}} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x} \mathbf{x}}\right)+\operatorname{tr}\left(\mathbf{K}_{k+1}^{\theta \mathbf{x}} \boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}}\right)+\frac{1}{2} \operatorname{tr}\left(\mathbf{K}_{k+1}^{\theta \theta} \boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \theta}\right) \\
& +\frac{1}{2} \sum_{j=k+1}^{N-1}\left[\operatorname{tr}\left(\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{Q}_{j}\right)+\operatorname{tr}\left(\mathbf{K}_{j+1}^{\theta \theta} \boldsymbol{\Gamma}_{j}\right)\right] \tag{10.50}
\end{align*}
$$

and probing terms [from Eq. Q.13)]

$$
\begin{aligned}
& J_{P, N-k}=\frac{1}{2} \sum_{j=k+1}^{N-1}\left\{\operatorname{tr}\left(\left[\mathbf{A}^{\prime} \mathbf{K}_{j+1}^{\mathrm{xx}} \mathbf{B}+\mathbf{F}\right] \boldsymbol{\mu}_{j}\left[\mathbf{B}^{\prime} \mathbf{K}_{j+1}^{\mathrm{xx}} \mathbf{A}+\mathbf{F}^{\prime}\right] \boldsymbol{\Sigma}_{j \mid j}^{\mathrm{xx}}\right)\right. \\
& +2 \operatorname{tr}\left([ \mathbf { B } ^ { \prime } \mathbf { K } _ { j + 1 } ^ { \mathbf { x x } } \mathbf { A } + \mathbf { F } ] ^ { \prime } \boldsymbol { \mu } _ { j } \left[\mathbf{B}^{\prime}\left[\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]\right.\right. \\
& \left.\left.+\Sigma \mathbf{e}_{i} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right] \Sigma_{j \mid j}^{\theta \mathbf{x}}\right) \\
& +\operatorname{tr}\left(\left[\left[\mathbf{D}^{\prime} \mathbf{K}_{j+1}^{\boldsymbol{\theta} \mathbf{x}}+\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}^{\prime}} \mathbf{K}_{j+1}^{\mathbf{x x}}\right] \mathbf{B}+\left[\boldsymbol{\Sigma} \mathbf{e}_{i} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right]^{\prime}\right] \boldsymbol{\mu}_{j}\right. \\
& \left.\left.\times\left[\mathbf{B}^{\prime}\left[\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]+\boldsymbol{\Sigma} \mathbf{e}_{i} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right] \boldsymbol{\Sigma}_{j \mid j}^{\boldsymbol{\theta} \boldsymbol{\theta}}\right)\right\}(10.51)
\end{aligned}
$$

With these components in hand the algorithm can now be explained in detail.

### 10.4 Dual-Control Algorithm

A flowchart of the algorithm is provided in Fig. 10.1 There are two major sections: (1) the search on the left in the figure and (2) the update procedure on the right. The purpose of the search is to determine the best control to use in the current time period $\mathbf{u}_{k}$, and the update procedures project the system forward one time period and update the estimates of the means and covariances of both the original states and the parameters. The means and covariances are

$$
\hat{\mathbf{z}}_{k+1 \mid k+1}=\left[\begin{array}{c}
\hat{\mathbf{x}} \\
\hdashline \hat{\boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k+1} \quad \text { and } \quad \boldsymbol{\Sigma}_{k+1 \mid k+1}=\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k+1}
$$

The search procedure is further outlined in Fig. 10.2, which shows three trial values of the control $\mathbf{u}_{k}^{\tau}$. In fact more trial values that this are generally used before the search converges.

The trial value $\mathbf{u}_{k}^{\tau}$ for the $\tau$ th trial is used to project the mean and covariance $\left(\hat{\mathbf{z}}_{k+1 \mid k}, \boldsymbol{\Sigma}_{k+1 \mid k}\right)$ of the state of the system at time $k+1$ with measurements through time $k$. These values are then used as the initial condition for the solution of a deterministic optimization (certainty-equivalence) problem from time $k+1$ to final time $N$. This problem is a quadratic linear approximation of the nonlinear deterministic problem. The solution to this problem provides the nominal path $\left(\mathbf{z}_{o, j}^{\tau}, \mathbf{u}_{o, j}^{\tau}\right)_{j=k+1}^{N}$ around which the approximate cost-to-go $J_{d}$ can be determined.

This procedure is repeated for each $\mathbf{u}_{k}^{\tau}$ until the search algorithm converges, at which time the optimal control $\mathbf{u}_{k}^{*}$ for period $k$ is set equal to that search value $\mathbf{u}_{k}^{\tau}$ which minimizes $J_{d}\left(\mathbf{u}_{k}^{\tau}\right)$.


Figure 10.1: Flowchart of the algorithm.


Figure 10.2: Search procedure to determine $\mathbf{u}_{k}^{*}$. Set $\mathbf{u}_{k}^{*}=\left\{\mathbf{u}_{k}^{\tau}\right.$ for $\tau$ that gives $\left.\min _{\tau} J_{d}\left(\mathbf{u}_{k}^{\tau}\right)\right\}$.

Then the update procedure is begun by using $\mathbf{u}_{k}^{*}$ and the system noise $\boldsymbol{\xi}_{k}$, which is obtained from the random-number generator, to determine the state of the system $\mathbf{z}_{k+1}$ at time $k+1$ through the system equations (see Fig. 10.3). The state cannot be directly observed but is measured through the observed $\mathbf{y}_{k+1}$. The measurement $\mathbf{y}_{k+1}$ is obtained from the measurement relation, where the measurement noise $\zeta_{k+1}$ is included. Then the measurement $\mathbf{y}_{k+1}$ is used with the Kalman filter to update the estimates of the mean and covariance of the augmented state $\hat{\mathbf{z}}_{k+1 \mid k+1}$ and $\boldsymbol{\Sigma}_{k+1 \mid k+1}$.

These two procedures of a search iteration and then an update are repeated for each time period until the final time period is reached. The cost of the dualcontrol solution is then calculated for this single Monte Carlo run. A number of Monte Carlo runs are then performed in order to obtain a distribution of the cost associated with the use of the wide-sense dual-control strategy.

The algorithm is now outlined step by step. The algorithm outlined here is based on the evaluation of the cost-to-go and its three components in Eq. (10.45).

At each time period $k$ there are three major steps in the algorithm:

1. Initialization
2. Search for the optimal control $\mathbf{u}_{k}^{*}$


Figure 10.3: Monte Carlo and update procedures.
3. Updating the estimates of the states and parameters.

### 10.4.1 Initialization

The first step in the initialization is to compute the nominal value of the parameters. If the parameters are constant, this simply means setting $\boldsymbol{\theta}_{o, k}$ to $\boldsymbol{\theta}_{k-1 \mid k-1}$. If they are not constant, it means using Eq. (10.29) to project $\boldsymbol{\theta}_{o, j}$ for $j=k, \ldots, N$ from $\hat{\boldsymbol{\theta}}_{k-1 \mid k-1}$. Once this has been completed, it is necessary to update $\mathbf{A}_{j}, \mathbf{B}_{j}$, and $\mathbf{c}_{j}$ for $j=k, \ldots, N$.

Next the Riccati parameters $\widetilde{\mathbf{K}}_{j}$ and $\tilde{\mathbf{p}}_{j} \quad j=k+1, \ldots, N$ are calculated by using Eqs. (10.33) and (10.34).

Finally, it is necessary to choose a value of the control $\mathbf{u}_{k}$ with which to begin the search for the optimal control $\mathbf{u}_{k}^{*}$. While this may be done in a variety of ways, it is normally done by solving the certainty-equivalence problem for period $k$ to $N$ and then setting $\mathbf{u}_{k}^{\tau}$ for step $\tau=1$ in the search to the certainty-equivalence solution for period $k$ as given by Eq. (10.30).

### 10.4.2 Search for the Optimal Control

There are eight steps in this procedure:

1. Use the control $\mathbf{u}_{k}^{\tau}$ to get the projected states and covariances in period $k+1$, that is, $\hat{\mathbf{z}}_{k+1 \mid k}$ and $\boldsymbol{\Sigma}_{k+1 \mid k}$.
2. Get the nominal path for period $k+1$ to $N$ by solving the certaintyequivalence problem using the $\mathbf{x}$ component of $\hat{\mathbf{z}}_{k+1 \mid k}$ as the initial condition.
3. Compute the Riccati matrices $\mathbf{K}^{\theta \mathbf{x}}$ and $\mathbf{K}^{\theta \theta}$ for all periods.
4. Calculate the deterministic component of the cost-to-go for period $k$ and period $N$.
5. Calculate part of the cautionary component for period $k+1$.
6. Repeat the calculation of the following components for periods $k+1$ through $N-1$ :
a. Deterministic
b. Cautionary
c. Probing
d. Total cost-to-go
7. Choose a new control $\mathbf{u}_{k}^{\tau+1}$ in the search.
8. Repeat steps 1 through 7 until all the search points have been evaluated and then select the control which yields the minimum total cost-to-go.

In greater detail the eight steps are as follows.
Step 1. Use $\mathbf{u}_{k}^{\tau}$ in Eqs. (9.73) and (9.78) to project the future state $\hat{\mathbf{z}}_{k+1 \mid k}$ and covariance $\Sigma_{k+1 \mid k}$. These results are specialized in Appendix $[\mathbf{M}$ to the components $\mathbf{x}$ and $\boldsymbol{\theta}$ of $\mathbf{z}$ for the linear problem and are given in Eqs. (M.8) and (M.9) as

$$
\begin{equation*}
\hat{\mathbf{x}}_{k+1 \mid k}=\mathbf{A}_{k} \hat{\mathbf{x}}_{k \mid k}+\mathbf{B}_{k} \mathbf{u}_{k}^{\tau}+\mathbf{c}_{k}+\sum_{i \in X} \mathbf{e}^{i} \operatorname{tr}\left(\mathbf{a}_{\theta}^{i} \boldsymbol{\Sigma}_{k \mid k}^{\theta \mathbf{x}}\right) \tag{10.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{k+1 \mid k}=\mathbf{D} \hat{\boldsymbol{\theta}}_{o, k} \tag{10.53}
\end{equation*}
$$

Also the covariance terms are given in Eqs. (M.16) to (M.19) as

$$
\boldsymbol{\Sigma}_{k+1 \mid k}=\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \left(\boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}}\right)^{\prime}  \tag{10.54}\\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k}
$$

with the component matrices

$$
\begin{align*}
& \Sigma_{k+1 \mid k}^{\mathrm{xx}}=\mathbf{A}_{k} \Sigma_{k \mid k}^{\mathrm{x} \mathbf{x}} \mathbf{A}_{k}^{\prime}+\mathbf{A}_{k} \Sigma_{k \mid k}^{\mathbf{x} \theta}\left(\mathbf{f}_{\boldsymbol{\theta} k}^{\mathbf{x}}\right)^{\prime} \\
& +\mathbf{f}_{\theta k}^{\mathbf{x}} \Sigma_{k \mid k}^{\theta \mathbf{x}} \mathbf{A}_{k}^{\prime}+\mathbf{f}_{\theta k}^{\mathbf{x}} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta}\left(\mathbf{f}_{\theta k}^{\mathbf{x}}\right)^{\prime}+\mathbf{Q}_{k} \\
& +\sum_{i \in X} \sum_{j \in X} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left[\mathbf{a}_{\boldsymbol{\theta}}^{i} \Sigma_{k \mid k}^{\theta \mathbf{x}} \mathbf{a}_{\boldsymbol{\theta}}^{j} \boldsymbol{\Sigma}_{k \mid k}^{\theta \mathbf{x}}+\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta} \mathbf{a}_{\boldsymbol{\theta}}^{j \prime} \boldsymbol{\Sigma}_{k \mid k}^{\mathbf{x x}}\right]  \tag{10.55}\\
& \boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}}=\mathbf{D}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\theta \mathbf{x}} \mathbf{A}_{k}^{\prime}+\mathbf{D}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta}\left(\mathbf{f}_{\boldsymbol{\theta} k}^{\mathbf{x}}\right)^{\prime}  \tag{10.56}\\
& \Sigma_{k+1 \mid k}^{\theta \theta}=\mathbf{D}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta} \mathbf{D}_{k}^{\prime}+\boldsymbol{\Gamma}_{k} \tag{10.57}
\end{align*}
$$

Also recall that the $\mathbf{f}_{\boldsymbol{\theta} k}^{\mathbf{x}}$ term is given as

$$
\begin{equation*}
\mathbf{f}_{\boldsymbol{\theta} k}^{\mathbf{x}}=\sum_{i} \mathbf{e}_{i} \hat{\mathbf{x}}_{k \mid k}^{\prime} \mathbf{a}_{\boldsymbol{\theta}}^{i}+\sum_{i} \mathbf{e}_{i}\left(\mathbf{u}_{k}^{\tau}\right)^{\prime} \mathbf{b}_{\boldsymbol{\theta}}^{i}+\sum_{i} \mathbf{e}_{i} \mathbf{c}_{\boldsymbol{\theta}}^{i} \tag{10.58}
\end{equation*}
$$

The initial conditions for Eqs. (10.55) to (10.57) are normally set to be diffuse priors, i.e., the diagonal elements of $\Sigma_{0 \mid 0}^{\theta \theta}$ and $\Sigma_{0 \mid 0}^{\times x}$ are set to large numbers and the other elements of these two matrices and the elements of $\Sigma_{0 \mid 0}^{\theta \mathrm{x}}$ are set to zero.
Step 2. Obtain the nominal paths $\left(\mathbf{x}_{o, j}\right)_{j=k+1}^{N}$ and $\left(\mathbf{u}_{o, j}\right)_{j=k+1}^{N-1}$ by using $\hat{\mathbf{x}}_{k+1 \mid k}$ as the initial state and solving the certainty-equivalence problem from period $k+1$ to period $N$. This also provides the initial value of $\mathbf{u}_{k}^{\tau}$ for the search, i.e. for $\tau=1$. Thus $\mathbf{u}_{k}^{1}=\mathbf{u}_{k}^{\mathrm{CE}}$.
Step 3. Compute the Riccati matrices $\mathbf{K}^{\boldsymbol{\theta x}}$ and $\mathbf{K}^{\boldsymbol{\theta \theta}}$ for periods $k+1$ to period $N$. (Recall that $\mathbf{K}^{\mathbf{x x}}=\widetilde{\mathbf{K}}$ was computed during the initialization stage.) For these computations use the backward recursions (10.40) and (10.42). The matrix $\mathbf{K}_{j}$ can then be formed from the components by using Eq. (10.38).
Step 4. Calculate the deterministic component of the approximate cost-to-go for period $k$ and for period $N$ (but not for the periods in between) by using the first through third terms on the right-hand side of Eq. (10.49).
Step 5. Calculate the cautionary component for period $k+1$ by using the first three terms in Eq. 10.50 . This expression uses the terms $\boldsymbol{\Sigma}_{k+1 \mid k}$. They are available from step 1. It also uses the terms $\mathbf{K}_{k+1}$, which were calculated in step 3.

Step 6a: Deterministic Component For each period $j=k+2, \ldots, N-1$ evaluate the fourth through sixth terms in Eq. (10.49).

Step 6b: Cautionary Component Use the fourth and fifth terms in Eq. (10.50).

Step 6c: Probing Component Use the right-hand side of Eq. (10.51). The $\mathbf{K}_{j+1}$ matrices were calculated in step 3, but the $\boldsymbol{\Sigma}_{j \mid j}$ matrices must be calculated. They are obtained by using Eqs. (10.55) to (10.57) to get $\boldsymbol{\Sigma}_{j \mid j-1}$ from $\boldsymbol{\Sigma}_{j-1 \mid j-1}$. Then $\Sigma_{j \mid j}$ can be obtained from $\Sigma_{j \mid j-1}$ by using Eqs. (K.17) to (K.19)

$$
\begin{align*}
\boldsymbol{\Sigma}_{k+1 \mid k+1}^{\mathbf{x}} & =\left[\mathbf{I}-\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1}\right] \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x} \mathbf{x}}  \tag{10.59}\\
\boldsymbol{\Sigma}_{k+1 \mid k+1}^{\theta \mathbf{x}} & =\left(\boldsymbol{\Sigma}_{k+1 \mid k+1}^{\mathbf{x} \boldsymbol{\theta}}\right)^{\prime}=\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}}\left[\mathbf{I}-\mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}\right]  \tag{10.60}\\
\boldsymbol{\Sigma}_{k+1 \mid k+1}^{\theta \theta} & =\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \theta}-\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x} \boldsymbol{\theta}} \tag{10.61}
\end{align*}
$$

where, from Eq. (K.15),

$$
\begin{equation*}
\mathbf{S}_{k+1}=\mathbf{H}_{k+1} \Sigma_{k+1 \mid k}^{\times \mathbf{x}} \mathbf{H}_{k+1}^{\prime}+\mathbf{R}_{k+1} \tag{10.62}
\end{equation*}
$$

Step 6d: Total Cost-to-Go Sum the deterministic, cautionary, and probing terms over the periods $k+1$ to $N$.
Step 7. Choose a new control $\mathbf{u}_{k}^{\tau+1}$ for the grid search. In practice the total cost-to-go in step 6 is evaluated at 20 to 30 points in the range where the optimal control is expected to lie. This is used when $\mathbf{u}_{k}$ consists of a single control and when there is concern that $J_{d}\left(\mathbf{u}_{k}\right)$ may have local optima. If local optima are not a concern, gradient methods can be employed at this step to get the new control $\mathbf{u}_{k}^{\tau+1}$.
Step 8. Repeat steps 1 through 7 until all the search points have been evaluated (for a grid-search technique) or until satisfactory convergence is obtained (for gradient methods).

This concludes the eight steps in the search for the optimal control $\mathbf{u}_{k}^{*}$ at time period $k$. The final part of the algorithm is the updating, outlined next.

### 10.5 Updating State and Parameter Estimates

Once the optimal control $\mathbf{u}_{k}^{*}$ has been determined, it is applied to the systems equations (10.13), (10.20), and (10.21) to obtain the two components of $\mathbf{z}_{k+1}$

$$
\mathbf{z}_{k+1}=\left[\begin{array}{c}
\mathbf{x}_{k+1}  \tag{10.63}\\
\boldsymbol{\theta}_{k+1}
\end{array}\right]
$$

where

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A}_{k} \mathbf{x}_{k}+\mathbf{B}_{k} \mathbf{u}_{k}^{*}+\mathbf{c}_{k}+\mathbf{v}_{k} \tag{10.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\theta}_{k+1}=\mathbf{D} \boldsymbol{\theta}_{k}+\boldsymbol{\eta}_{k} \tag{10.65}
\end{equation*}
$$

A Monte Carlo procedure is used to generate the random variables $\mathbf{v}_{k}$ and $\boldsymbol{\eta}_{k}$ using the covariances $\mathbf{Q}_{k}$ and $\Gamma_{k}$, respectively.

Next the values $\mathbf{x}_{k+1}$ and $\boldsymbol{\theta}_{k+1}$ are used in the measurement relationship (10.14) with ( $(10.22)$ and $(10.23)$ to obtain the measurement vector $\mathbf{y}_{k+1}$

$$
\mathbf{y}_{k+1}=\left[\mathbf{H}_{k+1}: \mathbf{0}\right]\left[\begin{array}{c}
\mathbf{x}_{k+1} \\
\hdashline \boldsymbol{\theta}_{k+1}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{w}_{k+1} \\
\hdashline \mathbf{0}
\end{array}\right]
$$

or

$$
\begin{equation*}
\mathbf{y}_{k+1}=\mathbf{H}_{k+1} \mathbf{x}_{k+1}+\mathbf{w}_{k+1} \tag{10.66}
\end{equation*}
$$

A Monte Carlo procedure is used to generate the random elements in $\mathbf{w}_{k+1}$ using the covariance $\mathbf{R}_{k+1}$.

Finally the measurement vector $\mathbf{y}_{k+1}$ is used in the augmented Kalman filter equations (N.7) and (N.8) to obtain updated estimates of the means of the initial states $\mathbf{x}$ and of the parameters $\boldsymbol{\theta}$

$$
\begin{align*}
\hat{\mathbf{x}}_{k+1 \mid k+1} & =\hat{\mathbf{x}}_{k+1 \mid k}+\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1}\left[\mathbf{y}_{k+1}-\mathbf{H}_{k+1} \hat{\mathbf{x}}_{k+1 \mid k}\right]  \tag{10.67}\\
\hat{\boldsymbol{\theta}}_{k+1 \mid k+1} & =\hat{\boldsymbol{\theta}}_{k+1 \mid k}+\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1}\left[\mathbf{y}_{k+1}-\mathbf{H}_{k+1} \hat{\mathbf{x}}_{k+1 \mid k}\right] \tag{10.68}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{S}_{k+1}=\mathbf{H}_{k+1} \Sigma_{k+1 \mid k}^{\times \mathbf{x}} \mathbf{H}_{k+1}^{\prime}+\mathbf{R}_{k+1} \tag{10.69}
\end{equation*}
$$

These estimates are then used as the starting values for the next time period. The algorithm is then repeated for each time period until the last period is reached.

If one wishes to make comparisons across Monte Carlo run, the entire multiperiod problem must be solved for each set of random elements obtained. This is the procedure used in Chap. 12

## Chapter 11

## Example: The MacRae Problem

### 11.1 Introduction

Two examples are presented in this chapter and Chap. 12. The first is a problem drawn from MacRae (1972), with a single state variable and a single control variable. It was chosen both because it was simple enough to permit hand calculations and because a variant of it was used in Chap. 7 to illustrate the calculations used for passive-learning stochastic control. The calculations for this problem are shown in considerable detail, both to enhance understanding and to make them more useful for debugging computer programs. This same problem was used by Bar-Shalom and Tse (1976a) to compare the performance of a number of active-learning stochastic control algorithms.

The second problem is constructed from the small macroeconometric model used in the deterministic example in Chap. 4. Detailed calculations for the second problem are not given; instead the focus is on the final results and their economic implications.

### 11.2 Problem Statement: MacRae Problem

Find $\left(u_{0}, u_{1}\right)$ to minimize

$$
\begin{equation*}
J=E\left[\frac{1}{2} q x_{2}^{2}+\frac{1}{2} \sum_{k=0}^{1}\left(q x_{k}^{2}+r u_{k}^{2}\right)\right] \tag{11.1}
\end{equation*}
$$

subject to

$$
\begin{align*}
x_{k+1} & =a x_{k}+b u_{k}+c+\varepsilon_{k} \quad \text { for } k=0,1  \tag{11.2}\\
x_{0} & =0
\end{align*}
$$

MacRae uses a set of different parameter values. For this example, let

$$
\begin{array}{cccccc}
a=.7 & b=-.5 & c=3.5 & \sigma_{\varepsilon}=.2 \\
q=1 & r=1 & \sigma_{b}=.5 & \sigma_{a}=\sigma_{c}=0
\end{array}
$$

Only the $b$ parameter is treated in an adaptive manner. The parameters $a$ and $c$ are treated as though they were known perfectly.

In the notation used in the previous chapter the parameters of this problem are as follows:

$$
\begin{array}{rlcrl}
\mathbf{A} & =.7 & \mathbf{B}=-.5 & \mathbf{c}=3.5 & \mathbf{x}_{0}=0 \\
\tilde{\mathbf{x}}_{2} & =\tilde{\mathbf{x}}_{1}=\tilde{\mathbf{x}}_{0}=0 & \tilde{\mathbf{u}}_{1}=\tilde{\mathbf{u}}_{0}=0 & & \hat{\boldsymbol{\theta}}_{0 \mid 0}=-.5 \\
\boldsymbol{\Sigma}_{0 \mid 0}^{\mathbf{x x}} & =0 & \boldsymbol{\Sigma}_{0 \mid 0}^{\theta \theta}=.5 & \Sigma_{0 \mid 0}^{\theta \mathbf{x}}=0 & \\
\mathbf{Q} & =.2 & \mathbf{W}_{2}=\mathbf{W}_{1}=\mathbf{W}_{0}=1 & & \boldsymbol{\Lambda}_{1}=\boldsymbol{\Lambda}_{0}=1
\end{array}
$$

The only element in $\boldsymbol{\theta}$ is the single unknown parameter $b$. The desired paths are set to zero. Since the problem assumes perfect observation, the initial covariance of $\mathbf{x}$ is zero. Because $\mathbf{A}$ and $\mathbf{c}$ are not functions of $\boldsymbol{\theta}$ but B is, we have

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A} \mathbf{x}_{k}+\mathbf{B}(\boldsymbol{\theta}) \mathbf{u}_{k}+\mathbf{c}+\boldsymbol{\varepsilon}_{k} \tag{11.3}
\end{equation*}
$$

Also, since it is assumed the $b$ is unknown but constant, the parameter equations 10.9 become

$$
\begin{equation*}
\boldsymbol{\theta}_{k+1}=\mathbf{D} \boldsymbol{\theta}_{k}+\boldsymbol{\eta}_{k} \tag{11.4}
\end{equation*}
$$

with $\mathbf{D}=1$. It assumed that

$$
\hat{\boldsymbol{\eta}}_{0 \mid 0}=0 \quad \text { and } \quad \boldsymbol{\sigma}_{\eta}=0
$$

So, in the notation of Chap. 10

$$
\boldsymbol{\eta}_{k} \sim N\left(\mathbf{0}, \boldsymbol{\Gamma}_{k}\right) \quad \text { with } \boldsymbol{\Gamma}_{k}=0
$$

Since there is no measurement error, the measurement equation

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{H x}_{k}+\mathbf{w}_{k} \tag{11.5}
\end{equation*}
$$

becomes

$$
\mathbf{y}_{k}=\mathbf{x}_{k}+\mathbf{w}_{k} \quad \text { with } \quad \begin{align*}
& \mathbf{w}_{k} \sim N\left(\mathbf{0}, \mathbf{R}_{k}\right)  \tag{11.6}\\
& \mathbf{R}_{k}=0
\end{align*}
$$

### 11.3 Calculation of the Cost-To-Go

The calculations performed here follow the description in Sec. 10.4 ,

### 11.3.1 Initialization

(a) Initialize with $k=0$.
(b) Generate $\boldsymbol{\theta}_{o, j}$ with Eq. (11.4). Since the parameter is assumed to be constant, one has

$$
\boldsymbol{\theta}_{o, j}=-5 \quad j=(0,1)
$$

(c) Compute $\widetilde{\mathbf{K}}_{j}$ and $\tilde{\mathbf{p}}_{j}$ for $j=1,2$ from (10.33) and (10.34)

$$
\begin{align*}
\widetilde{\mathbf{K}}_{2} & =\mathbf{W}_{2}=1 \\
\tilde{\mathbf{p}}_{2} & =-\mathbf{W}^{\prime}{ }_{2} \tilde{\mathbf{x}}_{2}=-(1)(0)=0  \tag{11.7}\\
\widetilde{\mathbf{K}}_{1} & =\mathbf{A}^{\prime}\left[\mathbf{I}-\widetilde{\mathbf{K}}_{2} \mathbf{B} \boldsymbol{\mu}_{1} \mathbf{B}^{\prime}\right] \widetilde{\mathbf{K}}_{2} \mathbf{A}+\mathbf{W}_{1}
\end{align*}
$$

where, from Eq. 10.32,

$$
\boldsymbol{\mu}_{1}=\left[\boldsymbol{\Lambda}_{1}+\mathbf{B}^{\prime} \widetilde{\mathbf{K}}_{2} \mathbf{B}\right]^{-1}=[1+(-.5)(1)(-.5)]^{-1}=.8
$$

Therefore,

$$
\widetilde{\mathbf{K}}_{1}=.7[1-(1)(-.5)(.8)(-.5)](1)(.7)+1=1.392
$$

Also,

$$
\begin{align*}
\tilde{\mathbf{p}}_{1} & =-\mathbf{A} \widetilde{\mathbf{K}}_{2} \mathbf{B} \boldsymbol{\mu}_{1}\left[\mathbf{B}^{\prime}\left(\widetilde{\mathbf{K}}_{2} \mathbf{c}+\tilde{\mathbf{p}}_{2}\right)-\mathbf{\Lambda}_{1} \tilde{\mathbf{u}}_{1}\right]+\mathbf{A}^{\prime}\left(\widetilde{\mathbf{K}}_{2} \mathbf{c}+\mathbf{p}_{2}\right) \\
& =-(.7)(1)(-.5)(.8)\{(-.5)[(1)(3.5)+0]-(1)(0)\}+(.7)[(1)(3.5)+0] \\
& =1.96 \tag{11.8}
\end{align*}
$$

In summary,

| $k$ | $\mathbf{K}_{k}$ | $\tilde{\mathbf{p}}_{k}$ |
| :--- | :--- | :--- |
| 2 | 1 | 0 |
| 1 | 1.392 | 1.96 |

(d) Set $\mathbf{u}_{k}=\mathbf{u}_{k}^{\mathrm{CE}}$ as given by Eq. 10.30

$$
\begin{align*}
\mathbf{u}_{0} & =-\boldsymbol{\mu}_{0}\left[\mathbf{B}^{\prime}\left(\mathbf{K}_{1} \mathbf{A} \mathbf{x}_{0}+\mathbf{K}_{1} \mathbf{c}+\mathbf{p}_{1}\right)-\boldsymbol{\Lambda}_{0} \tilde{\mathbf{u}}_{1}\right]  \tag{11.9}\\
\boldsymbol{\mu}_{0} & =\left[\boldsymbol{\Lambda}_{0}+\mathbf{B}^{\prime} \mathbf{K}_{1} \mathbf{B}\right]^{-1}=[1+(-.5)(1.392)(-.5)]^{-1}=.742
\end{align*}
$$

Then, from Eq. (11.9),
$\left.\mathbf{u}_{0}=-(.742)\{(-.5)[(1.392)(.7)(0)+(1.392)(3.5)+1.96)]-(1)(0)\right\}=2.534$

### 11.3.2 Search for Optimal Control

Search for the optimal control in period $k$ as outlined in Sec. 10.4. Those steps are followed here.
Step 1. Apply $\mathbf{u}_{k}$ to get the predicted state $\hat{\mathbf{z}}_{k+1 \mid k}$ and its covariance, $\boldsymbol{\Sigma}_{k+1 \mid k}$. Use

$$
\hat{\mathbf{z}}_{k+1 \mid k}=\left[\begin{array}{c}
\hat{\mathbf{x}}_{k+1 \mid k} \\
\hat{\boldsymbol{\theta}}_{k+1 \mid k}
\end{array}\right]
$$

and, from Eq. (10.52),

$$
\begin{equation*}
\tilde{\mathbf{x}}_{1 \mid 0}=\mathbf{A} \hat{\mathbf{x}}_{0 \mid 0}+\mathbf{B}\left(\boldsymbol{\theta}_{0 \mid 0}\right) \mathbf{u}_{0}^{\tau}+\mathbf{c}+\operatorname{tr}\left[\mathbf{a}_{\boldsymbol{\theta}} \Sigma_{k \mid k}^{\boldsymbol{\theta} \boldsymbol{x}}\right] \tag{11.10}
\end{equation*}
$$

Since $\mathbf{A}$ is not a function of $\boldsymbol{\theta}, \mathbf{a}_{\boldsymbol{\theta}}=0$. Also $\mathbf{u}_{k}^{\tau}=\mathbf{u}_{0}^{\mathrm{CE}}=2.534$ from the initialization above. Therefore,

$$
\hat{\mathbf{x}}_{1 \mid 0}=(.7)(0)+(-.5)(2.534)+3.5+0=2.233
$$

Similarly, from Eq. (10.53),

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{1 \mid 0}=\mathbf{D} \hat{\boldsymbol{\theta}}_{0 \mid 0} \tag{11.11}
\end{equation*}
$$

and since $\mathbf{D}=1$,

$$
\hat{\boldsymbol{\theta}}_{1 \mid 0}=\hat{\boldsymbol{\theta}}_{0 \mid 0}=-.5
$$

The covariance $\Sigma_{k+1 \mid k}$ is obtained by using Eq. (10.54)

$$
\boldsymbol{\Sigma}_{k+1 \mid k}=\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathrm{xx}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}}  \tag{11.12}\\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k}
$$

where, from Eq. (10.55),

$$
\begin{array}{r}
\Sigma_{1 \mid 0}^{\mathrm{xx}}=\mathbf{A} \Sigma_{0 \mid 0}^{\mathrm{x}} \mathbf{A}^{\prime}+\mathbf{A} \Sigma_{0 \mid 0}^{\mathrm{x} \theta} \mathbf{f}_{\theta 0}^{\mathrm{x}}{ }^{\prime}+\mathbf{f}_{\theta 0}^{\mathrm{x}} \Sigma_{0 \mid 0}^{\theta \mathrm{x}} \mathbf{A}^{\prime}+\mathbf{f}_{\theta 0}^{\mathrm{x}} \Sigma_{0 \mid 0}^{\theta \theta} \mathbf{f}_{\theta 0}^{\mathrm{x}}{ }^{\prime}+\mathbf{Q}_{0} \\
+  \tag{11.13}\\
+\operatorname{tr}\left[\mathbf{a}_{\theta} \Sigma_{0 \mid 0}^{\theta \mathrm{x}} \mathbf{a}_{\theta} \Sigma_{0 \mid 0}^{\theta \mathbf{x}}+\mathbf{a}_{\theta} \Sigma_{0 \mid 0}^{\theta \theta} \mathbf{a}_{\theta} \Sigma_{0 \mid 0}^{\mathrm{xx}}\right]
\end{array}
$$

with, from Eq. (10.58),

$$
\begin{equation*}
\mathbf{f}_{\boldsymbol{\theta} 0}^{\mathbf{x}}=\hat{\mathbf{x}}_{0 \mid 0} \mathbf{a}_{\boldsymbol{\theta}}+\mathbf{u}_{0}^{\tau} \mathbf{b}_{\boldsymbol{\theta}}+\mathbf{c}_{\boldsymbol{\theta}} \tag{11.14}
\end{equation*}
$$

Since $\mathbf{A}$ and $\mathbf{c}$ are not functions of $\boldsymbol{\theta}, \mathbf{a}_{\boldsymbol{\theta}}$ and $\mathbf{c}_{\boldsymbol{\theta}}$ equal zero. However, $b$ is a function of $\boldsymbol{\theta}$ and $\mathbf{b}_{\boldsymbol{\theta}}=1$, so

$$
\mathbf{f}_{\boldsymbol{\theta} 0}^{\mathrm{x}}=0+(2.534)(1)+0=2.534
$$

Therefore, Eq. (11.13) becomes

$$
\begin{align*}
\Sigma_{1 \mid 0}^{\mathrm{xx}}= & (.7)(0)(.7)+(.7)(0)(2.534)+(2.534)(0)(.7) \\
& +(2.534)(.5)(2.534)+.2+0=3.410 \tag{11.15}
\end{align*}
$$

Next to use Eq. (10.56) to obtain

$$
\begin{align*}
\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \mathbf{x}} & =\mathbf{D} \boldsymbol{\Sigma}_{0 \mid 0}^{\theta \mathbf{x}} \mathbf{A}^{\prime}+\mathbf{D} \boldsymbol{\Sigma}_{0 \mid 0}^{\theta \theta} \mathbf{f}_{\theta 0}^{\mathbf{x}}{ }^{\prime} \\
& =(1)(0)(.7)+(1)(.5)(2.534)=1.267 \tag{11.16}
\end{align*}
$$

Finally, use Eq. (10.57) to obtain

$$
\begin{equation*}
\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \theta}=\mathbf{D} \boldsymbol{\Sigma}_{0 \mid 0}^{\theta \theta} \mathbf{D}^{\prime}+\boldsymbol{\Gamma}_{0}=(1)(.5)(1)+0=.5 \tag{11.17}
\end{equation*}
$$

In summary

$$
\begin{array}{rll}
\tilde{\mathbf{x}}_{1 \mid 0} & =2.233 & \hat{\boldsymbol{\theta}}_{1 \mid 0}=-.5 \\
\Sigma_{1 \mid 0}^{\mathrm{xx}} & =3.410 & \Sigma_{1 \mid 0}^{\theta \mathrm{x}}=1.267
\end{array} \quad \Sigma_{1 \mid 0}^{\theta \theta}=.5
$$

Step 2. Use $\hat{\mathbf{x}}_{1 \mid 0}$ as the initial state and solve the certainty-equivalence problem for period 1 to 2 by computing $\left(\mathbf{x}_{o, j}\right)_{j=1}^{2}$ and $\left(\mathbf{u}_{o, j}\right)_{j=1}^{1}$ using Eqs. (10.30) and (10.28). From Eq. (10.30),

$$
\begin{aligned}
\mathbf{u}_{o, 1} & =-\boldsymbol{\mu}_{1}\left[\mathbf{B}\left(\widetilde{\mathbf{K}}_{2} \mathbf{A} \hat{\mathbf{x}}_{100}+\widetilde{\mathbf{K}}_{2} \mathbf{c}+\tilde{\mathbf{p}}_{2}\right)-\boldsymbol{\Lambda}_{1} \tilde{\mathbf{u}}_{1}\right] \\
\text { with } \boldsymbol{\mu}_{1} & =\left[\boldsymbol{\Lambda}_{1}+\mathbf{B}^{\prime} \mathbf{K}_{2} \mathbf{B}\right]^{-1}=[1+(-.5)(1.0)(-.5)]^{-1}=.8 \\
\mathbf{u}_{o, 1} & =-(.8)\{(-.5)[(1)(.7)(2.233)+(1)(3.5)+0]-(1)(0)\}=2.025
\end{aligned}
$$

and, from Eq. (10.28),

$$
\begin{align*}
\mathbf{x}_{o, 2} & =\mathbf{A} \hat{\mathbf{x}}_{1 \mid 0}+\mathbf{B}\left(\boldsymbol{\theta}_{o, 1}\right) \mathbf{u}_{o, 1}+\mathbf{c} \\
& =(.7)(2.233)+(-.5)(2.025)+3.5=4.050 \tag{11.19}
\end{align*}
$$

Therefore, the nominal path is

| $k$ | $\mathbf{x}_{o, k}$ | $\mathbf{u}_{o, k}$ |
| :---: | :---: | :---: |
| 1 | 2.233 | 2.025 |
| 2 | 4.050 |  |

Step 3. Compute $\mathbf{K}_{j}^{\boldsymbol{\theta} \mathbf{x}}$ and $\mathbf{K}_{j}^{\boldsymbol{\theta \theta}}$ for $j=1,2$ by using the backward recursions (10.40) and (10.42). Recall that $\mathbf{K}_{j}^{\mathrm{xx}}=\widetilde{\mathbf{K}}_{j}$ from Eq. (10.39); therefore it is not necessary to evaluate it since $\widetilde{\mathbf{K}}_{j}$ was computed above.

First compute $\mathbf{K}_{j}^{\boldsymbol{\theta x}}$ using Eq. (10.40)

$$
\begin{align*}
\mathbf{K}_{2}^{\theta \mathbf{x}}= & 0  \tag{11.20}\\
\mathbf{K}_{1}^{\boldsymbol{\theta} \mathbf{x}}= & {\left[\mathbf{f}_{\theta 1}^{\mathrm{x}} \mathbf{K}_{2}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}_{2}^{\boldsymbol{\theta} \mathbf{x}}\right] \mathbf{A} } \\
& -\left[\left(\mathbf{f}_{\theta 1}^{\mathbf{x}{ }^{\prime}} \mathbf{K}_{2}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}_{2}^{\boldsymbol{\theta} \mathbf{x}}\right) \mathbf{B}+\left(\mathbf{p}_{2}^{\mathrm{x}} \mathbf{b}_{\boldsymbol{\theta}}\right)^{\prime}\right] \boldsymbol{\mu}_{1}\left[\mathbf{B} \mathbf{K}_{2}^{\mathbf{x x}} \mathbf{A}\right] \\
& +\mathbf{p}_{1}^{\mathbf{x}} \mathbf{a}_{\boldsymbol{\theta}} \tag{11.21}
\end{align*}
$$

where, from Eq. (10.43),

$$
\begin{equation*}
\mathbf{p}_{2}^{\mathbf{x}}=\widetilde{\mathbf{K}}_{2} \mathbf{x}_{o, 2}+\tilde{\mathbf{p}}_{2}=(1)(4.050)+0=4.050 \tag{11.22}
\end{equation*}
$$

and, from Eq. (10.41),

$$
\begin{align*}
\mathbf{f}_{\boldsymbol{\theta} 1}^{\mathbf{x}} & =\hat{\mathbf{x}}_{o, 1} \mathbf{a}_{\boldsymbol{\theta}}+\mathbf{u}_{o, 1} \mathbf{b}_{\boldsymbol{\theta}}+\mathbf{c}_{\boldsymbol{\theta}} \\
& =(2.233)(0)+(2.025)(1)+0=2.025 \tag{11.23}
\end{align*}
$$

and, from Eq. (10.32),

$$
\boldsymbol{\mu}_{1}=\left[\boldsymbol{\Lambda}_{1}+\mathbf{B}^{\prime} \mathbf{K}_{2} \mathbf{B}\right]^{-1}=[1+(-.5)(1.0)(-.5)]=(1.25)^{-1}=.8
$$

Then, Eq. (11.21) can be solved as

$$
\begin{align*}
\mathbf{K}_{1}^{\boldsymbol{\theta} \mathbf{x}}= & {[(2.025)(1)+(1)(0)](.7) } \\
& -\{[(2.025)(1)+(1)(0)](-.5)+(4.050)(1)\} .8(-.5)(1)(.7) \\
& +(4.050)(0)=2.268 \tag{11.24}
\end{align*}
$$

Next calculate $\mathbf{K}_{1}^{\theta \theta}$ from Eq. (10.42) as

$$
\begin{align*}
& \mathbf{K}_{2}^{\theta \theta}=0  \tag{11.25}\\
& \mathbf{K}_{1}^{\boldsymbol{\theta} \boldsymbol{\theta}}=\mathbf{f}_{\boldsymbol{\theta} 1}^{\mathrm{x}}{ }^{\prime}\left[\mathbf{K}_{2}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta} 1}^{\mathrm{x}}+\mathbf{K}_{2}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]+\mathbf{D}^{\prime}\left[\mathbf{K}_{2}^{\boldsymbol{\theta}} \mathbf{f}_{\boldsymbol{\theta} 1}^{\mathrm{x}}+\mathbf{K}_{2}^{\boldsymbol{\theta} \boldsymbol{\theta}} \mathbf{D}\right] \\
& -\left[\left(\mathbf{f}_{\boldsymbol{\theta} 1}^{\mathrm{x}} \mathbf{K}_{2}^{\mathrm{xx}}+\mathbf{D}^{\prime} \mathbf{K}_{2}^{\boldsymbol{\theta} \mathbf{x}}\right) \mathbf{B}+\mathbf{p}_{2}^{\mathrm{x}} \mathbf{b}_{\boldsymbol{\theta}}\right] \boldsymbol{\mu}_{1} \\
& \times\left[\mathbf{B}^{\prime}\left(\mathbf{K}_{2}^{\mathbf{x x}} \mathbf{f}_{\theta 1}^{\mathbf{x}}+\mathbf{K}_{2}^{\mathbf{x} \theta} \mathbf{D}\right)+\mathbf{p}_{2}^{\mathrm{x}} \mathbf{b}_{\boldsymbol{\theta}}\right] \\
& =(2.025)[(1)(2.025)+(0)(1)]+(1)[(0)(2.025)+(0)(1)] \\
& -\{[(2.025)(1)+(1)(0)](-.5)+(4.050)(1)\}(.8) \\
& \times\{(-.5)[(1)(2.025)+(0)(1)]+(4.050)(1)\}=-3.282
\end{align*}
$$

In summary, the Riccati matrices for the augmented problem are

| $k$ | $\mathbf{K}_{k}^{\mathbf{x x}}$ | $\mathbf{K}_{k}^{\theta \mathbf{x}}$ | $\mathbf{K}_{k}^{\theta \theta}$ | $\mathbf{p}_{k}^{\mathbf{x}}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 1.392 | 2.268 | -3.282 |  |
| 2 | 1.000 | 0 | 0 | 4.050 |

In order to show the breakdown for the cost-to-go into deterministic, cautionary, and probing components, steps 4 through 6 from Sec. 10.4 will be used.

Step 4. Calculate the deterministic cost for period $k$ and period $N$ by using the first through third terms on the right-hand side of Eq. (10.49). Calling the sum of these terms $J_{D, N-k}^{N k}$, one obtains

$$
\begin{align*}
J_{D, N-k}^{N k}= & {\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]+\frac{1}{2}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right] } \\
& +\frac{1}{2}\left[\mathbf{x}_{o, N}-\tilde{\mathbf{x}}_{N}\right]^{\prime} \mathbf{W}_{N}\left[\mathbf{x}_{o, N}-\tilde{\mathbf{x}}_{N}\right] \\
J_{D N}^{N k}= & \frac{1}{2}(2.534-0)(1)(2.534-0) \\
& +\frac{1}{2}(4.050-0)(1)(4.050-0)=11.412 \tag{11.26}
\end{align*}
$$

Step 5. Calculate the cautionary cost for period $k+1$ by using the first three terms in Eq. (10.50)

$$
\begin{align*}
J_{C, N-k}^{k+1} & =\frac{1}{2} \operatorname{tr}\left(\mathbf{K}_{k+1}^{\mathbf{x x}} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}\right)+\operatorname{tr}\left(\mathbf{K}_{k+1}^{\boldsymbol{\theta} \mathbf{x}} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x} \boldsymbol{\theta}}\right)+\frac{1}{2} \operatorname{tr}\left(\mathbf{K}_{k+1}^{\boldsymbol{\theta} \theta} \boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \theta}\right) \\
J_{C, N}^{k+1} & =\frac{1}{2} \operatorname{tr}\left(\mathbf{K}_{1}^{\mathbf{x x}} \boldsymbol{\Sigma}_{1 \mid 0}^{\mathbf{x x}}\right)+\operatorname{tr}\left(\mathbf{K}_{1}^{\boldsymbol{\theta} \mathbf{x}} \boldsymbol{\Sigma}_{1 \mid 0}^{\mathbf{x} \boldsymbol{\theta}}\right)+\frac{1}{2} \operatorname{tr}\left(\mathbf{K}_{1}^{\boldsymbol{\theta \theta}} \boldsymbol{\Sigma}_{1 \mid 0}^{\theta \boldsymbol{\theta}}\right)  \tag{11.27}\\
J_{C N}^{k+1} & =\frac{1}{2}[(1.392)(3.410)]+(2.268)(1.267)+\frac{1}{2}[(-3.282)(.5)]=4.426
\end{align*}
$$

Step 6 Repeat steps $6 a$ through $6 d$ for time periods $j=k+1$ through $j=N-1$, that is, from $j=1$ through $j=1$.
STEP $6 a$ Calculate the future deterministic cost for period $j$ by evaluating the fourth through sixth terms in Eq. (10.49)(using F = 0)

$$
\begin{align*}
J_{D, N-k}^{F} & =\frac{1}{2} \sum_{j=1}^{1}\left(\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{j}\right]^{\prime} \mathbf{W}_{j}\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{j}\right]+\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]^{\prime} \boldsymbol{\Lambda}_{j}\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]\right) \\
J_{D N}^{F} & =\frac{1}{2}[(2.233)(1)(2.233)+(2.025)(1)(2.025)]=4.543 \tag{11.28}
\end{align*}
$$

STEP $6 b$ Calculate the future cautionary cost for period $j$ by evaluating the fourth and fifth terms in Eq. (10.50)

$$
\begin{align*}
J_{C, N-k}^{F} & =\frac{1}{2} \sum_{j=1}^{1}\left(\operatorname{tr}\left[\mathbf{K}_{2}^{\mathrm{xx}} \mathbf{Q}_{1}\right]+\operatorname{tr}\left[\mathbf{K}_{2}^{\theta \theta} \boldsymbol{\Gamma}_{1}\right]\right) \\
J_{C N}^{F} & \left.=\frac{1}{2}[\operatorname{tr}(1.0)(.2)+\operatorname{tr}(0)(0)]=\frac{1}{2}(.2)+0\right]=.100 \tag{11.29}
\end{align*}
$$

STEP $6 c$ Calculate the future probing cost for period $j$ by evaluating the righthand side of Eq. (10.51). The $\mathbf{K}_{j+1}$ matrices are available from step 3, but the $\Sigma_{j \mid j}$ matrices must be computed. From Eq. (10.51)

$$
\begin{align*}
J_{P, k}= & \frac{1}{2} \operatorname{tr}\left(\left[\mathbf{A}^{\prime} \mathbf{K}_{2}^{\mathbf{x x}} \mathbf{B}\right] \boldsymbol{\mu}_{1}\left[\mathbf{B}^{\prime} \mathbf{K}_{2}^{\mathbf{x x}} \mathbf{A}\right] \boldsymbol{\Sigma}_{1 \mid 1}^{\mathbf{x x}}\right) \\
& +\operatorname{tr}\left(\left[\mathbf{B}^{\prime} \mathbf{K}_{2}^{\mathbf{x x}} \mathbf{A}\right]^{\prime} \boldsymbol{\mu}_{1}\left(\mathbf{B}^{\prime}\left[\mathbf{K}_{2}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}_{1}}^{\mathbf{x}}+\mathbf{K}_{2}^{\mathrm{x} \theta} \mathbf{D}\right]+\mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}\right) \boldsymbol{\Sigma}_{1 \mid 1}^{\theta \mathbf{x}}\right) \\
& +\frac{1}{2} \operatorname{tr}\left(\left[\left[\mathbf{D}^{\prime} \mathbf{K}_{2}^{\boldsymbol{\theta} \mathbf{x}}+\mathbf{f}_{\boldsymbol{\theta}}^{\mathrm{x}} \mathbf{K}_{2}^{\mathbf{x x}}\right] \mathbf{B}+\mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}\right]\right. \\
& \left.\times \boldsymbol{\mu}_{1}\left[\mathbf{B}^{\prime}\left[\mathbf{K}_{2}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta} 1}^{\mathbf{x}}+\mathbf{K}_{2}^{\mathrm{x} \theta} \mathbf{D}\right]+\mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}\right] \boldsymbol{\Sigma}_{1 \mid 1}^{\theta \theta}\right) \tag{11.30}
\end{align*}
$$

All the matrices in Eq. (11.30) except the $\Sigma_{j \mid j}$ terms have been computed before. To obtain the $\Sigma_{j \mid j}$ 's use Eqs. (10.55) to (10.57) to get $\Sigma_{j \mid j-1}$ from $\boldsymbol{\Sigma}_{j-1 \mid j-1}$ and Eqs. (K.17) to (K.19) to get $\boldsymbol{\Sigma}_{j \mid j}$ from $\boldsymbol{\Sigma}_{j \mid j-1}$.

We need $\Sigma_{1 \mid 1}$ in order to evaluate Eq. (11.30). This can be obtained by using Eqs. (10.55) to (10.57) to obtain $\Sigma_{1 \mid 0}$ from $\Sigma_{0 \mid 0}$, but this has already been accomplished in step 1, with the result

$$
\boldsymbol{\Sigma}_{1 \mid 0}^{\mathrm{xx}}=3.410 \quad \boldsymbol{\Sigma}_{1 \mid 0}^{\theta \mathrm{x}}=1.267 \quad \boldsymbol{\Sigma}_{1 \mid 0}^{\theta \theta}=.5
$$

Then, to obtain $\Sigma_{1 \mid 1}^{\mathrm{xx}}$ use Eq. (10.59)

$$
\begin{equation*}
\boldsymbol{\Sigma}_{1 \mid 1}^{\mathbf{x x}}=\left[\mathbf{I}-\boldsymbol{\Sigma}_{1 \mid 0}^{\times \mathbf{x}} \mathbf{H}_{1}^{\prime} \mathbf{S}_{1}^{-1} \mathbf{H}_{1}\right] \boldsymbol{\Sigma}_{1 \mid 0}^{\mathrm{xx}} \tag{11.31}
\end{equation*}
$$

where, from Eq. (10.62),

$$
\begin{aligned}
\mathbf{S}_{1} & =\mathbf{H}_{1} \boldsymbol{\Sigma}_{1 \mid 0}^{\mathbf{x x}} \mathbf{H}^{\prime}{ }_{1}+\mathbf{R}_{1} \\
& =(1)(3.410)(1)+0=3.410
\end{aligned}
$$

Therefore,

$$
\mathbf{S}_{1}^{-1}=.293
$$

and thus

$$
\boldsymbol{\Sigma}_{1 \mid 1}^{\mathrm{xx}}=[1-(3.410)(1)(.293)(1)](3.410)=0
$$

In this situation with no measurement error and $\mathbf{H}=1$, the covariance of the state variables reduces to zero after the new measurement is taken.

Next, use Eq. (10.60) to obtain

$$
\begin{align*}
\boldsymbol{\Sigma}_{1 \mid 1}^{\theta \mathbf{x}} & =\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \mathbf{x}}\left[\mathbf{I}-\mathbf{H}_{1}^{\prime} \mathbf{S}_{1}^{-1} \mathbf{H}_{1} \boldsymbol{\Sigma}_{1 \mid 0}^{\mathbf{x x}}\right] \\
& =1.267[1-(1)(.293)(1)(3.410)]=0 \tag{11.32}
\end{align*}
$$

with the result that $\Sigma_{1 \mid 1}^{\theta \mathrm{x}}$ also is zero after the measurement.
Finally, use Eq. (10.61) to obtain

$$
\begin{align*}
\boldsymbol{\Sigma}_{1 \mid 1}^{\theta \theta} & =\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \theta}-\boldsymbol{\Sigma}_{1 \mid 0}^{\theta \times \mathbf{x}} \mathbf{H}_{1}^{\prime} \mathbf{S}_{1}^{-1} \mathbf{H}_{1} \boldsymbol{\Sigma}_{1 \mid 0}^{\mathbf{x} \theta} \\
& =.5-(1.267)(1)(.293)(1)(1.267)=.03 \tag{11.33}
\end{align*}
$$

Also, with perfect measurement and a single unknown parameter there is a substantial reduction in the uncertainty associated with the parameter $\boldsymbol{\theta}$. In this case the variance of $b$ (the only element in $\boldsymbol{\theta}$ ) is reduced from .5 to .03 by a single measurement. In summary, from the initial data, from the initialization, and this step:

| $j \mid k$ | $\boldsymbol{\Sigma}_{j \mid k}^{\mathrm{xx}}$ | $\boldsymbol{\Sigma}_{j \mid k}^{\theta \mathrm{x}}$ | $\boldsymbol{\Sigma}_{j \mid k}^{\theta \theta}$ |
| :--- | :--- | :--- | :--- |
| $0 \mid 0$ | 0 | 0 | .500 |
| $1 \mid 0$ | 3.410 | 1.267 | .500 |
| $1 \mid 1$ | 0 | 0 | .030 |

Now Eq. (11.30) can be evaluated. Since both $\Sigma_{1 \mid 1}^{\mathrm{xx}}$ and $\Sigma_{1 \mid 1}^{\theta \mathrm{x}}$ are equal to zero, it can be simplified substantially to

$$
\begin{align*}
J_{P, N}= & \frac{1}{2} \operatorname{tr}\left(\left[\left[\mathbf{D}^{\prime} \mathbf{K}_{2}^{\theta \mathbf{x}}+\mathbf{f}_{\boldsymbol{\theta} 1}^{\mathbf{x}^{\prime}} \mathbf{K}_{2}^{\mathbf{x x}}\right] \mathbf{B}+\mathbf{p}_{2}^{\mathbf{x}} \mathbf{b}_{\theta}\right]\right. \\
& \left.\times \boldsymbol{\mu}_{1}\left[\mathbf{B}^{\prime}\left[\mathbf{K}_{2}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta} 1}^{\mathbf{x}}+\mathbf{K}_{2}^{\mathrm{x} \theta} \mathbf{D}\right]+\mathbf{p}_{2}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}\right] \boldsymbol{\Sigma}_{1 \mid 1}^{\theta \theta}\right) \tag{11.34}
\end{align*}
$$

Also, $\mathbf{f}_{\boldsymbol{\theta} 1}^{\mathrm{x}}, \boldsymbol{\mu}_{1}$, and $\mathbf{p}_{2}^{\mathrm{x}}$ can be obtained from Eqs. (11.23) and (11.22), respectively, giving

$$
\begin{aligned}
J_{P, N}=\frac{1}{2} \operatorname{tr}([[(1)(0)+ & (2.025)(1)](-.5)+(4.050)(1)](.8) \\
& \{(-.5)[(1)(2.025)+(0)(1)]+(4.050)(1)\}(.03))=.110
\end{aligned}
$$

In summary, the deterministic component can be obtained from steps 4 and $6 a$ as

$$
\begin{equation*}
J_{D, N}=J_{D, N}^{N k}+J_{D, N}^{F}=11.412+4.543=15.955 \tag{11.35}
\end{equation*}
$$

The cautionary component is obtained from steps 5 and $6 b$ as

$$
\begin{equation*}
J_{C, N}=J_{C, N}^{k+1}+J_{C, N}^{F}=4.426+.1=4.526 \tag{11.36}
\end{equation*}
$$

Finally, the probing component is obtained from Eq. (11.34) in step $6 c$ as

$$
\begin{equation*}
J_{P, N}=.110 \tag{11.37}
\end{equation*}
$$

STEP $6 d$ The total cost-to-go conditional on $\mathbf{u}_{k}$ is then obtained by summing the three components, as in Eq. (10.45)

$$
\begin{equation*}
J_{d, N-k}\left(u_{k}\right)=J_{D, N-k}+J_{C, N-k}+J_{P, N-k} \tag{11.38}
\end{equation*}
$$

or, for $u=2.534$ at time $k=0$,

$$
\begin{aligned}
J_{d, N}(2.534) & =J_{D, N}+J_{C, N}+J_{P, N} \\
& =15.955+4.526+.110 \\
& =20.591
\end{aligned}
$$

This completes the evaluation of the approximate cost-to-go for a single value of the control, namely $\mathbf{u}_{0}=2.534$. As the search proceeds, the cost-to-go function is evaluated at other values of the control.

### 11.4 The Search

The search is then carried out to find that value of the control $\mathbf{u}_{0}^{*}$ which minimizes $J_{d, k}{ }^{1}$ Table 11.1 and Fig. 11.1 give the results of the evaluation of the deterministic, cautionary, and probing cost as well as the total cost for a number of values of the control $\mathbf{u}_{0}$.

Table 11.1: Evaluation of cost-to-go and its components for the MacRae problem

| Control | Deterministic | Cautionary | Probing | Total |
| :--- | :--- | :--- | :--- | :--- |
| $\mathbf{u}_{0}$ | $J_{D, N}$ | $J_{C, N}$ | $J_{P, N}$ | $J_{d, N}$ |
| 1.17 | 17.201 | 1.197 | .496 | 18.894 |
| 1.28 | 17.005 | 1.434 | .423 | 18.863 |
| 1.32 | 16.935 | 1.525 | .400 | 18.860 |
| 1.37 | 16.869 | 1.616 | .378 | 18.863 |
| 1.56 | 16.588 | 2.056 | .294 | 18.938 |
| 2.53 | 15.957 | 4.527 | .108 | 20.593 |



Figure 11.1: Total cost-to-go and components of two-period MacRae problem.

In Fig. 11.1 the deterministic cost component is relatively large and has the expected quadratic shape. The cautionary cost component rises with increases in the control value; i.e., caution results in a smaller control value that the deterministic component alone would imply. Finally, the probing cost component falls with increases in the control value. Thus, caution and probing work in opposite directions; however, the probing term is smaller and has a smaller slope.

By way of contrast and in order to emphasize that the function $J_{d}\left(u_{k}\right)$ may have local minima, Fig. 11.2 provides a plot similar to Fig. 11.1 but for a slightly different problem. This problem is the same as the previous MacRae problem with two exceptions: (1) all three of the parameters $a, b$, and $c$ are treated as unknown rather than only $b$ (the initial variances of all three parameters are set at .5 ), and (2) the model is solved for 10 time periods instead of 2 (the penalty ratio of $q$ to $r$ is kept at $1: 1$ for all time periods).

As Fig. 11.2 shows, the probing cost component is nonconvex, and this produces two local optima in the total cost-to-go. This situation was discovered by accident. The author and Fred Norman were using this problem to debug their separately programmed codes. Both obtained the local optimum around 5 and concluded that the codes were debugged.

The author subsequently modified his code, solved the problem again, and found the local optimum near 10. At first it seemed that there was an error in the modified code, but subsequent analysis revealed the nonconvex shape of the cost-to-go function.

[^34]

Figure 11.2: Total cost-to-go and components for 10-period MacRae problem.

## Chapter 12

## Example: A Macroeconomic Model with Measurement Error

### 12.1 Introduction

In Chap. 4 a small quarterly macroeconomic model of the United States economy was used as an example of deterministic control. Here that model is converted into a stochastic control model with measurement error and solved with the activelearning algorithm of Chap. 10

Four sources of uncertainty are added to the model of Chap. 4:

1. An additive error (or noise) term in the system equations
2. An error term in the measurement equations
3. Uncertainty about initial conditions
4. Uncertainty about parameter values in the system equations

Of these four sources of uncertainty, the first is the most widely considered in economic models. It was discussed as additive uncertainty in Chap. 5. The fourth type of uncertainty, i.e., the parameter values, was discussed under multiplicative uncertainty in Chap. 6 however, the control was not chosen in an active-learning manner. Uncertainty of types 2 and 3 are much less widely used in economic models. There is a substantial literature in econometrics on measurement errors [see Geraci (1976)], but this has not previously been systematically incorporated into macroeconometric models to show the effect of measurement error on policy
choice. A new start in this direction was made by Conrad (1977) and the model of this chapter continues by including measurement error in a model with active learning.

Since different economic time series are of greatly varying accuracy, the use of measurement-error information provides a systematic way to take account of this fact while choosing policy levels. For example, the uncertainty associated with inventory investment data is much greater than that associated with aggregate consumption data; so one would like to discount somewhat inventory investment data relative to consumption data when making decisions about fiscal and monetary policy. The procedures outlined in Chaps. 9 and 10 provide a way to do this.

Also, once one introduces measurement error, it becomes apparent that the initial conditions of the model can no longer be treated as though they were known with certainty. Instead one must take account of the fact that policy makers do not know the present state of the economy exactly. However, economists frequently have information about the degree of uncertainty attached to each element in a state vector describing the economy. It is this information which is exhibited in the application discussed in this chapter.

### 12.2 The Model and Data

Recall from Eq. (4.25) that the model can be written as

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A} \mathbf{x}_{k}+\mathbf{B} \mathbf{u}_{k}+\mathbf{c} \tag{12.1}
\end{equation*}
$$

where

$$
\mathbf{x}_{k}=\left[\begin{array}{c}
C_{k}  \tag{12.2}\\
I_{k}
\end{array}\right]=\left[\begin{array}{c}
\text { consumption } \\
\text { investment }
\end{array}\right] \quad \mathbf{u}_{k}=O_{k}=[\text { obligation }]
$$

with

$$
\mathbf{A}=\left[\begin{array}{cc}
1.014 & .002  \tag{12.3}\\
.093 & .753
\end{array}\right] \quad \mathbf{B}=\left[\begin{array}{c}
-.004 \\
-.100
\end{array}\right] \quad \mathbf{c}=\left[\begin{array}{c}
-1.312 \\
.448
\end{array}\right]
$$

and

$$
\mathbf{x}_{0}=\left[\begin{array}{l}
460.1  \tag{12.4}\\
113.1
\end{array}\right]
$$

Also from Eq. (4.26) the criterion function is

$$
\begin{align*}
J= & \frac{1}{2}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right]^{\prime} \mathbf{W}_{N}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right] \\
& +\frac{1}{2} \sum_{k=0}^{N-1}\left(\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{W}_{k}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]+\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]\right) \tag{12.5}
\end{align*}
$$

where

$$
\begin{aligned}
\tilde{\mathbf{x}} & =\text { desired state vector, } \\
\tilde{\mathbf{u}} & =\text { desired control vector, } \\
\mathbf{W} & =\text { weights on state deviations } \\
\boldsymbol{\Lambda} & =\text { weights on control deviations }
\end{aligned}
$$

The paths $\tilde{\mathbf{x}}$ and $\tilde{\mathbf{u}}$ were chosen by assuming desired growth rates of .75 percent per quarter. The base for these desired paths are the actual data for 1969-I

$$
\tilde{\mathbf{x}}_{0}=\left[\begin{array}{l}
460.1  \tag{12.6}\\
113.1
\end{array}\right] \quad \tilde{\mathbf{u}}_{0}=[153.644]
$$

The weighting matrices were chosen to give greater weights to state deviations in the terminal year than in other years in order to model the fact that political leaders care much more about the state of the economy in quarters just before elections than in other quarters. Therefore, these matrices were set as

$$
\begin{align*}
\mathbf{W}_{N} & =\operatorname{diag}[100,100] \quad \mathbf{W}_{k}=\operatorname{diag}[1,1] \quad \boldsymbol{\Lambda}_{k}=[1] \\
k & =0,1, \ldots, N-1 \tag{12.7}
\end{align*}
$$

Take stochastic version of the model is obtained by minimizing the expected value of Eq. (12.5) subject to system equations

$$
\begin{array}{ll}
\mathbf{x}_{k+1}=\mathbf{A x}_{k}+\mathbf{B u} \mathbf{u}_{k}+\mathbf{c}+\mathbf{v}_{k} & \mathbf{x}_{0} \sim N\left[\hat{\mathbf{x}}_{0 \mid 0}, \boldsymbol{\Sigma}_{0 \mid 0}^{\times \mathbf{x}}\right]  \tag{12.8}\\
& \mathbf{v}_{k} \sim N[\mathbf{0}, \mathbf{Q}]
\end{array}
$$

and measurement relations

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{H} \mathbf{x}_{k}+\mathbf{w}_{k} \quad \mathbf{w}_{k} \sim N[\mathbf{0}, \mathbf{R}] \tag{12.9}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{v} & =\text { system-equation noises }, \\
\mathbf{w} & =\text { measurement errors }
\end{aligned}
$$

$$
\begin{aligned}
\mathbf{H} & =\text { measurement matrix } \\
\mathbf{y} & =\text { measurement vector }
\end{aligned}
$$

It is assumed here that the initial $\mathbf{x}$ is known imperfectly and that its estimate is normally distributed with mean $\hat{\mathbf{x}}_{0 \mid 0}$ and covariance $\Sigma_{0 \mid 0}^{\mathrm{xx}}$. The system-equation noise $\mathbf{v}_{k}$ and the measurement noise are both assumed to be normally distributed and serially uncorrelated with means zero and covariances $\mathbf{Q}$ and $\mathbf{R}$, respectively. Although it is not true that the error terms are uncorrelated, that assumption has been used here for the sake of simplicity.

The diagonal elements of the covariance of the system-noise terms $\mathbf{Q}$ are the square of the standard errors of the reduced-form equation errors. The diagonal elements of this matrix are

$$
\begin{equation*}
\mathbf{Q}=\operatorname{diag}[9.61,18.92] \tag{12.10}
\end{equation*}
$$

The measurement-error covariance $\mathbf{R}$ was estimated from the revisions data by the procedure outlined in Appendix $\mathbb{R}$, The resulting matrix is

$$
\mathbf{R}=\left[\begin{array}{ll}
2.71 & 1.12  \tag{12.11}\\
1.12 & 2.78
\end{array}\right]
$$

Note that the variance of the measurement error for consumption is low relative to its value of $\mathbf{x}_{0}$ ( 2.71 on 460.1 billion) while that of investment is relatively high ( 2.78 on 113.1 billion). The algorithm described here takes account of this fact and relies less heavily on the observed value of investment $y_{2}$ than the observed value of consumption $y_{1}$ in updating estimates of both states and parameters and therefore in determining the control to be used in subsequent periods.

In the results reported here a single case of parameter uncertainty has been considered. In this case all eight of the coefficients in A, B, and c were learned. ${ }^{1}$ As in Chap. 10, a parameter vector $\boldsymbol{\theta}$ consisting of the uncertain parameters is created and added to the initial state vector x to create a new state vector z . The state equations for the augmented model are

$$
\begin{align*}
\mathbf{x}_{k+1} & =\mathbf{A}\left(\boldsymbol{\theta}_{k}\right) \mathbf{x}_{k}+\mathbf{B}\left(\boldsymbol{\theta}_{k}\right) \mathbf{u}_{k}+\mathbf{c}\left(\boldsymbol{\theta}_{k}\right)+\mathbf{v}_{k}  \tag{12.12}\\
\boldsymbol{\theta}_{k+1} & =\mathbf{D} \boldsymbol{\theta}_{k}+\boldsymbol{\eta}_{k} \tag{12.13}
\end{align*}
$$

where $\mathbf{D}$ is assumed to be an identity matrix and $\boldsymbol{\eta}$ is assumed to have both mean and covariance equal to zero (to model the case of constant but unknown parameters).

[^35]Part of the system equations, namely Eq. (12.12), is now nonlinear in the new state vector

$$
\mathbf{z}_{k}=\left[\begin{array}{c}
\mathbf{x}_{k}  \tag{12.14}\\
\boldsymbol{\theta}_{k}
\end{array}\right]
$$

Also, the covariance of the state vector at time $k$ as estimated with data obtained through period $k$ is now defined as

$$
\Sigma_{k \mid k}^{\mathrm{xx}}=\left[\begin{array}{cc}
\Sigma_{k \mid k}^{\mathrm{xx}} & \Sigma_{k \mid k}^{\mathrm{x} \theta}  \tag{12.15}\\
\Sigma_{k \mid k}^{\theta \times} & \Sigma_{k \mid k}^{\theta \theta}
\end{array}\right]
$$

With this notation the initial conditions for the augmented state equations (12.12) and (12.13) are

$$
\begin{gather*}
\hat{\mathbf{x}}_{0 \mid 0}=\left[\begin{array}{l}
460.1 \\
113.1
\end{array}\right] \quad \hat{\boldsymbol{\theta}}_{0 \mid 0}=\left[\begin{array}{r}
1.014 \\
.002 \\
-.004 \\
-1.312 \\
.093 \\
.753 \\
-.100 \\
.448
\end{array}\right]  \tag{12.16}\\
\boldsymbol{\Sigma}_{0 \mid 0}^{\mathrm{xx}}=\left[\begin{array}{ll}
2.71 & 1.12 \\
1.12 & 2.78
\end{array}\right]  \tag{12.17}\\
\boldsymbol{\Sigma}_{0 \mid 0}^{\theta \times \mathbf{x}}=\left(\boldsymbol{\Sigma}_{0 \mid 0}^{\mathrm{x} \boldsymbol{\theta}}\right)^{\prime}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right]  \tag{12.18}\\
\boldsymbol{\Sigma}_{0 \mid 0}^{\theta \theta}=\left[\begin{array}{rrrr}
.2690 \mathrm{E}-03 & -.5469 \mathrm{E}-03 & -.3743 \mathrm{E}-03 & -.5619 \mathrm{E}-02 \\
-.5469 \mathrm{E}-03 & .2297 \mathrm{E}-02 & .1590 \mathrm{E}-03 & -.1992 \mathrm{E}-01 \\
-.3743 \mathrm{E}-03 & .1590 \mathrm{E}-03 & .9675 \mathrm{E}-03 & .1039 \mathrm{E}-01 \\
-.5619 \mathrm{E}-02 & -.1992 \mathrm{E}-01 & .1039 \mathrm{E}-01 & .2316 \mathrm{E}+01
\end{array}\right.
\end{gather*}
$$

|  | 0 |  |  |  |
| ---: | ---: | ---: | ---: | :---: |
|  |  |  |  |  |
| $.5440 \mathrm{E}-03$ | $-.1106 \mathrm{E}-02$ | $-.7568 \mathrm{E}-03$ | $-.1136 \mathrm{E}-01$ |  |
| $-.1106 \mathrm{E}-02$ | $.4644 \mathrm{E}-02$ | $.3215 \mathrm{E}-03$ | $-.4028 \mathrm{E}-01$ |  |
| $-.7568 \mathrm{E}-03$ | $.3215 \mathrm{E}-03$ | $.1956 \mathrm{E}-02$ | $.2102 \mathrm{E}-01$ |  |
| $-.1136 \mathrm{E}-01$ | $-.4028 \mathrm{E}-01$ | $.2102 \mathrm{E}-01$ | $.4684 \mathrm{E}+01$ |  |$]$

The prior mean of x is set to $\mathrm{x}_{0}$, and the prior mean for $\boldsymbol{\theta}$ is set to the estimated reduced-form parameter estimates. The state covariance (12.17) is set equal to the measurement-error covariance. The covariance (12.18) was set to zero ${ }^{2}$ The covariance (12.19) was estimated with the Time Series Processor (TSP) econometric package.

### 12.3 Adaptive Versus Certainty-Equivalence Policies

When measurement errors are considered, will adaptive-control methods yield substantially better results than certainty-equivalence and open-loop-feedback methods? Posed another way, the question is whether or not it is worthwhile to carry out the elaborate calculations which are required to consider the possibility of learning parameters and the gains which accrue from this learning. Results presented later in this section provide some evidence that it is not worthwhile; however, these results are based on assumptions that many economists-including the author-find unrealistic. Before presenting the results a word of caution about numerical results obtained from complicated calculations is in order.

As is apparent from Chap. 10, the computer codes from which these results have been obtained are rather complex since they include both estimation and optimization procedures embedded in a Monte Carlo routine. Independently coded programs have therefore been used to check results. Fred Norman, Yaakov Bar-Shalom, and the author have independently coded various versions and parts of the adaptive algorithms. The most complicated part of the code is in the evaluation of the cost-to-go. Norman (using his program), Kent Wall (using BarShalom's program), and the author have been able to duplicate each other's results

[^36]on a number of other problems but have not fully checked the present problem. Therefore, the results presented here must be checked against one's intuition until complete numerical checking can be accomplished. It is in this spirit that the results are presented.

Table 12.1 shows the results from the 34 Monte Carlo runs completed. For each run random values of the systems noise $\mathbf{v}_{k}$, the measurement noises $\mathbf{w}_{k}$, the initial state estimate $\hat{\mathbf{x}}_{0 \mid 0}$, and the initial parameter estimate $\hat{\boldsymbol{\theta}}_{0 \mid 0}$ are generated using the means and covariances described above. The evidence suggests that the sequential certainty-equivalence procedure of Appendix $O$ is inferior to both the open-loop-feedback method (OLF) of Chap. 6 and the adaptive-control (dual) method of Chap. 10. Of the two stochastic methods the OLF was superior in 18 and the dual method in 12 of the 34 runs. As more data are obtained, it will be useful to see whether there is a statistically significant difference between the three methods.

If the OLF results continue to appear to be better than the dual results, it would be possible to use the computationally simple OLF results rather than the computationally complex dual procedures in performing stochastic control on macroeconomic models. Of course this tendency may not continue as larger models are used for experimentation. Also, these results are for a model is which the parameters are assumed to be constant over time. If, alternatively, it had been assumed that some or all of the parameters were time-varying (a realistic assumption for some parameters), the ranking of the three methods might be different. Under the assumption of time-varying parameters the initial covariance matrix for the parameters $\Sigma_{0 \mid 0}^{\theta \theta}$ would probably have larger elements, representing the fact that the parameters would be known with less certainty. Then there would be more to learn, and the dual method might be superior to the OLF method. However, though more could be learned, the information obtained would be less valuable since its worth would decay over time with the time-varying paths of the parameters.

### 12.4 Results from a Single Monte Carlo Run

In order to provide more insight into the types of results obtained from stochastic control models the results of one of the Monte Carlo runs (run 4) are presented in detail in the following pages. This run is representative in the sense that the OLF solution was the least costly (23.695), the dual was next (23.717), and the certainty-equivalence solution was the worst (23.914). Also the results make clear

Table 12.1: Comparison of criterion values (thousands) ${ }^{\dagger}$

| Monte Carlo <br> run | Order | Certainty <br> equivalence $C$ | Open-loop <br> feedback $O$ | Dual $D$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $O, D, C$ | 22.450 | 22.240 | 22.320 |
| 2 | $O, C, D$ | 28.710 | 28.610 | 28.730 |
| 3 | $C, D, O$ | 31.850 | 32.000 | 31.870 |
| 4 | $O, D, C$ | 23.941 | 23.695 | 23.717 |
| 5 | $D, O, C$ | 23.020 | 22.917 | 22.909 |
| 6 | $O, D, C$ | 29.229 | 28.787 | 28.867 |
| 7 | $C, D, O$ | 21.597 | 21.759 | 21.637 |
| 8 | $O, D, C$ | 19.219 | 19.139 | 19.213 |
| 9 | $D, O, C$ | 25.392 | 25.324 | 25.278 |
| 10 | $O, D, C$ | 27.907 | 27.418 | 27.504 |
| 11 | $D, O, C$ | 25.975 | 22.242 | 22.115 |
| 12 | $O, D, C$ | 26.402 | 25.818 | 25.975 |
| 13 | $D, O, C$ | 21.615 | 21.438 | 21.298 |
| 14 | $O, C, D$ | 27.810 | 27.705 | 27.853 |
| 15 | $D, O, C$ | 15.893 | 15.701 | 15.563 |
| 16 | $D, O, C$ | 23.078 | 22.862 | 22.811 |
| 17 | $O, D, C$ | 23.545 | 23.084 | 23.107 |
| 18 | $C, O, D$ | 26.899 | 26.934 | 27.013 |
| 19 | $O, D, C$ | 22.366 | 21.820 | 22.092 |
| 20 | $O, D, C$ | 18.360 | 18.283 | 18.349 |
| 21 | $D, O, C$ | 22.069 | 21.745 | 21.512 |
| 22 | $D, O, C$ | 20.177 | 19.914 | 19.904 |
| 23 | $O, C, D$ | 17.938 | 17.879 | 17.976 |
| 24 | $O, D, C$ | 36.133 | 35.678 | 36.057 |
| 25 | $O, C, D$ | 24.143 | 24.128 | 24.182 |
| 26 | $C, D, O$ | 27.871 | 27.943 | 27.911 |
| 27 | $O, D, C$ | 21.019 | 20.678 | 20.905 |
| 28 | $O, D, C$ | 26.181 | 26.080 | 26.082 |
| 29 | $O, D, C$ | 27.344 | 27.123 | 27.276 |
| 30 | $D, C, O$ | 18.488 | 18.498 | 18.458 |
| 31 | $D, C, O$ | 29.107 | 29.156 | 28.977 |
| 32 | $D, O, C$ | 26.894 | 26.581 | 26.496 |
| 33 | $O, D, C$ | 16.811 | 16.312 | 16.523 |
| 34 | $D, O, C$ | 28.878 | 28.708 | 28.678 |
|  | ,$O$ |  |  |  |

${ }^{\dagger}$ In these runs, the number of times each method had the lowest cost was $\mathrm{OLF}=18$, Dual $=12, \mathrm{CE}=4$.


Figure 12.1: Consumption.
that the model used has some characteristics which detract from its usefulness for testing the relative performance of different control-theory methods on economic models.

The input data which are specific to Monte Carlo run 4 and the numerical results for that particular run are included in Appendix T The primary results are displayed graphically in the remainder of this section.

### 12.4.1 Time Paths of Variables and of Parameter Estimates

Figures 12.1 and 12.2 show the time paths of the two state variables, consumption and investment, under each of the three control schemes, and the desired path for each state variable. Figure 12.1 tells very little about the results but illustrates one of the undesirable properties of this model, the fact that the consumption path is explosive and that differences in controls have very little impact on the consumption path. These results come from the fact that the coefficient $a_{11}$ is 1.014 and the coefficient $b_{1}$ is -.004 . Thus consumption grows almost


Figure 12.2: Investment.
independently of changes in government expenditures.
Figure 12.2 displays the investment paths under the alternative control schemes and is considerably more interesting. It illustrates the difficulty of maintaining an economy on a steady path in the face of the various kinds of uncertainty which face economic policy makers. (1) There is the additive uncertainty in the equation, representing the impact of unpredictable changes in investment which affect the level of investment additively. (2) The policy maker has an estimate of how the economy will respond to a policy measure but does not know what the actual response will be. (3) The policy maker does not know what the true state of the economy is at the moment because the statistics which report that state are affected by measurement errors.

Next compare the sequential certainty-equivalence path (CE) and the dualcontrol path (dual) in Fig. 12.2 Qualitatively, one would expect the dual-control path to deviate farther from the desired path than the certainty-equivalence path in the early time periods but be closer to the desired path in the terminal period (just before the election). This occurs in this particular Monte Carlo run. In the first time period desired investment is roughly 114.0 billion, the CE investmentpath level is about 114.3, and the dual-path investment level is roughly 115.4. So the CE path deviates from the desired path by .3 billion while the dual path deviates by 1.4 billion. In contrast, in the last time period (period 7), supposedly the quarter just before the next presidential elections, the CE time path deviates from the desired by roughly .5 billion while the dual time path deviates by less than .1 billion. It should be emphasized that this kind of pattern is not observed in all the Monte Carlo runs but is illustrative of the kind of result that one expects when comparing certainty-equivalence results with dual-control results.

Next compare the OLF path with the adaptive-control (dual) path. This path is neither as far off the desired path in the first period nor as close to the desired path in the last period as the adaptive-control path. However, on average when all the costs are considered, including both the state and control cost, the OLF path has a slightly lower cost than the dual path.

If Fig. 12.2 seems to confirm one's preconceptions about adaptive-control results, Fig. 12.3 shows that matters are not so simple. This figure shows the desired, CE, OLF, and dual paths for the control variable, government obligations. The simplest preconceptions about the control path in the first time periods in stochastic control problems are (1) that solutions like OLF which consider uncertainty will be more "cautions," i.e., have smaller control values, than those like CE which do not consider uncertainty and (2) that solutions like dual which consider learning as well as uncertainty will do more "probing," i.e., have control


Figure 12.3: Government obligations.
values farther from the desired path, than solutions like OLF which consider the uncertainty but do not consider learning. One of these propositions is borne out by this particular Monte Carlo run, but the other is not. The OLF path is indeed more cautious than the CE path in the first time period, but the dual path does not exhibit more probing than the OLF solution in the first few time periods. As work progresses in this field, it will be interesting to observe what classes of models will on average over many Monte Carlo runs exhibit both the caution and probing characteristics 3

Figures 12.4 to 12.11 show the paths of the eight parameter estimates in the vector $\hat{\boldsymbol{\theta}}$ for the eight time periods under each of the control methods. Figure 12.4 gives this information for the parameter $a_{11}$. The true value of the parameter is 1.014 . The initial estimate of the parameter is 1.030 , the same for all three methods. This initial estimate is generated by a Monte Carlo routine which uses the covariance of the parameter estimates.

In glancing at all eight of the parameter-estimate figures (12.4 to 12.11) one observes that for all three methods the estimates change substantially in the early periods and much less in the later periods. This is due to the fact that as more data are collected, the state and parameter-estimate covariance become smaller and the extended Kalman filter tends to assign lower weights to new observations in updating the parameter estimates. One can also observe that some of the parameter estimates actually diverge from, rather than converge to, the true values. While this is somewhat disturbing, it is worth remembering that the estimation done in the context of an optimal control algorithm does not treat all parameters equally. Some parameters are obviously more important than others when one considers the impact of uncertainty on the choice of control. For example, one of the most important parameters in this problem is $b_{2}$, the parameter for the governmentobligations control variable in the investment equation. This parameter is shown in Fig. 12.10 The estimates for this parameter converge toward the true value. The estimate made in the adaptive-control (dual) solution is closer to the true value at the terminal time than either the CE or OLF estimates. However, in the problem at hand there is a heavy weight on deviations of the states from the desired path at the terminal time (period 7), so it may be more important to have a good estimate of $b_{2}$ in period 6 than in period 7. At period 6 the CE estimate is the closest, while the OLF and dual estimates are about equidistant from the true value.
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Figure 12.4: Parameter $a_{11}$.


Figure 12.5: Parameter $a_{12}$.


Figure 12.6: Parameter $b_{1}$.


Figure 12.7: Parameter $c_{1}$.


Figure 12.8: Parameter $a_{21}$.


Figure 12.9: Parameter $a_{22}$.


Figure 12.10: Parameter $b_{2}$.


Figure 12.11: Parameter $c_{2}$.

This completes the discussion of the time paths of variables and of parameter estimates for the single Monte Carlo run. In order to understand these results better it is useful to separate the cost-to-go into several components.

### 12.4.2 Decomposition of the Cost-to-Go

As discussed in Sec. 10.3, it is possible to divide the approximate cost-to-go into three components, which were given the names deterministic, cautionary, and probing by Bar-Shalom and Tse (1976a). While there is debate about the efficacy of this particular separation and labeling of terms, ${ }^{4}$ the separation into components has proved to be valuable in comparing results and debugging computer codes and in beginning to understand the character of the results.

In general functional form the three components are:
Deterministic:

$$
\begin{equation*}
J_{D, N-k}=f\left(\mathbf{x}_{k}, \mathbf{u}_{k}, \mathbf{x}_{o N},\left(\mathbf{x}_{o j}, \mathbf{u}_{o j}\right)_{j=k+1}^{N-1}\right) \tag{12.20}
\end{equation*}
$$

Cautionary:

$$
\begin{equation*}
J_{C, N-k}=f\left(\boldsymbol{\Sigma}_{k+1 \mid k}^{\times \mathbf{x}}, \boldsymbol{\Sigma}_{k+1 \mid k}^{\boldsymbol{\theta} \mathbf{x}}, \boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \theta},\left(\mathbf{Q}_{j}, \boldsymbol{\Gamma}_{j}\right)_{j=k+1}^{N-1}\right) \tag{12.21}
\end{equation*}
$$

Probing:

$$
\begin{equation*}
J_{P, N-k}=f\left(\left(\boldsymbol{\Sigma}_{j \mid j}^{\mathrm{xx}}, \boldsymbol{\Sigma}_{j \mid j}^{\theta \times}, \boldsymbol{\Sigma}_{j \mid j}^{\theta \theta}\right)_{j=k+1}^{N-1}\right) \tag{12.22}
\end{equation*}
$$

The detailed expressions are in Eqs. (10.49) to (10.51), and their derivation is given in Appendix Q .

The reader may recall from the earlier discussion that the deterministic component contains only nonrandom terms. All stochastic terms are in either the cautionary or the probing components. Of these stochastic terms the cautionary component includes terms in $\boldsymbol{\Sigma}_{k+1 \mid k}$, which represent the uncertainty in the system between the time a control is chosen at time $k$ and the time the next control is chosen at time $k+1$. In contrast, the probing component includes terms in $\left(\boldsymbol{\Sigma}_{j \mid j}\right)_{j=k+1}^{N-1}$, which is the uncertainty remaining in the system after measurements have been taken in each time period after the current time period $k$. In particular, this component includes the parameter covariance $\Sigma_{j \mid j}^{\theta \theta}$ for all future time periods. Since probing will serve to reduce the elements of this covariance, the component which includes the covariance is called the probing component.

Figures 12.12 to 12.18 show for each period the total cost-to-go and its breakdown into deterministic, cautionary, and probing terms as a function of the
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Figure 12.12: Period 0


Figure 12.13: Period 1


Figure 12.14: Period 2


Figure 12.15: Period 3


Figure 12.16: Period 4


Figure 12.17: Period 5


Figure 12.18: Period 6
control $\mathbf{u}_{k}$ (government obligations). $\sqrt[5]{ }$ Consider first Fig. 12.12 for period 0 . The deterministic component is the largest of the three, followed by the cautionary and the probing components. Also the deterministic component is a convex function, the cautionary component is roughly a linear function, and the probing component is concave. Since the cost-to-go is the sum of these three functions, it is not necessarily concave or convex and the problem of local optima is a real possibility. Recall that local optima did indeed occur in one variant of the MacRae problem discussed in Chap. 11(see, for example, Fig.11.2). For this reason a gridsearch method was used in finding the minimum cost-to-go. The widely spaced points on each component represent the 20 values of government obligations at which the functions were evaluated. The closely spaced points in turn represent a finer grid evaluation at nine points centered on the minimum from the coarse-grid search.

A quick glance at Figs. 12.12 through 12.18 reveals that there is not a serious problem with local optima. Thus gradient methods probably could have been used. In fact this might have improved the relative standing on the dual method in the Monte Carlo runs. However, at this stage of the research, caution is advised. If it should result after a variety of macroeconomic models have been solved with grid-search methods that local optima are not a serious problem, gradient methods can be employed. This would be an important development because it would substantially reduce the cost of each Monte Carlo run, permitting wider experimentation.

Now consider the effect of each of the three components on the location of the minimum. The minimum of the deterministic cost component in Fig. 12.12 occurs at a government-obligation level of about 185 billion dollars. (The interested reader can find the numerical results in Appendix T, for period 0 in Table T.4.) In contrast, the minimum of the total cost occurs at roughly 170 billion dollars. Since the probing component is relatively flat, it is apparent that the positive slope of the cautionary term results in a decrease in the optimum level of the control from 185 to 170 . Thus in this particular problem the cautionary term does indeed result in a more cautious policy. In contrast, the slope of the probing term near the optimum of 170 is small but negative; so the probing term has the effect of increasing the optimum level from the deterministic optimum.

Thus in this problem for this time period the effect of the cautionary term

[^39]is to result in a lower level of government expenditures, and the effect of the probing term is to cause a tendency toward higher levels of government expenditures. However, the cautionary term has a fairly large positive slope, and the probing form has a small negative slope. This suggests that, relative to the $\Sigma_{k+1 \mid k}$ terms, the $\left(\Sigma_{j \mid j}\right)_{j=k+1}^{N-1}$ terms are not changed much by changes in the government obligations. Another way to say this is that increases in government obligations have two effects. One is to increase the uncertainty about the levels of consumption and investment which will be obtained in the next period (period $k+1$ ). The other is to decrease the uncertainty about postmeasurement values of the states and parameters in all future time periods. For this problem in this (and all other) time periods the two effects work in opposite directions, but the uncertainty in period $k+1$ is the overriding effect.

It seems reasonable to conjecture that larger values of $\Sigma_{0 \mid 0}^{\theta \theta}$, that is, of the initial covariance matrix of the parameters, will result in relatively greater effects from the probing terms; i.e., if there was greater initial uncertainty about the parameters, probing would be more worthwhile. With the assumption used in this model that parameters are constant but unknown, the initial covariance of the parameters is sufficiently small for further learning from probing not to be a high priority. If, on the other hand, it was assumed that the parameters were time-varying, the initial parameter-covariance matrix elements would be larger and there would be probably be more gain from active learning. However, the value of knowing the parameters better at any time is less when parameters are time-varying since the parameters will change. Therefore under the assumption of time-varying parameters it seems likely but not certain that there will be more active probing.

Against this one can ask whether or not economists really know the parameters of United States macroeconomic models as well as is represented by the covariance of coefficients when estimated on 20 to 30 years of quarterly data with the assumption that parameters are constant over that entire period. An assumption that at least some of the parameters are time-varying seems much more realistic.

This completes the discussion of the results for period 0 . A comparison of the results across all of the time periods follows.

In looking at Figs. 12.13 to 12.18 , the first thing one observers is that the deterministic cost term increases relative to the other two components. This is an artifact of the particular problem at hand and probably not a general result. The reason for this can be seen in Fig. 12.1 , which shows the divergence of the dual path from the desired path for consumption. This divergence is a result of the
explosive path of consumption in this particular model and thus is not a result that is likely to recur when more suitable models are used.

Next one can observe that the cautionary component becomes smaller and has a smaller positive slope as one moves from period 0 to period 6 . This results from the fact that uncertainty about both states and parameters is reduced as time passes.

Also, the probing component becomes smaller with the passage of time and becomes zero in period 6 (Fig. 12.18 ) when only one period remains and there is therefore nothing to be gained from active learning.

Thus with a relatively high ratio of terminal-period penalties $\mathbf{W}_{N}$ to other period penalties $\mathbf{W}_{k}$ of 100:1 there is not much gain from active learning in this small model with constant but unknown parameters. It remains to be seen whether this result will hold with larger models, different assumptions about parameters, and different ratios of terminal to other period weights.

In summary the results show that (1) in the relevant range the slope of the cautionary term is positive and the slope of the probing term is negative; (2) the probing term is smaller in magnitude and has a smaller absolute value of the slope than the cautionary term; and (3) both the cautionary and the probing terms decrease with the passage of time.

### 12.5 Summary

The methodology of control theory embodies a variety of notions which make it a particularly attractive means of analyzing many economic problems: (1) the focus on dynamics and thus on the evolution of an economic system over time, (2) the orientation toward reaching certain targets or goals and/or of improving the performance of an economic system, and (3) the treatment of uncertainty not only in additive-equation error terms but also in uncertain initial states, uncertain parameter estimates, and measurement errors.

## Appendices

## Appendix A

## Second-Order Expansion of the System Equations

For simplicity consider first an $n$ vector $\mathbf{x}$, an $m$ vector $\mathbf{u}$, and a set of $n$ functions $f^{i}$ of the form

$$
\begin{equation*}
\mathbf{x}=\mathbf{f}(\mathbf{u}) \tag{A.1}
\end{equation*}
$$

where

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1}  \tag{A.2}\\
\vdots \\
x_{n}
\end{array}\right] \quad \mathbf{u}=\left[\begin{array}{c}
u_{1} \\
\vdots \\
u_{m}
\end{array}\right] \quad \mathbf{f}(\mathbf{u})=\left[\begin{array}{c}
f^{1}(\mathbf{u}) \\
\vdots \\
f^{n}(\mathbf{u})
\end{array}\right]
$$

Then the derivative of a single function $f^{i}$ with respect to the vector $\mathbf{u}$ is the column vector ${ }^{11}$

$$
\mathbf{f}_{\mathbf{u}}^{i}=\left[\begin{array}{c}
\frac{\partial f^{i}}{\partial u_{1}}  \tag{A.3}\\
\vdots \\
\frac{\partial f^{i}}{\partial u_{m}}
\end{array}\right]
$$

[^40]Also, the derivative of the column of functions $\mathbf{f}$ with respect to the vector $\mathbf{u}$ is defined to be the matrix

$$
\mathbf{f}_{\mathbf{u}}=\left[\begin{array}{c}
\left(\mathbf{f}_{\mathbf{u}}^{1}\right)^{\prime}  \tag{A.4}\\
\vdots \\
\left(\mathbf{f}_{\mathbf{u}}^{n}\right)^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\partial f^{1}}{\partial u_{1}} & \cdots & \frac{\partial f^{1}}{\partial u_{m}} \\
\cdots \cdots \cdots & \cdots & \cdots \cdots \\
\frac{\partial f^{n}}{\partial u_{1}} & \cdots & \frac{\partial f^{n}}{\partial u_{m}}
\end{array}\right]
$$

The second derivative of a single function $f^{i}$ with respect to the vector $\mathbf{u}$ is defined to be

$$
\mathbf{f}_{\mathbf{u u}}^{i}=\left[\begin{array}{ccc}
\frac{\partial^{2} f^{i}}{\partial u_{1} \partial u_{1}} & \cdots & \frac{\partial^{2} f^{i}}{\partial u_{1} \partial u_{m}}  \tag{A.5}\\
\cdots \cdots \cdots \cdots & \cdots & \cdots \cdots \cdots \cdots \\
\frac{\partial^{2} f^{i}}{\partial u_{m} \partial u_{1}} & \cdots & \frac{\partial^{2} f^{i}}{\partial u_{m} \partial u_{m}}
\end{array}\right]
$$

Using the above notation, one can write the second-order Taylor expansion of the $i$ th equation in (A.1) around $\mathbf{u}^{\dagger}$ as

$$
\begin{equation*}
x_{i}=f^{i}\left(\mathbf{u}^{\dagger}\right)+\left(\mathbf{f}_{\mathbf{u}}^{i}\right)^{\prime}\left[\mathbf{u}-\mathbf{u}^{\dagger}\right]+\frac{1}{2}\left[\mathbf{u}-\mathbf{u}^{\dagger}\right]^{\prime} \mathbf{f}_{\mathbf{u u}}^{i}\left[\mathbf{u}-\mathbf{u}^{\dagger}\right] \tag{A.6}
\end{equation*}
$$

Similarly the vector case of Eq. (A.6) can be written

$$
\begin{equation*}
\mathbf{x}=\mathbf{f}\left(\mathbf{u}^{\dagger}\right)+\mathbf{f}_{\mathbf{u}}\left[\mathbf{u}-\mathbf{u}^{\dagger}\right]+\frac{1}{2} \sum_{i} \mathbf{e}^{i}\left[\mathbf{u}-\mathbf{u}^{\dagger}\right]^{\prime} \mathbf{f}_{\mathbf{u u}}^{i}\left[\mathbf{u}-\mathbf{u}^{\dagger}\right] \tag{A.7}
\end{equation*}
$$

where

$$
\mathbf{e}^{i}=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{array}\right] \leftarrow i \text { th position }
$$

The effect of the multiplication by $\mathbf{e}^{i}$ is to place the scalar quantity

$$
\left[\mathbf{u}-\mathbf{u}^{\dagger}\right]^{\prime} \mathbf{f}_{\mathbf{u u}}^{i}\left[\mathbf{u}-\mathbf{u}^{\dagger}\right]
$$

in the $i$ th row of Eq. (A.7).

By analogy with Eq. (A.7) the second-order Taylor expansion of the system equations

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{f}_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\boldsymbol{\xi}_{k} \tag{A.8}
\end{equation*}
$$

about $\left(\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{\dagger}\right)$ is

$$
\begin{align*}
\mathbf{x}_{k+1}= & \mathbf{f}_{k}\left(\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{\dagger}\right)+\left[\mathbf{f}_{\mathbf{x}}\right]\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]+\left[\mathbf{f}_{\mathbf{u}}\right]\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\dagger}\right] \\
& +\frac{1}{2} \sum_{i} \mathbf{e}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]^{\prime} \mathbf{f}_{\mathbf{x x}}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]+\frac{1}{2} \sum_{i} \mathbf{e}^{i}\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\dagger}\right]^{\prime} \mathbf{f}_{\mathbf{u u}}^{i}\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\dagger}\right] \\
& +\sum_{i} \mathbf{e}^{i}\left[\mathbf{x}_{k}-\hat{\mathbf{x}}_{k \mid k}\right]^{\prime} \mathbf{f}_{\mathbf{x u}}^{i}\left[\mathbf{u}_{k}-\mathbf{u}_{k}^{\dagger}\right]+\boldsymbol{\xi}_{k} \tag{A.9}
\end{align*}
$$

where $\mathbf{f}_{\mathbf{x}}$ and $\mathbf{f}_{\mathbf{u}}$ denote the jacobians of $\mathbf{f}$ evaluated at $\left(\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{\dagger}\right)$ and $\mathbf{f}_{\mathrm{xx}}, \mathbf{f}_{\mathrm{xu}}$, and $\mathbf{f}_{\mathbf{u u}}$ denote the hessians evaluated at $\left(\hat{\mathbf{x}}_{k \mid k}, \mathbf{u}_{k}^{\dagger}\right)$.

## Appendix B

## Expected Value of Vector and Matrix Products

## B. 1 The Expected Value of a Quadratic Form

The purpose of this appendix is to show that the expected value of the quadratic form is

$$
\begin{equation*}
E\left\{\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right\}=\hat{\mathbf{x}}^{\prime} \mathbf{A} \hat{\mathbf{x}}+\operatorname{tr}(\mathbf{A} \boldsymbol{\Sigma}) \tag{B.1}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{x} & =\text { random vector of dimension } n, \\
\mathbf{A} & =n \times n \text { matrix }, \\
\hat{\mathbf{x}} & =E\{\mathbf{x}\} \\
\operatorname{tr} & =\text { trace operator, } \\
\mathbf{\Sigma} & =\text { covariance of } \mathbf{x}=E\left\{[\mathbf{x}-\hat{\mathbf{x}}][\mathbf{x}-\hat{\mathbf{x}}]^{\prime}\right\}
\end{aligned}
$$

Following the line of argument in Goldberger (1964, p. 166), we obtain

$$
\begin{align*}
E\left\{\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right\} & =E\left\{\operatorname{tr}\left(\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right)\right\} \quad \mathbf{x}^{\prime} \mathbf{A} \mathbf{x}=\text { scalar } \\
& =E\left\{\operatorname{tr}\left[\mathbf{A} \mathbf{x} \mathbf{x}^{\prime}\right]\right\} \quad \text { since } \operatorname{tr}[\mathbf{A B}]=\operatorname{tr}[\mathbf{B A}] \\
& =\operatorname{tr} E\left\{\mathbf{A} \mathbf{x x}^{\prime}\right\} \quad \text { trace is a linear function }  \tag{B.2}\\
E\left\{\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right\} & =\operatorname{tr}\left[\mathbf{A}\left(E\left\{\mathbf{x x}^{\prime}\right\}\right)\right] \quad \mathbf{A} \text { is a constant matrix } \tag{B.3}
\end{align*}
$$

Now consider the definition of the covariance matrix [see Goldberger (1964, p. 106) for related discussion]

$$
\boldsymbol{\Sigma}=E\left\{[\mathbf{x}-\hat{\mathbf{x}}][\mathbf{x}-\hat{\mathbf{x}}]^{\prime}\right\}
$$

$$
\begin{align*}
& =E\left\{\mathbf{x x}^{\prime}-\mathbf{x} \hat{\mathbf{x}}^{\prime}-\hat{\mathbf{x}} \mathbf{x}^{\prime}+\hat{\mathbf{x}} \hat{\mathbf{x}}^{\prime}\right\}  \tag{B.4}\\
\boldsymbol{\Sigma} & =E\left\{\mathbf{x x}^{\prime}\right\}-\hat{\mathbf{x}} \hat{\mathbf{x}}^{\prime} \tag{B.5}
\end{align*}
$$

Therefore, from Eq. (B.5)

$$
\begin{equation*}
E\left\{\mathbf{x x}^{\prime}\right\}=\hat{\mathbf{x}} \hat{\mathbf{x}}^{\prime}+\mathbf{\Sigma} \tag{B.6}
\end{equation*}
$$

Substitution of Eq. ( (B.6) into Eq. ( (B.3) yields

$$
\begin{align*}
E\left\{\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right\} & =\operatorname{tr}\left[\mathbf{A}\left(\hat{\mathbf{x}} \hat{\mathbf{x}}^{\prime}+\mathbf{\Sigma}\right)\right] \\
& =\operatorname{tr}\left[\hat{\mathbf{x}}^{\prime} \mathbf{A} \hat{\mathbf{x}}+\mathbf{A} \boldsymbol{\Sigma}\right] \quad \operatorname{tr}[\mathbf{A B}]=\operatorname{tr}[\mathbf{B A}]  \tag{B.7}\\
E\left\{\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right\} & =\hat{\mathbf{x}}^{\prime} \mathbf{A} \hat{\mathbf{x}}+\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] \quad \hat{\mathbf{x}}^{\prime} \mathbf{A} \hat{\mathbf{x}} \text { is a scalar } \tag{B.8}
\end{align*}
$$

and Eq. $(\overline{\mathrm{B} .8})$ is the same as Eq. $(\overline{\mathrm{B} .1})$.

## B. 2 The Expected Value of a Matrix Triple Product

This section extends the result above to show that when $d_{i j}$ is the $(i, j)$ th element of $\mathbf{D}$ and

$$
\begin{equation*}
\mathbf{D}=E\{\mathbf{A K B}\} \tag{B.9}
\end{equation*}
$$

where $\mathbf{A}, \mathbf{K}$, and $\mathbf{B}$ are conformable matrices with $\mathbf{A}$ and $\mathbf{B}$ random and $\mathbf{K}$ fixed, we have

$$
\begin{equation*}
d_{i j}=E\left\{\mathbf{a}_{i} \mathbf{K} \mathbf{b}_{j}\right\}=\hat{\mathbf{a}}_{i} \mathbf{K} \hat{\mathbf{b}}_{j}+\operatorname{tr}\left[\mathbf{K} \boldsymbol{\Sigma}_{\mathbf{b}_{j} \mathbf{a}_{i}}\right] \tag{B.10}
\end{equation*}
$$

First let

$$
\begin{equation*}
\mathbf{H}=\mathbf{A K B} \tag{B.11}
\end{equation*}
$$

then

$$
h_{i j}=\mathbf{a}_{i}^{\prime}\left[\begin{array}{c}
\sum_{l} k_{1 l} b_{l j}  \tag{B.12}\\
\sum_{l} k_{2 l} b_{l j} \\
\vdots \\
\sum_{l} k_{n l} b_{l j}
\end{array}\right]
$$

where $\mathbf{a}_{i}^{\prime}$ is the $i$ th row of $\mathbf{A}{ }^{1}$ Now

$$
\begin{align*}
h_{i j} & =a_{i 1} \sum_{l} k_{1 l}^{\prime} b_{l j}+a_{i 2} \sum_{l} k_{2 l} b_{l j}+\cdots+a_{i n} \sum_{l} k_{n l} b_{l j} \\
& =\sum_{\boldsymbol{\theta}} a_{i \boldsymbol{\theta}}\left(\sum_{l} k_{\boldsymbol{\theta} l} b_{l j}\right)=\sum_{\boldsymbol{\theta}} \sum_{l}\left(a_{i \boldsymbol{\theta}} k_{\boldsymbol{\theta} l} b_{l j}\right) \\
& =\mathbf{a}_{i}^{\prime} \mathbf{K} \mathbf{b}_{j} \tag{B.13}
\end{align*}
$$

where $\mathbf{b}_{j}$ is the $j$ th column of $\mathbf{B}$.
Thus,

$$
\begin{equation*}
d_{i j}=E\left\{h_{i j}\right\}=E\left\{\mathbf{a}_{i} \mathbf{K} \mathbf{b}_{j}\right\} \tag{B.14}
\end{equation*}
$$

Then, following the steps used in Sec. B. 1 we have

$$
\begin{array}{rlr}
E\left\{\mathbf{a}_{i} \mathbf{K} \mathbf{b}_{j}\right\} & =E\left\{\operatorname{tr}\left[\mathbf{a}_{i}^{\prime} \mathbf{K} \mathbf{b}_{j}\right]\right\} & \\
& \text { since } \mathbf{a}_{i} \mathbf{K} \mathbf{b}_{j}=\text { scalar } \\
& =E\left\{\operatorname{tr}\left[\mathbf{K} \mathbf{b}_{j} \mathbf{a}_{i}^{\prime}\right]\right\} & \text { since } \operatorname{tr}[\mathbf{A B}]=\operatorname{tr}[\mathbf{B A}] \\
& =\operatorname{tr}\left(E\left\{\mathbf{K} \mathbf{b}_{j} \mathbf{a}_{i}^{\prime}\right\}\right) & \text { trace is a linear function }  \tag{B.18}\\
& =\operatorname{tr}\left(\mathbf{K} E\left\{\mathbf{b}_{j} \mathbf{a}_{i}\right\}\right) & \mathbf{K} \text { is a constant matrix }
\end{array}
$$

Also,

$$
\begin{align*}
\boldsymbol{\Sigma}_{\mathbf{b}_{j} \mathbf{a}_{i}} & =E\left\{\left[\mathbf{b}_{j}-\hat{\mathbf{b}}_{i}\right]\left[\mathbf{a}_{i}-\hat{\mathbf{a}}_{i}\right]^{\prime}\right\} \\
& =E\left\{\mathbf{b}_{j} \mathbf{a}_{i}^{\prime}-\hat{\mathbf{b}}_{j} \mathbf{a}_{i}^{\prime}-\mathbf{b}_{j} \hat{\mathbf{a}}_{i}^{\prime}+\hat{\mathbf{b}}_{j} \hat{\mathbf{a}}_{i}^{\prime}\right\} \\
& =E\left\{\mathbf{b}_{j} \mathbf{a}_{i}^{\prime}\right\}-\hat{\mathbf{b}}_{j} \hat{\mathbf{a}}_{i}^{\prime} \tag{B.19}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
E\left\{\mathbf{b}_{j} \mathbf{a}_{i}^{\prime}\right\}=\hat{\mathbf{b}}_{j} \hat{\mathbf{a}}_{i}^{\prime}+\boldsymbol{\Sigma}_{\mathbf{b}_{j} \mathbf{a}_{i}} \tag{B.20}
\end{equation*}
$$

Substitution of Eq. (B.20) into Eq. (B.18) yields

$$
\begin{align*}
E\left\{\mathbf{a}_{i}^{\prime} \mathbf{K} \mathbf{b}_{j}\right\} & =\operatorname{tr}\left[\mathbf{K}\left(\hat{\mathbf{b}}_{j} \hat{\mathbf{a}}_{i}^{\prime}\right)+\mathbf{K} \boldsymbol{\Sigma}_{\mathbf{b}_{j} \mathbf{a}_{i}}\right] \\
& =\operatorname{tr}\left[\hat{\mathbf{a}}_{i}^{\prime} \mathbf{K} \hat{\mathbf{b}}_{j}+\mathbf{K} \boldsymbol{\Sigma}_{\mathbf{b}_{j} \mathbf{a}_{i}}\right] \tag{B.21}
\end{align*}
$$

or

$$
E\left\{\mathbf{a}_{i}^{\prime} \mathbf{K} \mathbf{b}_{j}\right\}=\hat{\mathbf{a}}_{i}^{\prime} \mathbf{K} \hat{\mathbf{b}}_{j}+\operatorname{tr}\left[\mathbf{K} \boldsymbol{\Sigma}_{\mathbf{b}_{j} \mathbf{a}_{i}}\right]
$$

[^41]
## Appendix C

## Equivalence of Some Matrix Riccati Recursions

This appendix shows the equivalence of the $g, \mathbf{p}$, and $\mathbf{K}$ recursions in two articles. The first article is (BTL) Bar-Shalom, Tse, and Larson (1974) . The second article is (TBM) Tse, Bar-Shalom, and Meier (1973). The recursions are given in the papers in the following forms: BTL (A.14) to (A.16):

$$
\begin{align*}
g_{j} & =g_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \quad g_{N}=\mathbf{0}(\text { C.1) } \\
\mathbf{p}_{j} & =\mathbf{H}_{\mathbf{x}}-\mathcal{H}_{\mathbf{u x}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}} \quad \mathbf{p}_{N}=L_{N \mathbf{x}}  \tag{C.2}\\
\mathbf{K}_{j} & =\mathcal{H}_{\mathbf{x x}}-\mathcal{A}_{\mathbf{x x}} \quad \mathbf{K}_{N}=L_{N, \mathbf{x x}} \tag{C.3}
\end{align*}
$$

TBM (A.7) to (A.9):

$$
\begin{align*}
\hat{g}_{j} & =\hat{g}_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\left(\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right) \mathbf{K}_{j+1}\right] \\
\hat{g}_{N} & =\frac{1}{2} \operatorname{tr}\left[L_{N, \mathbf{x x}} \boldsymbol{\Sigma}_{N \mid N}\right]  \tag{C.4}\\
\mathbf{p}_{j} & =\mathbf{H}_{\mathbf{x}}-\mathcal{H}_{\mathbf{u x}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}} \quad \mathbf{p}_{N}=L_{N \mathbf{x}}  \tag{C.5}\\
\mathbf{K}_{j} & =\mathcal{H}_{\mathbf{x x}}-\mathcal{A}_{\mathbf{x x}} \quad \mathbf{K}_{N}=L_{N, \mathbf{x x}} \tag{C.6}
\end{align*}
$$

Since Eqs. (C.2) and (C.3) are the same as Eqs. (C.5) and (C.6), it is necessary only to show the equivalence for Eqs. (C.1) and (C.4). The method of doing this is to begin with Eq. (C.1) and derive Eq. (C.4).

First one needs a relationship between the $g$ of Eq. (C.1) and the $\hat{g}$ of Eq. (C.4). This lies in the expected cost-to-go formulas of the two papers which are, respectively, BTL (3.19):

$$
\begin{equation*}
\boldsymbol{\Delta} J_{N-j}^{*}=g_{j}+E\left\{\left.\mathbf{p}_{j}^{\prime} \delta \mathbf{x}_{j}+\frac{1}{2} \boldsymbol{\delta} \mathbf{x}_{j}^{\prime} \mathbf{K}_{j} \boldsymbol{\delta} \mathbf{x}_{j} \right\rvert\, \mathcal{P}^{j}\right\} \tag{C.7}
\end{equation*}
$$

and TBM (A.3):

$$
\begin{equation*}
\boldsymbol{\Delta} J_{j}^{*}=\hat{g}_{j}+\mathbf{p}_{j}^{\prime} \boldsymbol{\delta} \mathbf{x}_{j \mid j}+\frac{1}{2} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathbf{K}_{j} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j} \tag{C.8}
\end{equation*}
$$

First consider the terms $\Delta J_{N-j}^{*}$ and $\Delta J_{j}^{*}$, which are equivalent even though the $j$ 's are not. In fact the subscripts on these terms could be written as $N-j_{B}=$ $j_{T}$, where $j_{B}$ is the $j$ used in (C.7) and $j_{T}$ is the $j$ used in (C.8). Then

$$
\begin{equation*}
j_{T}+j_{B}=N \tag{C.9}
\end{equation*}
$$

makes it clear that $j_{T}$ is an index for counting backward. Thus $\Delta J_{N-j_{B}}^{*}$ is the cost-to-go $j_{B}$ periods from the end and $\Delta J_{j_{T}}^{*}$ is the cost-to-go at period $j_{T}$. So we can set Eq. (C.7) equal to Eq. (C.8) with the understanding of the indexing as stated above. Doing this and taking the expectation in Eq. (C.7) yields

$$
\begin{equation*}
g_{j}+\mathbf{p}_{j}^{\prime} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\frac{1}{2} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathbf{K}_{j} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j} \boldsymbol{\Sigma}_{j \mid j}\right]=\hat{g}_{j}+\mathbf{p}_{j}^{\prime} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}+\frac{1}{2} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j}^{\prime} \mathbf{K}_{j} \boldsymbol{\delta} \hat{\mathbf{x}}_{j \mid j} \tag{C.10}
\end{equation*}
$$

or

$$
\begin{equation*}
g_{j}=\hat{g}_{j}-\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{C.11}
\end{equation*}
$$

Equation (C.11) can be substituted into Eq. (C.1) as the first step in the transformation of the BTL equation (C.1) into the TBM equation (C.4). This yields

$$
\begin{align*}
\hat{g}_{j}-\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j} \boldsymbol{\Sigma}_{j \mid j}\right]= & \hat{g}_{j+1}-\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \boldsymbol{\Sigma}_{j+1 \mid j+1}\right] \\
& -\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{C.12}
\end{align*}
$$

or

$$
\begin{align*}
\hat{g}_{j}= & \hat{g}_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}} \\
& +\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\mathbf{K}_{j} \boldsymbol{\Sigma}_{j \mid j}-\mathbf{K}_{j+1} \boldsymbol{\Sigma}_{j+1 \mid j+1}\right] \tag{C.13}
\end{align*}
$$

A comparison of Eqs. (C.13) and (C.4) shows that all terms are the same except the trace term. Therefore consider only the trace term. Solve Eq. (C.3) for $\mathcal{A}_{\mathrm{xx}}$ and substitute the result into the trace term to obtain

$$
\begin{gather*}
\operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\mathbf{K}_{j} \boldsymbol{\Sigma}_{j \mid j}-\mathbf{K}_{j+1} \boldsymbol{\Sigma}_{j+1 \mid j+1}\right] \\
=\operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}-\mathbf{K}_{j+1} \boldsymbol{\Sigma}_{j+1 \mid j+1}\right] \\
=\operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\mathbf{f}_{\mathbf{x}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathbf{x}} \boldsymbol{\Sigma}_{j \mid j}\right. \\
\left.\quad-\mathbf{K}_{j+1} \boldsymbol{\Sigma}_{j+1 \mid j+1}\right] \quad \text { by definition of } \mathcal{H}_{\mathbf{x x}}  \tag{C.14}\\
=\operatorname{tr}\left[\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\mathbf{K}_{j+1}\left[\mathbf{f}_{\mathbf{x}}^{\prime} \boldsymbol{\Sigma}_{j \mid j} \mathbf{f}_{\mathbf{x}}+\mathbf{Q}_{j}\right]\right. \\
\left.\quad-\mathbf{K}_{j+1} \boldsymbol{\Sigma}_{j+1 \mid j+1}\right] \quad \operatorname{tr}(\mathbf{A B})=\operatorname{tr}(\mathbf{B A}) \tag{C.15}
\end{gather*}
$$

Now consider the middle term of Eq. (C.15). It can be shown that

$$
\begin{equation*}
\boldsymbol{\Sigma}_{j+1 \mid j}=\mathbf{f}_{\mathbf{x}}^{\prime} \boldsymbol{\Sigma}_{j \mid j} \mathbf{f}_{\mathbf{x}}+\mathbf{Q}_{j} \tag{C.16}
\end{equation*}
$$

through the following steps. By definition

$$
\begin{equation*}
\boldsymbol{\Sigma}_{j+1 \mid j}=E\left\{\left[\mathbf{x}_{j+1}-\hat{\mathbf{x}}_{j+1 \mid j}\right]\left[\mathbf{x}_{j+1}-\hat{\mathbf{x}}_{j+1 \mid j}\right]^{\prime} \mid \mathcal{P}^{j}\right\} \tag{C.17}
\end{equation*}
$$

The term $\hat{\mathbf{x}}_{j+1 \mid j}$ was shown in Eq. (9.13) to be

$$
\begin{equation*}
\hat{\mathbf{x}}_{j+1 \mid j}=\mathbf{f}_{j}\left(\hat{\mathbf{x}}_{j \mid j}, \mathbf{u}_{k}^{\tau}\right)+\frac{1}{2} \sum_{i} \mathrm{e}^{i} \operatorname{tr}\left(\mathbf{f}_{\mathbf{x x}}^{i} \boldsymbol{\Sigma}_{j \mid j}\right) \tag{C.18}
\end{equation*}
$$

Also a second-order expansion of the system equation (9.4) (setting $\mathbf{u}_{k}^{\dagger}=\mathbf{u}_{k}$ ) yields, from Eq. (9.10),

$$
\begin{equation*}
\mathbf{x}_{j+1}=\mathbf{f}_{j}\left(\hat{\mathbf{x}}_{j \mid j}, \mathbf{u}_{k}^{\tau}\right)+\mathbf{f}_{\mathbf{x}}^{\prime}\left[\mathbf{x}_{j}-\hat{\mathbf{x}}_{j \mid j}\right]+\frac{1}{2} \sum_{i} \mathbf{e}^{i}\left[\mathbf{x}_{j}-\hat{\mathbf{x}}_{j \mid j}\right]^{\prime} \mathbf{f}_{\mathbf{x x}}^{i}\left[\mathbf{x}_{j}-\hat{\mathbf{x}}_{j \mid j}\right]+\boldsymbol{\xi}_{j} \tag{C.19}
\end{equation*}
$$

Dropping the second-order terms from Eqs. (C.18) and (C.19) and subtracting one from the other results in

$$
\begin{equation*}
\mathbf{x}_{j+1}-\hat{\mathbf{x}}_{j+1 \mid j}=\mathbf{f}_{\mathbf{x}}^{\prime}\left[\mathbf{x}_{j}-\hat{\mathbf{x}}_{j \mid j}\right]+\boldsymbol{\xi}_{j} \tag{C.20}
\end{equation*}
$$

Substitution of Eq. (C.20) into Eq. (C.17) yields

$$
\begin{equation*}
\boldsymbol{\Sigma}_{j+1 \mid j}=E\left\{\mathbf{f}_{\mathbf{x}}^{\prime}\left[\mathbf{x}_{j}-\hat{\mathbf{x}}_{j \mid j}\right]\left[\mathbf{x}_{j}-\hat{\mathbf{x}}_{j \mid j}\right]^{\prime} \mathbf{f}_{\mathbf{x}}+2 \mathbf{f}_{\mathbf{x}}^{\prime}\left[\mathbf{x}_{j}-\hat{\mathbf{x}}_{j \mid j}\right] \boldsymbol{\xi}_{j}^{\prime}+\boldsymbol{\xi}_{j} \boldsymbol{\xi}_{j}^{\prime} \mid \mathcal{P}^{j}\right\} \tag{C.21}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{\Sigma}_{j+1 \mid j}=\mathbf{f}_{\mathbf{x}}^{\prime} \boldsymbol{\Sigma}_{j \mid j} \mathbf{f}_{\mathbf{x}}+\mathbf{Q}_{j} \tag{C.22}
\end{equation*}
$$

by the definitions of $\boldsymbol{\Sigma}_{j \mid j}$ and $\mathbf{Q}_{j}$ and the assumption of the independence of $\mathbf{x}_{j}$ and $\boldsymbol{\xi}_{j}$. Expression (C.22) is then the same as Eq. (C.16) and can be substituted into Eq. (C.15) to obtain

$$
\begin{equation*}
\text { trace term }=\operatorname{tr}\left[\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\mathbf{K}_{j+1} \boldsymbol{\Sigma}_{j+1 \mid j}-\mathbf{K}_{j+1} \boldsymbol{\Sigma}_{j+1 \mid j+1}\right] \tag{C.23}
\end{equation*}
$$

Substitution of Eq. (C.23) into the $\hat{g}$ expression (C.13) and use once again of $\operatorname{tr}(\mathbf{A B})=\operatorname{tr}(\mathbf{B A})$ provides

$$
\begin{equation*}
\hat{g}_{j}=\hat{g}_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left(\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\left[\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right] \mathbf{K}_{j+1}\right) \tag{C.24}
\end{equation*}
$$

which is the same as Eq. (C.4).
The initial condition for Eq. (C.4) can be obtained by using the relationship between $\hat{g}$ and $g$ in Eq. (C.11)

$$
\begin{equation*}
\hat{g}_{N}=g_{N}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{N} \boldsymbol{\Sigma}_{N \mid N}\right] \tag{C.25}
\end{equation*}
$$

From Eqs. (C.1) and (C.3) $g_{N}=0$ and $\mathbf{K}_{N}=\mathbf{L}_{N, \mathrm{xx}}$; therefore, Eq. (C.25) becomes

$$
\begin{equation*}
\hat{g}_{N}=\frac{1}{2} \operatorname{tr}\left(L_{N, \mathbf{x x}} \boldsymbol{\Sigma}_{N \mid N}\right) \tag{C.26}
\end{equation*}
$$

as in Eq. (C.4).
Thus the equivalence between Eqs. (C.1) and (C.4), (C.2) and (C.5), and (C.3) and (C.6) has been shown.

## Appendix D

## Second-Order Kalman Filter

This appendix is about the use of bayesian methods to obtain estimates of $\hat{\mathbf{x}}_{k+1 \mid k+1}$ and $\boldsymbol{\Sigma}_{k+1 \mid k+1}$ from $\hat{\mathbf{x}}_{k+1 \mid k}$ and $\boldsymbol{\Sigma}_{k+1 \mid k}$ using the measurement $\mathbf{y}_{k+1}$. This is done with the method outlined in Bryson and Ho (1969, pp. 377-381, and probs. 12.2.2 to 12.2 .5 , pp. 357-358). Their method $b(i)$ (p. 378) is employed here.

The problem is to use the measurement relationship

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{h}_{k}\left(\mathbf{x}_{k}, \boldsymbol{\zeta}_{k}\right) \tag{D.1}
\end{equation*}
$$

to improve the estimates of the mean and covariance of $\mathbf{x}$. Since neither x nor $\zeta$ is directly observable, it is necessary to use the information in $\mathbf{y}$ to improve the estimate. In order to show how this is done, a general derivation will be accomplished by using the sections in Bryson and Ho mentioned above, and then these will be extended slightly through the use of a second-order expansion of the measurement relationship.

Bryson and Ho's (BH) notation for the measurement relationship (D.1) is \{Bryson and Ho (1969, eq. (12.7.1)) \}

$$
\begin{equation*}
\mathbf{z}=\mathbf{h}(\mathbf{x}, \mathrm{v}) \tag{D.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{z}=m \times 1 \text { measurement vector, } \\
& \mathbf{x}=n \times 1 \text { state vector, } \\
& \mathbf{v}=q \times 1 \text { measurement-noise vector. }
\end{aligned}
$$

It is desirable to obtain $p(\mathbf{x} \mid \mathbf{z})$, that is, the conditional distribution of the state given the measurement $\mathbf{z}$ actually obtained. Now by the definition of a conditional
distribution

$$
\begin{equation*}
p(\mathbf{x} \mid \mathbf{z}) p(\mathbf{z})=p(\mathbf{x}, \mathbf{z}) \tag{D.3}
\end{equation*}
$$

or

$$
\begin{equation*}
p(\mathbf{x} \mid \mathbf{z})=\frac{p(\mathbf{x}, \mathbf{z})}{p(\mathbf{z})} \tag{D.4}
\end{equation*}
$$

Therefore $p(\mathbf{x} \mid \mathbf{z})$ can be obtained from the joint distribution of $\mathbf{x}$ and $\mathbf{z}$ and the distribution of $\mathbf{z}$. Assume for the moment that $p(\mathbf{x}, \mathbf{z})$ is a joint normal distribution and $p(\mathbf{z})$ is a normal distribution. Then it is possible to derive a conditional distribution $p(\mathbf{x} \mid \mathbf{z})$ in terms of the parameters of the distributions $p(\mathbf{x}, \mathbf{z})$ and $p(\mathbf{z}){ }^{1}$

Since it has been assumed that $p(\mathbf{x}, \mathbf{z})$ is normal, it can be written as

$$
p(\mathbf{z}, \mathbf{x})=\frac{1}{(2 \pi)^{(m+n) / 2}|\mathbf{P}|^{1 / 2}} \exp \left\{-\frac{1}{2}\left(\left[[\mathbf{z}-\overline{\mathbf{z}}]^{\prime},[\mathbf{x}-\overline{\mathbf{x}}]^{\prime}\right] \mathbf{P}^{-1}\left[\begin{array}{l}
\mathbf{z}-\overline{\mathbf{z}}  \tag{D.5}\\
\mathbf{x}-\overline{\mathbf{x}}
\end{array}\right]\right)\right\}
$$

where

$$
\mathbf{P}=\left[\begin{array}{ll}
\mathbf{P}_{\mathrm{zz}} & \mathbf{P}_{\mathrm{zx}}  \tag{D.6}\\
\mathbf{P}_{\mathrm{xz}} & \mathbf{P}_{\mathrm{xx}}
\end{array}\right]=\text { covariance matrix of }(\mathbf{z}, \mathbf{x})
$$

Also since $p(\mathbf{z})$ is assumed to be normally distributed, it can be written as

$$
\begin{equation*}
p(\mathbf{z})=\frac{1}{(2 \pi)^{m / 2}\left|\mathbf{P}_{\mathbf{z}}\right|^{1 / 2}} \exp \left\{-\frac{1}{2}\left([\mathbf{z}-\overline{\mathbf{z}}]^{\prime} \mathbf{P}_{\mathbf{z} \mathbf{z}}^{-1}[\mathbf{z}-\overline{\mathbf{z}}]\right)\right\} \tag{D.7}
\end{equation*}
$$

Then substitution of Eqs. (D.5) and (D.7) into Eq. (D.4) yields

$$
p(\mathbf{x} \mid \mathbf{z})=\left(\frac{(2 \pi)^{m / 2} \mid \mathbf{P}_{\mathbf{z z}}{ }^{1 / 2}}{(2 \pi)^{(m+n) / 2}|\mathbf{P}|^{1 / 2}} \frac{\exp \left\{-\frac{1}{2}\left(\left[[\mathbf{z}-\overline{\mathbf{z}}]^{\prime},[\mathbf{x}-\overline{\mathbf{x}}]^{\prime}\right] \mathbf{P}^{-1}\left[\begin{array}{c}
\mathbf{z}-\overline{\mathbf{z}}  \tag{D.8}\\
\mathbf{x}-\overline{\mathbf{x}}
\end{array}\right]\right)\right\}}{\exp \left\{-\frac{1}{2}\left([\mathbf{z}-\overline{\mathbf{z}}]^{\prime} \mathbf{P}_{\mathbf{z} \mathbf{z}}^{-1}[\mathbf{z}-\overline{\mathbf{z}}]\right)\right\}}\right)
$$

In order to simplify this expression further it is necessary to obtain the inverse of the partitioned matrix $\mathbf{P}$. This can be done using, for example, the method outlined in Ayres (1962, p. 58)

[^42]where
\[

$$
\begin{equation*}
\boldsymbol{\zeta}=\mathbf{P}_{\mathrm{xx}}-\mathbf{P}_{\mathrm{xz}} \mathbf{P}_{\mathrm{zz}}^{-1} \mathbf{P}_{\mathrm{zx}} \tag{D.10}
\end{equation*}
$$

\]

The first term on the right-hand side of Eq. (D.8) can also be simplified. For this it is necessary to obtain the determinant of the partitioned matrix [see Gantmacher (1960, vol. I, pp. 45-46)]

$$
\begin{equation*}
|\mathbf{P}|=\left|\mathbf{P}_{\mathrm{zz}}\right|\left|\mathbf{P}_{\mathrm{xx}}-\mathbf{P}_{\mathrm{xz}} \mathbf{P}_{\mathrm{zz}}^{-1} \mathbf{P}_{\mathrm{zx}}\right|=\left|\mathbf{P}_{\mathrm{zz}}\right||\boldsymbol{\zeta}| \tag{D.11}
\end{equation*}
$$

Substitution of Eqs. (D.9) and (D.11) into Eq. (D.8) then yields

$$
\begin{align*}
p(\mathbf{x} \mid \mathbf{z})= & \frac{1}{(2 \pi)^{n / 2}|\boldsymbol{\zeta}|^{1 / 2}} \exp \left\{-\frac{1}{2}\left(\left[[\mathbf{z}-\overline{\mathbf{z}}]^{\prime},[\mathbf{x}-\overline{\mathbf{x}}]^{\prime}\right]\right.\right. \\
& \left.\left.\times\left[\begin{array}{c:c}
\left(\mathbf{P}_{\mathbf{Z Z}}^{-1} \mathbf{P}_{\mathbf{z x}}\right) \boldsymbol{\zeta}^{-1}\left(\mathbf{P}_{Z \mathbf{z}}^{-1} \mathbf{P}_{\mathbf{z x}}\right)^{\prime} & \left.-\boldsymbol{\zeta}^{-1} \mathbf{P}_{\mathbf{z x}} \mathbf{P}_{\mathbf{Z Z}}^{-1}\right] \\
\hdashline-\mathbf{P}_{\mathbf{z z}}^{-1} \mathbf{P}_{\mathbf{z x}} \boldsymbol{\zeta}^{-1} & \boldsymbol{\zeta}^{-1}
\end{array}\right]\binom{\mathbf{z}-\overline{\mathbf{z}}}{\mathbf{x}-\overline{\mathbf{x}}}\right)\right\} \tag{D.12}
\end{align*}
$$

Note in particular that the $\mathbf{P}_{\mathrm{zz}}^{-1}$ terms cancel. Also from Eq. (D.12)

$$
\begin{align*}
p(\mathbf{x} \mid \mathbf{z})= & \frac{1}{(2 \pi)^{n / 2}|\boldsymbol{\zeta}|^{1 / 2}} \\
& \times \exp \left\{-\frac{1}{2}\left(\left[\left[-\mathbf{P}_{\mathbf{x z}} \mathbf{P}_{\mathbf{z z}}^{-1}[\mathbf{z}-\overline{\mathbf{z}}]\right]^{\prime},[\mathbf{x}-\overline{\mathbf{x}}]^{\prime}\right]\left[\begin{array}{ll}
\boldsymbol{\zeta}^{-1} & \boldsymbol{\zeta}^{-1} \\
\boldsymbol{\zeta}^{-1} & \boldsymbol{\zeta}^{-1}
\end{array}\right]\right.\right. \\
p(\mathbf{x} \mid \mathbf{z})= & \frac{1}{(2 \pi)^{n / 2}|\boldsymbol{\zeta}|^{1 / 2}}  \tag{D.13}\\
& \left.\left.\times\left[\begin{array}{c}
-\mathbf{P}_{\mathbf{x z}} \mathbf{P}_{\mathbf{z z}}^{-1}[\mathbf{z}-\overline{\mathbf{z}}] \\
\mathbf{x}
\end{array}\right]\right)\right\} \\
& \times \exp \left\{-\frac{1}{2}\left(\left[\mathbf{x}-\overline{\mathbf{x}}-\mathbf{P}_{\mathbf{x z}} \mathbf{P}_{\mathbf{z} \mathbf{Z}}^{-1}[\mathbf{z}-\overline{\mathbf{z}}]\right] \boldsymbol{\zeta}^{-1}\right.\right. \\
& \left.\left.\times\left[\mathbf{x}-\overline{\mathbf{x}}-\mathbf{P}_{\mathbf{x z}} \mathbf{P}_{\mathbf{z z}}^{-1}[\mathbf{z}-\overline{\mathbf{z}}]\right]\right)\right\} \tag{D.14}
\end{align*}
$$

and Eq. (D.14) is a normal distribution with mean

$$
\begin{equation*}
E\{\mathbf{x} \mid \mathbf{z}\}=\overline{\mathbf{x}}+\mathbf{P}_{\mathrm{xz}} \mathbf{P}_{\mathrm{zz}}^{-1}[\mathbf{z}-\overline{\mathbf{z}}] \tag{D.15}
\end{equation*}
$$

and covariance

$$
\begin{equation*}
E\left\{[\mathbf{x}-\overline{\mathbf{x}}][\mathbf{x}-\overline{\mathbf{x}}]^{\prime} \mid \mathbf{z}\right\}=\boldsymbol{\zeta}=\mathbf{P}_{\mathrm{xx}}-\mathbf{P}_{\mathrm{xz}} \mathbf{P}_{\mathrm{zz}}^{-1} \mathbf{P}_{\mathrm{xz}}^{\prime} \tag{D.16}
\end{equation*}
$$

Therefore it has been shown that if $p(\mathbf{x}, \mathbf{z})$ and $p(\mathbf{z})$ are each normal densities, the conditional distribution $p(\mathbf{x} \mid \mathbf{z})$ will also be normal and will have the mean and covariance given by Eqs. (D.15) and (D.16). Therefore the next step is to show that $p(\mathbf{z})$ and $p(\mathbf{x}, \mathbf{z})$ are normal densities.

Consider first $p(\mathbf{z})$ and specialize the measurement relationship Eq. (D.2) to the linear (or linearized case)

$$
\begin{equation*}
\mathbf{z}=\mathbf{H x}+\mathbf{v} \tag{D.17}
\end{equation*}
$$

where $\mathbf{H}$ is an $n \times n$ matrix, and let

$$
\begin{array}{ll}
E\{\mathbf{x}\}=\overline{\mathbf{x}} & E\left\{[\mathbf{x}-\overline{\mathbf{x}}][\mathbf{x}-\overline{\mathbf{x}}]^{\prime}\right\}=\mathbf{M} \\
E\{\mathbf{v}\}=\mathbf{0} & E\left\{\mathbf{v v}^{\prime}\right\}=\mathbf{R}
\end{array}
$$

In this case $\mathbf{z}$ is a linear combination of the two normally distributed random variables $\mathbf{x}$ and $\mathbf{v}$; therefore, $\mathbf{z}$ is also normally distributed [see Bryson and Ho (1969, p. 312)]. Also the mean and covariance of $z$ can be calculated as follows:

$$
\begin{align*}
\overline{\mathbf{z}} & =E\{\mathbf{z}\}=E\{\mathbf{H} \mathbf{x}+\mathbf{v}\}=\mathbf{H} \overline{\mathbf{x}}+\mathbf{0}=\mathbf{H} \overline{\mathbf{x}}  \tag{D.18}\\
\mathbf{P}_{\mathrm{zz}} & =E\left\{[\mathbf{z}-\overline{\mathbf{z}}][\mathbf{z}-\overline{\mathbf{z}}]^{\prime}\right\} \\
& =E\left\{[\mathbf{H} \mathbf{x}+\mathbf{v}-\mathbf{H} \overline{\mathbf{x}}][\mathbf{H} \mathbf{x}+\mathbf{v}-\mathbf{H} \overline{\mathbf{x}}]^{\prime}\right\} \\
& =E\left\{[\mathbf{H}[\mathbf{x}-\overline{\mathbf{x}}]+\mathbf{v}][\mathbf{H}[\mathbf{x}-\overline{\mathbf{x}}]+\mathbf{v}]^{\prime}\right\} \\
& =E\left\{\mathbf{H}[\mathbf{x}-\overline{\mathbf{x}}][\mathbf{x}-\overline{\mathbf{x}}]^{\prime} \mathbf{H}^{\prime}+2 \mathbf{H}[\mathbf{x}-\overline{\mathbf{x}}] \mathbf{v}+\mathbf{v v}^{\prime}\right\}  \tag{D.19}\\
\mathbf{P}_{\mathrm{zz}} & =\mathbf{H} \mathbf{M H}^{\prime}+\mathbf{R} \tag{D.20}
\end{align*}
$$

Therefore $\mathbf{z}$ is normally distributed as

$$
\begin{equation*}
p(\mathbf{z})=N\left(\mathbf{H} \overline{\mathbf{x}}, \mathbf{H M H}^{\prime}+\mathbf{R}\right) \tag{D.21}
\end{equation*}
$$

Next consider $p(\mathbf{x}, \mathbf{z})$. To show that $p(\mathbf{x}, \mathbf{z})$ is a normal density one can write

$$
\begin{equation*}
p(\mathbf{z}, \mathbf{x})=p(\mathbf{z} \mid \mathbf{x}) p(\mathbf{x}) \tag{D.22}
\end{equation*}
$$

It will first be shown that $p(\mathbf{x})$ and $p(\mathbf{z} \mid \mathbf{x})$ are normal densities. Then $p(\mathbf{z}, \mathbf{x})$ will be derived, and it will be demonstrated that it is a normal density.

The density $p(\mathbf{x})$ is normal by assumption, i.e.,

$$
\begin{equation*}
p(\mathbf{x})=N[\overline{\mathbf{x}}, \mathbf{M}] \tag{D.23}
\end{equation*}
$$

Then the density $p(\mathbf{z} \mid \mathbf{x})$ is normal because

$$
\mathbf{z}=\mathbf{H x}+\mathbf{v}
$$

and with $\mathbf{x}$ fixed, $\mathbf{z}$ is a linear function of $\mathbf{v}$. Also $\mathbf{v}$ is normally distributed; therefore $\mathbf{z}$ is normally distributed. The mean and covariance of $p(\mathbf{z} \mid \mathbf{x})$ are

$$
E\{\mathbf{z} \mid \mathbf{x}\}=E\{\mathbf{H} \mathbf{x}+\mathbf{v} \mid \mathbf{x}\}=\mathbf{H} \mathbf{x}+E\{\mathbf{v} \mid \mathbf{x}\}=\mathbf{H} \mathbf{x}
$$

and

$$
\operatorname{cov}(\mathbf{z} \mid \mathbf{x})=E\left\{[\mathbf{z}-\mathbf{H} \mathbf{x}][\mathbf{z}-\mathbf{H} \mathbf{x}]^{\prime} \mid \mathbf{x}\right\}=E\left\{E\left\{\mathbf{v} \mathbf{v}^{\prime} \mid \mathbf{x}\right\}\right\}=\mathbf{R}
$$

Therefore,

$$
\begin{equation*}
p(\mathbf{z} \mid \mathbf{x})=N[\mathbf{H x}, \mathbf{R}] \tag{D.24}
\end{equation*}
$$

Then using Eqs. (D.23) and (D.24) in Eq. (D.22) yields

$$
\begin{aligned}
p(\mathbf{z}, \mathbf{x}) & =N[\mathbf{H x}, \mathbf{R}] N[\overline{\mathbf{x}}, \mathbf{M}] \\
& =\frac{1}{c} \exp \left\{-\frac{1}{2}\left([\mathbf{z}-\mathbf{H x}]^{\prime} \mathbf{R}^{-1}[\mathbf{z}-\mathbf{H} \mathbf{x}]+[\mathbf{x}-\overline{\mathbf{x}}]^{\prime} \mathbf{M}^{-1}[\mathbf{x}-\overline{\mathbf{x}}]\right)\right\}
\end{aligned}
$$

where

$$
c=(2 \pi)^{(m+n) / 2}|\mathbf{R}|^{1 / 2}|\mathbf{M}|^{1 / 2}
$$

Next, complete the squares of the term in brackets in the exponent, i.e.,

$$
\begin{aligned}
G & \equiv[\mathbf{z}-\mathbf{H} \mathbf{x}]^{\prime} \mathbf{R}^{-1}[\mathbf{z}-\mathbf{H} \mathbf{x}]+[\mathbf{x}-\overline{\mathbf{x}}]^{\prime} \mathbf{M}^{-1}[\mathbf{x}-\overline{\mathbf{x}}] \\
& =\mathbf{z}^{\prime} \mathbf{R}^{-1} \mathbf{z}-2 \mathbf{z} \mathbf{R}^{-1} \mathbf{H} \mathbf{x}+\mathbf{x}^{\prime} \mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H} \mathbf{x}+\mathbf{x}^{\prime} \mathbf{M}^{-1} \mathbf{x}-2 \overline{\mathbf{x}}^{\prime} \mathbf{M}^{-1} \mathbf{x}+\overline{\mathbf{x}}^{\prime} \mathbf{M}^{-1} \overline{\mathbf{x}}
\end{aligned}
$$

Then, in order to complete the square add the zero term

$$
\begin{aligned}
\overline{\mathbf{x}}^{\prime} \mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H} \overline{\mathbf{x}} & -2 \overline{\mathbf{x}}^{\prime} \mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H} \overline{\mathbf{x}}+\overline{\mathbf{x}}^{\prime} \mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H} \overline{\mathbf{x}} \\
& -2 \mathbf{z}^{\prime} \mathbf{R}^{-1} \mathbf{H} \overline{\mathbf{x}}+2 \mathbf{z}^{\prime} \mathbf{R}^{-1} \mathbf{H} \overline{\mathbf{x}}+2 \overline{\mathbf{x}}^{\prime} \mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H} \mathbf{x}-2 \overline{\mathbf{x}}^{\prime} \mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H} \mathbf{x} \\
& =0
\end{aligned}
$$

to the right-hand side of the $G$ equation to obtain

$$
\begin{aligned}
G= & \mathbf{z}^{\prime} \mathbf{R}^{-1} \mathbf{z}-2 \mathbf{z}^{\prime} \mathbf{R}^{-1} \mathbf{H} \overline{\mathbf{x}}+\overline{\mathbf{x}}^{\prime} \mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H} \overline{\mathbf{x}} \\
& -2\left[\mathbf{z}^{\prime} \mathbf{R}^{-1} \mathbf{H \mathbf { x } - \mathbf { z } ^ { \prime } \mathbf { R } ^ { - 1 } \mathbf { H } \overline { \mathbf { x } } - \overline { \mathbf { x } } ^ { \prime } \mathbf { H } ^ { \prime } \mathbf { R } ^ { - 1 } \mathbf { H } \mathbf { x } + \overline { \mathbf { x } } ^ { \prime } \mathbf { H } ^ { \prime } \mathbf { R } ^ { - 1 } \mathbf { H } \overline { \mathbf { x } } ]}\right. \\
& +\mathbf{x}^{\prime}\left[\mathbf{M}^{-1}+\mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H}\right] \mathbf{x}-2 \overline{\mathbf{x}}^{\prime}\left[\mathbf{M}^{-1}+\mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H}\right] \mathbf{x} \\
& +\overline{\mathbf{x}}^{\prime}\left[\mathbf{M}^{-1}+\mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H}\right] \overline{\mathbf{x}} \\
= & {[\mathbf{z}-\mathbf{H} \overline{\mathbf{x}}]^{\prime} \mathbf{R}^{-1}[\mathbf{z}-\mathbf{H} \overline{\mathbf{x}}]-[\mathbf{z}-\mathbf{H} \overline{\mathbf{x}}]^{\prime} \mathbf{R}^{-1} \mathbf{H}[\mathbf{x}-\overline{\mathbf{x}}] } \\
& -[\mathbf{x}-\overline{\mathbf{x}}]^{\prime} \mathbf{H}^{\prime} \mathbf{R}^{-1}[\mathbf{z}-\mathbf{H} \overline{\mathbf{x}}]+[\mathbf{x}-\overline{\mathbf{x}}]^{\prime}\left[\mathbf{M}^{-1}+\mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H}\right][\mathbf{x}-\overline{\mathbf{x}}] \\
= & {\left[[\mathbf{z}-\mathbf{H} \overline{\mathbf{x}}]^{\prime},[\mathbf{x}-\overline{\mathbf{x}}]^{\prime}\right]\left[\begin{array}{cc}
\mathbf{R}^{-1} & -\mathbf{R}^{-1} \mathbf{H} \\
-\mathbf{H}^{\prime} \mathbf{R}^{-1} & \mathbf{M}^{-1} \mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H}
\end{array}\right]\left[\begin{array}{c}
\mathbf{z}-\mathbf{H} \overline{\mathbf{x}} \\
\mathbf{x}-\overline{\mathbf{x}}
\end{array}\right] }
\end{aligned}
$$

Also it can be shown that

$$
\left[\begin{array}{cc}
\mathbf{R}^{-1} & -\mathbf{R}^{-1} \mathbf{H} \\
-\mathbf{H}^{\prime} \mathbf{R}^{-1} & \mathbf{M}^{-1} \mathbf{H}^{\prime} \mathbf{R}^{-1} \mathbf{H}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
\mathbf{H M} \mathbf{H}^{\prime}+\mathbf{R} & \mathbf{H M} \\
\mathbf{M} \mathbf{H}^{\prime} & \mathbf{M}
\end{array}\right]
$$

Therefore $p(\mathbf{z}, \mathbf{x})$ is normal density ${ }^{2}$

$$
\begin{equation*}
p(\mathbf{z}, \mathbf{x})=N[(\mathbf{H} \overline{\mathbf{x}}, \overline{\mathbf{x}}), \mathbf{P}] \tag{D.25}
\end{equation*}
$$

where

$$
\mathbf{P}=\left[\begin{array}{ll}
\mathbf{P}_{\mathrm{zz}} & \mathbf{P}_{\mathrm{zx}}  \tag{D.26}\\
\mathbf{P}_{\mathrm{xz}} & \mathbf{P}_{\mathrm{xx}}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{H} \mathrm{MH}^{\prime}+\mathbf{R} & \mathbf{H M} \\
\mathbf{M H}^{\prime} & \mathbf{M}
\end{array}\right]
$$

Expressions (D.21), (D.25), and (D.26) provide the mean and covariance of $p(\mathbf{z})$ and $p(\mathbf{z}, \mathbf{x})$ for the special case of a linear (or linearized) measurement relationship. These relationships can now be used in Eqs. (D.15) and (D.16) to yield the conditional mean and variance of x given z , that is,

$$
\begin{align*}
& E\{\mathbf{x} \mid \mathbf{z}\}=\overline{\mathbf{x}}+\mathbf{P}_{\mathbf{x z}} \mathbf{P}_{\mathbf{z z}}^{-1}[\mathbf{z}-\overline{\mathbf{z}}]  \tag{D.27}\\
& E\{\mathbf{x} \mid \mathbf{z}\}=\overline{\mathbf{x}}+\mathbf{M H}^{\prime}\left[\mathbf{H M H}^{\prime}+\mathbf{R}\right]^{-1}[\mathbf{z}-\mathbf{H} \overline{\mathbf{x}}] \tag{D.28}
\end{align*}
$$

and ${ }^{3}$

$$
\begin{align*}
& \boldsymbol{\Sigma}=E\left\{[\mathbf{x}-\overline{\mathbf{x}}][\mathbf{x}-\overline{\mathbf{x}}]^{\prime} \mid \mathbf{z}\right\}=\mathbf{P}_{\mathbf{x x}}-\mathbf{P}_{\mathbf{x z}} \mathbf{P}_{\mathbf{z z}}^{-1} \mathbf{P}_{\mathbf{x z}}^{\prime}  \tag{D.29}\\
& \boldsymbol{\Sigma}=\mathbf{M}-\mathbf{M H}^{\prime}\left[\mathbf{H} \mathbf{M H}^{\prime}+\mathbf{R}\right]^{-1} \mathbf{H M} \tag{D.30}
\end{align*}
$$

To derive the Kalman filter for a second-order expansion of the measurement equation with additive noise, consider first such a form to replace the linear equation (D.17)

$$
\begin{equation*}
\mathbf{z}=\mathbf{h}(\mathbf{x})+\mathbf{v} \tag{D.31}
\end{equation*}
$$

[^43]The second-order expansion of this expression is

$$
\begin{equation*}
\mathbf{z} \approx \mathbf{h}(\hat{\mathbf{x}})+\mathbf{h}_{\mathbf{x}} \boldsymbol{\delta} \mathbf{x}+\frac{1}{2} \sum_{i} \mathbf{e}^{i} \boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathrm{xx}}^{i} \boldsymbol{\delta} \mathbf{x}+\mathbf{v} \tag{D.32}
\end{equation*}
$$

Then the expected value is

$$
\begin{equation*}
\overline{\mathbf{z}}=E\{\mathbf{z}\}=\mathbf{h}(\hat{\mathbf{x}})+\frac{1}{2} \sum_{i} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M}\right] \tag{D.33}
\end{equation*}
$$

because $E\{\boldsymbol{\delta} \mathbf{x}\}=0$, where

$$
\mathbf{M}=E\left\{(\boldsymbol{\delta} \mathbf{x})(\boldsymbol{\delta} \mathbf{x})^{\prime}\right\}
$$

Then

$$
\begin{equation*}
\mathbf{z}-E(\mathbf{z})=\mathbf{h}_{\mathbf{x}} \boldsymbol{\delta} \mathbf{x}+\frac{1}{2} \sum_{i} \mathbf{e}^{i} \boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathbf{x x}}^{i} \boldsymbol{\delta} \mathbf{x}+\mathbf{v}-\frac{1}{2} \sum_{i} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M}\right] \tag{D.34}
\end{equation*}
$$

The covariance for $p(\mathbf{z})$ is obtained as

$$
\begin{align*}
\mathbf{P}_{\mathbf{z z}}= & E\left\{[\mathbf{z}-E\{\mathbf{z}\}][\mathbf{z}-E\{\mathbf{z}\}]^{\prime}\right\} \\
= & E\left\{\mathbf{h}_{\mathbf{x}} \boldsymbol{\delta} \mathbf{x} \boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathbf{x}}^{\prime}+\mathbf{\mathbf { v } ^ { \prime }}+\frac{1}{4} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime}\left[\boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathbf{x x}}^{i} \boldsymbol{\delta} \mathbf{x}\right]\left[\boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathbf{x x}}^{j} \boldsymbol{\delta} \mathbf{x}\right]\right. \\
& +\frac{1}{4} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M}\right] \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{j} \mathbf{M}\right] \\
& \left.\left.-\frac{2}{4} \sum_{i} \sum_{j}\left(\mathbf{e}^{i} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M}\right]\right)\left(\mathbf{e}^{j \prime} \boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathbf{x x}}^{j} \boldsymbol{\delta} \mathbf{x}\right]\right)\right\} \tag{D.35}
\end{align*}
$$

or

$$
\begin{align*}
\mathbf{P}_{\mathbf{z z}}= & \mathbf{h}_{\mathbf{x}} \mathbf{M} \mathbf{h}_{\mathbf{x}}^{\prime}+\mathbf{R}+\frac{1}{4} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} E\left\{\left(\boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathbf{x x}}^{i} \boldsymbol{\delta} \mathbf{x}\right)\left(\boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathbf{x x}}^{j} \boldsymbol{\delta} \mathbf{x}\right)\right\} \\
& +\frac{1}{4} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M}\right] \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{j} \mathbf{M}\right] \\
& -\frac{2}{4} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M}\right] \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{j} \mathbf{M}\right] \tag{D.36}
\end{align*}
$$

Now consider only the third term on the right-hand side of Eq. (D.36). This is a fourth moment, and under gaussian assumptions one has [see Appendix $\mathbb{F}$ or Athans, Wishner, and Bertolini (1968, eq. (48), p. 508)]

$$
\begin{aligned}
& \frac{1}{4} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} E\left\{\left(\boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathbf{x x}}^{i} \boldsymbol{\delta} \mathbf{x}\right)\left(\boldsymbol{\delta} \mathbf{x}^{\prime} \mathbf{h}_{\mathbf{x x}}^{j} \boldsymbol{\delta} \mathbf{x}\right)\right\}=\frac{2}{4} \sum_{i} \sum_{j} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M h}_{\mathbf{x x}}^{j} \mathbf{M}\right] \\
&+\frac{1}{4} \sum_{i} \sum_{j} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M}\right] \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{j} \mathbf{M}\right] \text { (D.37) }
\end{aligned}
$$

Then, using Eq. (D.37) in Eq. (D.36) and collecting terms yields

$$
\begin{equation*}
\mathbf{P}_{\mathbf{z z}}=\mathbf{h}_{\mathbf{x}} \mathbf{M} \mathbf{h}_{\mathbf{x}}^{\prime}+\mathbf{R}+\frac{1}{2} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M} \mathbf{h}_{\mathbf{x x}}^{j} \mathbf{M}\right] \tag{D.38}
\end{equation*}
$$

Using Eq. (D.27) and (D.29) again, one obtains

$$
\begin{align*}
E\{\mathbf{x} \mid \mathbf{z}\}= & \overline{\mathbf{x}}+\mathbf{P}_{\mathbf{x} \mathbf{z}} \mathbf{P}_{\mathbf{z z}}^{-1}[\mathbf{z}-\overline{\mathbf{z}}] \\
= & \overline{\mathbf{x}}+\left[\mathbf{M h}_{\mathbf{x}}^{\prime}\right]\left[\mathbf{h}_{\mathbf{x}} \mathbf{M} \mathbf{h}_{\mathbf{x}}^{\prime}+\mathbf{R}+\frac{1}{2} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M h}_{\mathbf{x x}}^{j} \mathbf{M}\right]\right]^{-1} \\
& {[\mathbf{z}-\overline{\mathbf{z}}] } \tag{D.39}
\end{align*}
$$

and

$$
\begin{align*}
\boldsymbol{\Sigma}= & \mathbf{P}_{\mathbf{x x}}-\mathbf{P}_{\mathrm{xz}} \mathbf{P}_{\mathbf{z z}}^{-1} \mathbf{P}_{\mathrm{xz}}^{\prime}  \tag{D.40}\\
\boldsymbol{\Sigma}= & \mathbf{M}-\left[\mathbf{M h}_{\mathbf{x}}^{\prime}\right]\left[\mathbf{h}_{\mathbf{x}} \mathbf{M} \mathbf{h}_{\mathbf{x}}^{\prime}+\mathbf{R}+\frac{1}{2} \sum_{i} \sum_{j} \mathbf{e}^{i} \mathbf{e}^{j \prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{x x}}^{i} \mathbf{M h}_{\mathbf{x x}}^{j} \mathbf{M}\right]\right]^{-1} \\
& {\left[\mathbf{h}_{\mathbf{x}} \mathbf{M}\right] } \tag{D.41}
\end{align*}
$$

## Appendix E

## Alternate Forms of the Cost-to-Go Expression

This appendix shows the equivalence of Eq. (9.69), the Tse. Bar-Shalom, and Meier (1973) (TBM) result, and Eq. (9.68), the Bar-Shalom, Tse, and Larson (1974) (BTL) result.

Since $C_{o, N-k-1}$ and $\gamma_{k+1}$ in BTL are equivalent to $J_{o, N-k-1}$ and $g_{o, k+1}$, respectively, in TBM, Eq. (9.68) is the same as Eq. (9.69) except for the term

$$
\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right]
$$

This term is derived here and then substituted into Eq. (9.68).
Start with a result from Appendix C, namely Eq. (C-11)

$$
\begin{equation*}
g_{j}=\hat{g}_{j}-\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{C-11}
\end{equation*}
$$

where

$$
\begin{align*}
g_{j} & =g_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \quad g_{N}=0  \tag{C-1}\\
\hat{g}_{j} & =\hat{g}_{j+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\left(\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right) \mathbf{K}_{j+1}\right] \\
\hat{g}_{N} & =\frac{1}{2} \operatorname{tr}\left[L_{N, \mathbf{x x}} \boldsymbol{\Sigma}_{N \mid N}\right] \tag{C-4}
\end{align*}
$$

From Eq. (C-1) one can get

$$
\begin{align*}
g_{k+1} & =g_{k+2}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+2} \mathbf{Q}_{k+1}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{k+1 \mid k+1}\right] \\
g_{k+2} & =g_{k+3}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+3} \mathbf{Q}_{k+2}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{k+2 \mid k+2}\right]  \tag{E.1}\\
g_{N-1} & =g_{N}-\frac{1}{2} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{N} \mathbf{Q}_{N-1}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{N-1 \mid N-1}\right]
\end{align*}
$$

Successive substitution of all expressions into the first expression in Eq. (E.1) leads to

$$
\begin{equation*}
g_{k+1}=g_{N}-\frac{1}{2} \sum_{j=k+1}^{N-1} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}}+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{E.2}
\end{equation*}
$$

In exactly the same way, one gets from Eq. (C-4)

$$
\begin{align*}
\hat{g}_{k+1}= & \hat{g}_{N}-\frac{1}{2} \sum_{j=k+1}^{N-1} \mathbf{H}_{\mathbf{u}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}} \\
& +\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\left(\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right) \mathbf{K}_{j+1}\right] \tag{E.3}
\end{align*}
$$

On the other hand, by Eq. (C-11),

$$
\begin{equation*}
g_{k+1}=\hat{g}_{k+1}-\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k+1}\right] \tag{E.4}
\end{equation*}
$$

Substituting Eqs. (E.2) and (E.3) into Eq. (E.4) and simplifying the result leads to

$$
\begin{align*}
& \frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right]+g_{N}=\frac{1}{2} \sum_{j=k+1}^{N-1}\left\{\operatorname { t r } \left[\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right.\right. \\
& \left.\left.\quad+\left(\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right) \mathbf{K}_{j+1}\right]\right\}+\hat{g}_{N}-\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k+1}\right] \tag{E.5}
\end{align*}
$$

Substituting $g_{N}=0$ from Eq. ( (C-1) and $\hat{g}_{N}=\frac{1}{2} \operatorname{tr}\left[\mathbf{L}_{N, \mathbf{x x}} \boldsymbol{\Sigma}_{N \mid N}\right]$ from Eq. (C-4) into Eq. (E.5) yields

$$
\begin{align*}
\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}+\right. & \left.\mathcal{A}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}\right] \\
= & \frac{1}{2} \sum_{j=k+1}^{N-1}\left\{\operatorname{tr}\left[\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\left(\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right) \mathbf{K}_{j+1}\right]\right\} \\
& \quad+\frac{1}{2} \operatorname{tr}\left[L_{N, \mathbf{x x}} \boldsymbol{\Sigma}_{N \mid N}\right]-\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k+1}\right] \tag{E.6}
\end{align*}
$$

Substituting Eq. (E.6) into Eq. (9.68) leads to

$$
\begin{align*}
J_{d, N-k}^{*}= & \min _{\mathbf{u}_{k}}\left\{\omega_{k}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)+C_{o, N-k-1}+\gamma_{k+1}\right. \\
& +\frac{1}{2} \operatorname{tr}\left[\boldsymbol{\Sigma}_{k+1 \mid k}-\boldsymbol{\Sigma}_{k+1 \mid k+1}\right] \mathbf{K}_{k+1}+\frac{1}{2} \operatorname{tr}\left[L_{N, \mathbf{x x}} \boldsymbol{\Sigma}_{N \mid N}\right] \\
& \left.+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{H}_{\mathbf{x x}} \boldsymbol{\Sigma}_{j \mid j}+\left(\left(\boldsymbol{\Sigma}_{j+1 \mid j}-\boldsymbol{\Sigma}_{j+1 \mid j+1}\right) \mathbf{K}_{j+1}\right)\right]\right\} \tag{E.7}
\end{align*}
$$

Equation (E.7) is exactly the same as Eq. (9.69) since the notational difference between TBM and BTL is

| TBM | BTL |
| :--- | :--- |
| $J_{o, N-k-1}$ | $C_{o, N-k-1}$ |
| $g_{o, k+1}$ | $\gamma_{k+1}$ |

## Appendix F

## Expected Value of the Product of Two Quadratic Forms by

Jorge Rizo Patron

In Athans. Wishner, and Bertolini (1968, app. A, especially Eq. (48), p. 508), a formal derivation of $E\left\{\left(\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right)\left(\mathbf{x}^{\prime} \mathbf{B x}\right)\right\}=2 \operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma} \mathbf{B} \boldsymbol{\Sigma}]+\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] \operatorname{tr}[\mathbf{B} \boldsymbol{\Sigma}]$ is given. However, Athans et al. take as given that for a vector of gaussian random variables with zero means one has

$$
\begin{equation*}
E\left\{x_{i} x_{j} x_{k} x_{l}\right\}=\sigma_{i j} \sigma_{k l}+\sigma_{i k} \sigma_{j l}+\sigma_{i l} \sigma_{j k} \tag{F.1}
\end{equation*}
$$

where $\sigma_{i j}$ is the covariance between $x_{i}$ and $x_{j}$. In these notes, the derivation of Eq. (F.1) is developed. Thereafter, following closely the approach of the above article, a formal proof of equality

$$
E\left\{\left[\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right]\left[\mathbf{x}^{\prime} \mathbf{B} \mathbf{x}\right]\right\}=2 \operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma} \mathbf{B} \boldsymbol{\Sigma}]+\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] \operatorname{tr}[\mathbf{B} \boldsymbol{\Sigma}]
$$

where $\Sigma$ is the covariance matrix of the x's, is given.
As $E\left\{x_{i} x_{j} x_{k} x_{l}\right\}$ is a fourth moment, the point of departure of the derivation is the moment-generating function $\sqrt[1]{1}$ To make exposition easier, this appendix is

[^44]divided into three sections. The first section provides a derivation of the fourth moment in the scalar case. The second section generalizes this to the vector case, and the third section applies the result to obtain the desired derivation.

## F. 1 Fourth Moment of a Normal Distribution With Zero Mean: Scalar Case

$$
x \sim N\left(0, \sigma^{2}\right)
$$

where $x$ is a normal variable and $\sigma^{2}$ is its variance. Therefore, $E\{x-\mu\}^{2}=$ $E\left\{x^{2}\right\}=\sigma^{2}$, as the mean $(\mu)$ is 0 .

The moment-generating function would be [Theil (1971, p. 75)]

$$
\begin{aligned}
M x(t)= & e^{(1 / 2) \sigma^{2} t^{2}} \\
M x^{\prime}(t)= & \frac{d}{d t} M x(t)=\frac{1}{2} \sigma^{2} 2 t e^{(1 / 2) \sigma^{2} t^{2}}=\sigma^{2} t e^{(1 / 2) \sigma^{2} t^{2}}=\sigma^{2} t M x(t) \\
\frac{d^{2}}{d t^{2}} M x(t)= & \sigma^{2} t M x^{\prime}(t)+M x(t) \sigma^{2}=\sigma^{2} t\left(\sigma^{2} t M x(t)\right)+M x(t) \sigma^{2} \\
= & \left(\sigma^{4} t^{2}+\sigma^{2}\right) M x(t) \\
\frac{d^{3}}{d t^{3}} M x(t)= & \left(\sigma^{4} t^{2}+\sigma^{2}\right) M x^{\prime}(t)+M x(t) 2 \sigma^{4} t=\left(\sigma^{4} t^{2}+\sigma^{2}\right)\left(\sigma^{2} t M x(t)\right) \\
& +M x(t) 2 \sigma^{4} t \\
= & \left(\sigma^{6} t^{3}+\sigma^{4} t+2 \sigma^{4} t\right) M x(t)=\left(\sigma^{6} t^{3}+3 \sigma^{4} t\right) M x(t) \\
\frac{d^{4}}{d t^{4}} M x(t)= & \left(\sigma^{6} t^{3}+3 \sigma^{4} t\right) M x^{\prime}(t)+\left(3 \sigma^{6} t^{2}+3 \sigma^{4}\right) M x(t) \\
= & \left(\sigma^{6} t^{3}+3 \sigma^{4} t\right) \sigma^{2} t M x(t)+\left(3 \sigma^{6} t^{2}+3 \sigma^{4}\right) M x(t) \\
= & \left(\sigma^{8} t^{4}+6 \sigma^{6} t^{2}+3 \sigma^{4}\right) M x(t)
\end{aligned}
$$

From the definition of the moment-generating function

$$
E\left\{x^{4}\right\}=\frac{d^{4}}{d t^{4}} M x(0)
$$

Substituting 0 for $t$ in the fourth derivative gives

$$
E\left\{x^{4}\right\}=3 \sigma^{4}(M x(0))
$$

As $M x(0)=e^{(1 / 2) \sigma^{2}(0)}=1$,

$$
E\left\{x^{4}\right\}=3 \sigma^{4}
$$

## F. 2 Fourth Moment of a Normal Distribution With Zero Mean: Vector Case

In this case

$$
\mathbf{x} \sim N(\mathbf{0}, \boldsymbol{\Sigma})
$$

where $\Sigma$ is the variance-covariance matrix.
The moment-generating function when the mean is zero is given by \{Theil [1971, p. 77, eq. (5.7)] \}

$$
M x(\mathbf{t})=e^{(1 / 2) \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{t}}
$$

At this point it is useful to develop some derivations of matrix derivatives which will be used later.

Recall that if

$$
\mathbf{f}(\mathbf{t})=\left[\begin{array}{c}
f_{1}(\mathbf{t}) \\
\vdots \\
f_{i}(\mathbf{t}) \\
\vdots \\
f_{M}(\mathbf{t})
\end{array}\right]=M \times 1 \text { vector } \quad \text { and } \quad \mathbf{t}=\left[\begin{array}{c}
t_{1} \\
\vdots \\
t_{j} \\
\vdots \\
t_{N}
\end{array}\right]=N \times 1 \text { vector }
$$

then according to the notation used in Appendix $\mathrm{A}^{2}$

$$
\frac{d}{d \mathbf{t}} f_{i}(\mathbf{t})=\left[\begin{array}{c}
\frac{d}{d t_{1}} f_{i}(\mathbf{t}) \\
\vdots \\
\frac{d}{d t_{j}} f_{i}(\mathbf{t}) \\
\vdots \\
\frac{d}{d t_{N}} f_{i}(\mathbf{t})
\end{array}\right]=N \times 1 \text { vector }
$$

[^45]which is an $M \times N$ matrix.
The following rules apply.

## Rule 1

$$
\frac{d}{d \mathbf{t}} \mathbf{t}^{\prime} \mathbf{A t}=2 \mathbf{A t}
$$

where $\mathbf{A}$ is an $N \times N$ symmetric matrix and t is an $N \times 1$ vector. The prime stands for transpose.

## Rule 2

$$
\frac{d}{d \mathbf{t}} \mathbf{A t}=\mathbf{A}
$$

where $\mathbf{A}$ is an $M \times N$ matrix.

## Rule 3

$$
\frac{d}{d \mathbf{t}} \mathbf{a}^{\prime} \mathbf{t}=\frac{d}{d \mathbf{t}} \mathbf{t}^{\prime} \mathbf{a}=\mathbf{a}
$$

where a is an $N \times 1$ vector.

## Rule 4

$$
\frac{d}{d \mathbf{t}} \mathbf{f}(\mathbf{t}) g(\mathbf{t})=\mathbf{f}(\mathbf{t})\left[\frac{d}{d \mathbf{t}} g(\mathbf{t})\right]^{\prime}+\left[\frac{d}{d \mathbf{t}} \mathbf{f}(\mathbf{t})\right] g(\mathbf{t})
$$

where $\mathbf{f}(\mathbf{t})$ is an $M \times 1$ vector and $g(\mathbf{t})$ is a scalar.
Proof. $\mathbf{f}(\mathbf{t}) g(\mathbf{t})$ is a vector of the form

$$
\left[\right]
$$

Therefore, calling $f_{i}(\mathbf{t})$ simply $f_{i}$ and $g(\mathbf{t})$ simply $g$, we have

$$
\frac{d}{d \mathbf{t}} \mathbf{f}(\mathbf{t}) g(\mathbf{t})=\left[\begin{array}{ccccc}
f_{1} \frac{d g}{d t_{1}}+g \frac{d f_{1}}{d t_{1}} & \cdots & f_{1} \frac{d g}{d t_{j}}+g \frac{d f_{1}}{d t_{j}} & \cdots & f_{1} \frac{d g}{d t_{N}}+g \frac{d f_{1}}{d t_{N}} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
f_{i} \frac{d g}{d t_{1}}+g \frac{d f_{i}}{d t_{1}} & \cdots & f_{i} \frac{d g}{d t_{j}}+g \frac{d f_{i}}{d t_{j}} & \cdots & f_{i} \frac{d g}{d t_{N}}+g \frac{d f_{i}}{d t_{N}} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
f_{M} \frac{d g}{d t_{1}}+g \frac{d f_{M}}{d t_{1}} & \cdots & f_{M} \frac{d g}{d t_{j}}+g \frac{d f_{M}}{d t_{j}} & \cdots & f_{M} \frac{d g}{d t_{N}}+g \frac{d f_{M}}{d t_{N}}
\end{array}\right]
$$

Therefore

$$
\begin{aligned}
& {\left[\begin{array}{cccccc}
\frac{d f_{1}}{d t_{1}} & \cdots & \frac{d f_{1}}{d t_{j}} & \cdots & \frac{d f_{1}}{d t_{N}} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right]} \\
& +g\left[\begin{array}{cccccc}
\cdots \cdots \cdots & \cdots & \ldots & \cdots & \cdots & \cdots \\
\frac{d f_{i}}{d t_{1}} & \cdots & \frac{d f_{i}}{d t_{j}} & \cdots & \frac{d f_{i}}{d t_{N}} \\
\cdots \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\frac{d f_{M}}{d t_{1}} & \cdots & \frac{d f_{M}}{d t_{j}} & \cdots & \frac{d f_{M}}{d t_{N}}
\end{array}\right]
\end{aligned}
$$

$$
=\left[\begin{array}{c}
f_{1} \\
\vdots \\
f_{i} \\
\vdots \\
f_{M}
\end{array}\right]\left[\begin{array}{lllll}
\frac{d g}{d t_{1}} & \cdots & \frac{d g}{d t_{j}} & \cdots & \frac{d g}{d t_{N}}
\end{array}\right]+g \frac{d \mathbf{f}}{d \mathbf{t}}
$$

Finally,

$$
\frac{d}{d \mathbf{t}} \mathbf{f}(\mathbf{t}) g(\mathbf{t})=\mathbf{f}(\mathbf{t})\left[\frac{d}{d \mathbf{t}} g(\mathbf{t})\right]^{\prime}+\left[\frac{d}{d \mathbf{t}} \mathbf{f}(\mathbf{t})\right] g(\mathbf{t})
$$

## Rule 5

$$
\frac{d}{d t} \mathbf{a} g(\mathbf{t})=\mathbf{a}\left[\frac{d}{d \mathbf{t}} g(\mathbf{t})\right]^{\prime}
$$

where a is an $M \times 1$ vector and $g(\mathbf{t})$ is a scalar.
Proof.

$$
\mathbf{a} g(\mathbf{t})=\left[\begin{array}{c}
a_{1} g(\mathbf{t}) \\
\vdots \\
a_{i} g(\mathbf{t}) \\
\vdots \\
a_{M} g(\mathbf{t})
\end{array}\right]
$$

Then

$$
\begin{aligned}
& \frac{d}{d \mathbf{t}} \mathbf{a} g(\mathbf{t})=\left[\begin{array}{ccccc}
a_{1} \frac{d}{d t_{1}} g(\mathbf{t}) & \cdots & a_{1} \frac{d}{d t_{j}} g(\mathbf{t}) & \cdots & a_{1} \frac{d}{d t_{N}} g(\mathbf{t}) \\
\ldots \ldots \ldots \ldots & \ldots & \ldots & \cdots & \ldots \\
a_{i} \frac{d}{d t_{1}} g(\mathbf{t}) & \cdots & a_{i} \frac{d}{d t_{j}} g(\mathbf{t}) & \cdots & a_{i} \frac{d}{d t_{N}} g(\mathbf{t}) \\
\cdots \ldots \ldots \ldots & \ldots & \ldots & \ldots & \ldots \\
a_{M} \frac{d}{d t_{1}} g(\mathbf{t}) & \cdots & a_{M} \frac{d}{d t_{j}} g(\mathbf{t}) & \cdots & a_{M} \frac{d}{d t_{N}} g(\mathbf{t})
\end{array}\right] \\
& =\left[\begin{array}{c}
a_{1} \\
\vdots \\
a_{i} \\
\vdots \\
a_{M}
\end{array}\right]\left[\begin{array}{llllll}
\frac{d}{d t_{1}} g(\mathbf{t}) & \cdots & \frac{d}{d t_{i}} g(\mathbf{t}) & \cdots & \frac{d}{d t_{N}} g(\mathbf{t})
\end{array}\right]=\mathbf{a}\left[\frac{d}{d \mathbf{t}} g(\mathbf{t})\right]^{\prime}
\end{aligned}
$$

## Rule 6

$$
\frac{d}{d \mathbf{t}} \mathbf{A f}(\mathbf{t})=\mathbf{A} \frac{d}{d \mathbf{t}} \mathbf{f}(\mathbf{t})
$$

where $\mathbf{A}$ is a $K \times M$ matrix and $\mathbf{f}(\mathbf{t})$ is an $M \times 1$ vector.
Proof.

$$
\operatorname{Af}(\mathbf{t})=\left[\begin{array}{c}
\sum_{h} a_{1 h} f_{h}(\mathbf{t}) \\
\vdots \\
\sum_{h} a_{k_{h}} f_{h}(\mathbf{t}) \\
\vdots \\
\sum_{h} a_{K h} f_{h}(\mathbf{t})
\end{array}\right]
$$

Calling $f_{h}(\mathbf{t})$ simply $f_{h}$, we have

Therefore

$$
\begin{aligned}
& \frac{d}{d(\mathbf{t})} \mathbf{A f}(\mathbf{t})=\left[\begin{array}{ccccc}
a_{11} & \cdots & a_{1 i} & \cdots & a_{1 M} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
a_{k 1} & \cdots & a_{k i} & \cdots & a_{k M} \\
\cdots \cdots & \cdots & \cdots & \cdots & \cdots \\
a_{K 1} & \cdots & a_{K i} & \cdots & a_{K M}
\end{array}\right] \\
& \times\left[\begin{array}{ccccc}
\frac{d f_{1}}{d t_{1}} & \cdots & \frac{d f_{1}}{d t_{j}} & \cdots & \frac{d f_{1}}{d t_{N}} \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right] \cdot \cdots \cdot .
\end{aligned}
$$

$$
\frac{d}{d(\mathbf{t})} \mathbf{A f}(\mathbf{t})=\mathbf{A} \frac{d}{d \mathbf{t}} \mathbf{f}(\mathbf{t})
$$

## Rule 7

$$
\frac{d \mathrm{t}}{d \mathrm{t}}=\mathbf{I}
$$

Proof.

$$
\frac{d t}{d t}=\left[\begin{array}{llll}
\frac{d t_{1}}{d t_{1}} & \frac{d t_{1}}{d t_{2}} & \cdots & \frac{d t_{1}}{d t_{N}} \\
\cdots \cdots & \cdots \cdots & \cdots & \cdots \\
\frac{d t_{N}}{d t_{1}} & \frac{d t_{N}}{d t_{2}} & \cdots & \frac{d t_{N}}{d t_{N}}
\end{array}\right]=\left[\begin{array}{cccc}
1 & & & 0 \\
& 1 & & \\
& & \ddots & \\
0 & & & 1
\end{array}\right]
$$

With these rules in mind one can find the fourth derivative of the momentgenerating function.

Recall that $M x(\mathbf{t})=e^{(1 / 2) \mathbf{t}^{\prime} \boldsymbol{\Sigma}}$, where $x$ is normally distributed with zero mean.
First derivative. Therefore $3^{3}$

$$
\frac{d}{d \mathbf{t}} M x(\mathbf{t})=\left[\frac{d}{d \mathbf{t}^{2}} \frac{1}{2} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{t}\right] M x(\mathbf{t})
$$

By rule 1 above,

$$
\frac{d}{d \mathbf{t}} M x(\mathbf{t})=\boldsymbol{\Sigma} \mathbf{t} M x(\mathbf{t})
$$

Second derivative.

$$
\begin{aligned}
\frac{d^{2}}{d \mathbf{t}^{2}} M x(\mathbf{t}) & =\frac{d}{d \mathbf{t}} \boldsymbol{\Sigma} \mathbf{t} M x(\mathbf{t}) \\
& =\boldsymbol{\Sigma} \frac{d}{d \mathbf{t}} \mathbf{t} M x(\mathbf{t}) \quad \text { by rule } 6 \\
& =\boldsymbol{\Sigma}\left[\mathbf{t}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)^{\prime}+\mathbf{I} M x(\mathbf{t})\right] \quad \text { by rules } 4 \text { and } 7 \\
& =\boldsymbol{\Sigma}\left[\mathbf{t}(\boldsymbol{\mathbf { t }} M x(\mathbf{t}))^{\prime}+\mathbf{I} M x(\mathbf{t})\right] \quad \text { by substituting for } \frac{d}{d \mathbf{t}} M x(\mathbf{t}) \\
& =\boldsymbol{\Sigma}\left[\mathbf{t}^{\prime} \boldsymbol{\Sigma} M x(\mathbf{t})+\mathbf{I} M x(\mathbf{t})\right] \quad \text { since } \boldsymbol{\Sigma} \text { is symmetric and } M x(\mathbf{t}) \text { is a scalar }
\end{aligned}
$$

[^46]Third derivative. Recall that

$$
\begin{aligned}
& \frac{d^{2}}{d \mathbf{t}^{2}} M x(\mathbf{t}) \\
& =\left[\begin{array}{ccccc}
\frac{d}{d t_{1}}\left(\frac{d}{d t_{1}} M x(\mathbf{t})\right) & \cdots & \frac{d}{d t_{j}}\left(\frac{d}{d t_{1}} M x(\mathbf{t})\right) & \cdots & \frac{d}{d t_{N}}\left(\frac{d}{d t_{1}} M x(\mathbf{t})\right) \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{d}{d t_{1}}\left(\frac{d}{d t_{l}} M x(\mathbf{t})\right) & \cdots & \frac{d}{d t_{j}}\left(\frac{d}{d t_{l}} M x(\mathbf{t})\right) & \cdots & \frac{d}{d t_{N}}\left(\frac{d}{d t_{l}} M x(\mathbf{t})\right) \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{d}{d t_{1}}\left(\frac{d}{d t_{N}} M x(\mathbf{t})\right) & \cdots & \frac{d}{d t_{j}}\left(\frac{d}{d t_{N}} M x(\mathbf{t})\right) & \cdots & \frac{d}{d t_{N}}\left(\frac{d}{d t_{N}} M x(\mathbf{t})\right)
\end{array}\right]
\end{aligned}
$$

Then

$$
\left.\begin{array}{c}
\frac{d^{2}}{d \mathbf{t}^{2}} M x(\mathbf{t})= \\
{\left[\frac{d}{d t_{1}}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)\right.} \\
\frac{d}{d t_{2}}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)
\end{array}\right] \cdots: \begin{array}{c:c}
d t_{N} \\
\hline d \mathbf{t} \\
\hline
\end{array}
$$

and

$$
\frac{d^{3}}{d \mathbf{t}^{3}} M x(\mathbf{t})=\left[\begin{array}{l:l:l}
\frac{d}{d \mathbf{t}}\left\{\frac{d}{d t_{1}}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)\right\} & \cdots & \left.\frac{d}{d \mathbf{t}}\left\{\frac{d}{d t_{N}}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)\right\}\right]
\end{array}\right.
$$

$$
\text { where all }\left\{\frac{d}{d \mathbf{t}} \frac{d}{d t_{i}}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)\right\} \text { are matrices }
$$

The problem then is to find the matrix

$$
\frac{d^{3}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d \mathbf{t}}=\frac{d}{d \mathbf{t}}\left\{\frac{d}{d t_{i}}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)\right\} \quad \text { for each } i
$$

as

$$
\frac{d}{d t_{i}}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)=\left(\frac{d^{2}}{d \mathbf{t}^{2}} M x(\mathbf{t})\right) \mathbf{e}^{i}
$$

where $\mathbf{e}^{i}$ is a vector of zero element except for the $i$ th position, where the element is one. Then replacing the value of $d^{2}(M x(\mathbf{t})) / d \mathbf{t}^{2}$ gives

$$
\frac{d}{d t_{i}}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)=\boldsymbol{\Sigma}\left[\mathbf{t t}^{\prime} \boldsymbol{\Sigma} M x(\mathbf{t})+\mathbf{I} M x(\mathbf{t})\right] \mathbf{e}^{i}
$$

and

$$
\begin{align*}
\frac{d^{3}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d \mathbf{t}} & =\frac{d}{d \mathbf{t}}\left\{\boldsymbol{\Sigma}\left[\mathbf{t t}^{\prime} \boldsymbol{\Sigma} M x(\mathbf{t})+\mathbf{I} M x(\mathbf{t})\right] \mathbf{e}^{i}\right\} \\
& =\boldsymbol{\Sigma} \frac{d}{d \mathbf{t}}\left\{\left[\mathbf{t t}^{\prime} \boldsymbol{\Sigma} M x(\mathbf{t})+\mathbf{I} M x(\mathbf{t})\right] \mathbf{e}^{i}\right\} \quad \text { by rule } 6 \\
\frac{d^{3}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d \mathbf{t}} & =\boldsymbol{\Sigma} \frac{d}{d \mathbf{t}}\left[\left(\mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)(M x(\mathbf{t}))\right]+\boldsymbol{\Sigma} \frac{d}{d \mathbf{t}} \mathbf{e}^{i} M x(\mathbf{t}) \tag{F.2}
\end{align*}
$$

By rule 4 the first term in Eq. (F.2) equals

$$
\boldsymbol{\Sigma}\left[\mathbf{t t} \boldsymbol{\Sigma} \mathbf{e}^{i}\left[\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right]^{\prime}+\left(\frac{d}{d \mathbf{t}} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right) M x(\mathbf{t})\right]
$$

By rule 5 the second term in Eq. (F.2) equals

$$
\boldsymbol{\Sigma} \frac{d}{d \mathbf{t}} \mathbf{e}^{i} M x(\mathbf{t})=\boldsymbol{\Sigma} \mathbf{e}^{i}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)^{\prime}
$$

Substituting these two last equalities in Eq. (F.2), one gets

$$
\frac{d^{3}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d \mathbf{t}}=\boldsymbol{\Sigma}\left[\mathbf{t t ^ { \prime }} \boldsymbol{\Sigma} \mathbf{e}^{i}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)^{\prime}+\left(\frac{d}{d \mathbf{t}} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right) M x(\mathbf{t})+\mathbf{e}^{i}\left(\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right)^{\prime}\right]
$$

Substituting for $(d(M x(\mathbf{t})) / d \mathbf{t})^{\prime}$, we get

$$
\begin{equation*}
\frac{d^{3}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d \mathbf{t}}=\boldsymbol{\Sigma}\left[\mathbf{t} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma} M x(\mathbf{t})+\mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma} M x(\mathbf{t})+\frac{d}{d \mathbf{t}}\left(\mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right) M x(\mathbf{t})\right] \tag{F.3}
\end{equation*}
$$

By rules 4 and 7 , recalling $t^{\prime} \Sigma \mathbf{e}^{i}$ is a scalar, one has

$$
\begin{aligned}
\frac{d}{d \mathbf{t}} \mathbf{t \mathbf { t } ^ { \prime } \Sigma \mathbf { e } ^ { i }} & =\frac{d}{d \mathbf{t}} \mathbf{t}\left(\mathbf{t}^{\prime} \Sigma \mathbf{e}^{i}\right)=\mathbf{t}\left(\frac{d}{d \mathbf{t}} \mathbf{t}^{\prime} \Sigma \mathbf{e}^{i}\right)+\mathbf{I}\left(\mathbf{t}^{\prime} \Sigma \mathbf{e}^{i}\right) \\
& =\mathbf{t}\left(\Sigma \mathbf{e}^{i}\right)^{\prime}+\mathbf{I}\left(\mathbf{t}^{\prime} \Sigma \mathbf{e}^{i}\right) \quad \text { by rule } 3
\end{aligned}
$$

Therefore, substituting this value into Eq. (F.3) gives

$$
\frac{d^{3}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d \mathbf{t}}=\boldsymbol{\Sigma}\left[\mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{t}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}+\mathbf{I}\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)\right] M x(\mathbf{t})
$$

Fourth derivative. Similarly to the 3rd derivative, the value of the matrix $d^{4}(M x(\mathbf{t})) /\left(d \mathbf{t} d t_{i} d t_{j} d \mathbf{t}\right)$ is computed. Recall that

$$
\frac{d^{4}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d t_{j} d \mathbf{t}}=\frac{d}{d \mathbf{t}} \frac{d^{3}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d t_{j}}=\frac{d}{d \mathbf{t}}\left[\frac{d^{3}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d \mathbf{t}} \mathbf{e}^{j}\right]
$$

where $\mathbf{e}^{j}$ is a vector of zero elements except in position $j$, where the element is 1 . Therefore,

$$
\begin{align*}
\frac{d^{4}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d t_{j} d \mathbf{t}}= & \frac{d}{d \mathbf{t}}\left\{M x(\mathbf{t}) \boldsymbol{\Sigma}\left[\mathbf{t} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{t}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}+\mathbf{I}\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)\right] \mathbf{e}^{j}\right\} \\
\frac{d^{4}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d t_{j} d \mathbf{t}}= & \boldsymbol{\Sigma}\left[\mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{t}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}+\mathbf{I}\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)\right] \mathbf{e}^{j}\left[\frac{d}{d \mathbf{t}} M x(\mathbf{t})\right]^{\prime} \\
& +M x(\mathbf{t}) \frac{d}{d \mathbf{t}}\left\{\boldsymbol{\Sigma}\left[\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{t}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}+\mathbf{I}\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)\right] \mathbf{e}^{j}\right\} \tag{F.4}
\end{align*}
$$ by rule 4

The second term in Eq. (F.4) consists of a sum of four terms, each equal to $M x(\mathbf{t})$ multiplied by a derivative. These derivatives will be found first.

$$
\frac{d}{d \mathbf{t}} \boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}=\frac{d}{d \mathbf{t}}\left\{\left(\boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right)\right\}
$$

At $\mathbf{t}^{\prime} \Sigma \mathbf{e}^{j}$ is a scalar, rule 4 applies. Then

$$
\begin{aligned}
\frac{d}{d \mathbf{t}} & \boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j} \\
= & \boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\left(\frac{d}{d \mathbf{t}} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right)^{\prime}+\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right)\left(\frac{d}{d \mathbf{t}} \boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right) \\
= & \boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{e}^{j \prime} \boldsymbol{\Sigma}+\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\left\{\frac{d}{d \mathbf{t}}\left[(\boldsymbol{\Sigma} \mathbf{t})\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)\right]\right\} \quad \text { by rule } 3 \\
= & \boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{e}^{j \prime} \boldsymbol{\Sigma}+\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\left[\boldsymbol{\Sigma} \mathbf{t}\left(\frac{d}{d \mathbf{t}} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)^{\prime}+\left(\frac{d}{d \mathbf{t}} \boldsymbol{\Sigma} \mathbf{t}\right)\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)\right] \text { by rule } 4 \\
= & \boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \boldsymbol{\Sigma}+\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\left[\boldsymbol{\Sigma}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}+\boldsymbol{\Sigma}\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)\right] \quad \text { by rules } 2 \text { and } 3 \\
= & \boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \boldsymbol{\Sigma}+\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j} \boldsymbol{\Sigma} \mathbf{t}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}+\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right) \boldsymbol{\Sigma} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\frac{d}{d \mathbf{t}} \boldsymbol{\Sigma}\left(\mathbf{e}^{i}\right) \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j} & =\frac{d}{d \mathbf{t}}\left\{\left(\boldsymbol{\Sigma} \mathbf{e}^{i}\right)\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right)\right\} \\
& =\boldsymbol{\Sigma} \mathbf{e}^{i}\left(\frac{d}{d \mathbf{t}} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right)^{\prime} \quad \text { by rule } 5 \\
& =\boldsymbol{\Sigma} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \boldsymbol{\Sigma} \quad \text { by rule } 3
\end{aligned}
$$

Also

$$
\frac{d}{d \mathbf{t}} \boldsymbol{\Sigma} \mathbf{t} \mathbf{e}^{i /} \boldsymbol{\Sigma} \mathbf{e}^{j}=\frac{d}{d \mathbf{t}} \boldsymbol{\Sigma} \mathbf{t}\left(\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right)=\frac{d}{d \mathbf{t}}\left(\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right) \boldsymbol{\Sigma} \mathbf{t}
$$

as $\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}$ is a scalar. Therefore

$$
\frac{d}{d \mathbf{t}} \boldsymbol{\Sigma} \mathbf{t}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}=\left(\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right) \boldsymbol{\Sigma} \quad \text { by rule } 2
$$

Finally,

$$
\begin{aligned}
\frac{d}{d \mathbf{t}} \boldsymbol{\Sigma}\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right) \mathbf{e}^{j} & =\frac{d}{d \mathbf{t}}\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right) \boldsymbol{\Sigma} \mathbf{e}^{j} \\
& =\boldsymbol{\Sigma} \mathbf{e}^{j}\left(\frac{d}{d \mathbf{t}} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)^{\prime} \quad \text { by rule } 5 \\
& =\boldsymbol{\Sigma} \mathbf{e}^{j}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \quad \text { by rule } 3
\end{aligned}
$$

Substituting these values into Eq. (F.4) leads to

$$
\begin{aligned}
\frac{d^{4}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d t_{j} d \mathbf{t}}= & \boldsymbol{\Sigma}\left[\mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{e}^{i} \mathbf{t}^{\prime} \boldsymbol{\Sigma}+\mathbf{t}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}+\mathbf{I}\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\right)\right] \mathbf{e}^{j}\left(\frac{d M x(\mathbf{t})}{d \mathbf{t}}\right)^{\prime} \\
& +M x(\mathbf{t})\left\{\boldsymbol{\Sigma} \mathbf{t t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \boldsymbol{\Sigma}+\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right) \boldsymbol{\Sigma} \mathbf{t}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}\right. \\
& \left.+\left(\mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right) \boldsymbol{\Sigma} \mathbf{t}^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{i}+\boldsymbol{\Sigma} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \boldsymbol{\Sigma}+\left[\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right] \boldsymbol{\Sigma}+\boldsymbol{\Sigma} \mathbf{e}^{j}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}\right\}
\end{aligned}
$$

To find the fourth moment, one needs to substitute zero for $t$ in this expression. Then all terms with $\mathbf{t}^{\prime}$ or $\mathbf{t}$ on them vanish, and what remains is

$$
\left[\frac{d^{4}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d t_{j} d \mathbf{t}}\right]_{\mathbf{t}=\mathbf{0}}=M x(\mathbf{0})\left[\boldsymbol{\Sigma} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \boldsymbol{\Sigma}+\left(\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right) \boldsymbol{\Sigma}+\boldsymbol{\Sigma} \mathbf{e}^{j}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}\right]
$$

As $M x(\mathbf{0})=e^{-(1 / 2)(\mathbf{0})}=1$,

$$
\begin{aligned}
{\left[\frac{d^{4}(M x(\mathbf{t}))}{d \mathbf{t} d t_{i} d t_{j} d \mathbf{t}}\right]_{\mathbf{t}=\mathbf{0}} } & =\left\{\boldsymbol{\Sigma} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \boldsymbol{\Sigma}+\left[\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right] \boldsymbol{\Sigma}+\boldsymbol{\Sigma} \mathbf{e}^{j}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}\right\} \\
& =\boldsymbol{\Sigma}\left\{\mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \boldsymbol{\Sigma}+\left[\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma} \mathbf{e}^{j}\right] \mathbf{I}+\mathbf{e}^{j}\left(\mathbf{e}^{i}\right)^{\prime} \boldsymbol{\Sigma}\right\}
\end{aligned}
$$

Our goal is to obtain $E\left\{x_{l} x_{i} x_{j} x_{k}\right\}$. It is most direct to show this by taking $E\left\{\mathbf{x} x_{i} x_{j} \mathbf{x}\right\}$ as follows for the case in which $E\{\mathbf{x}\}=0$ :

$$
\begin{aligned}
& E\left\{\mathbf{x} x_{i} x_{j} \mathbf{x}^{\prime}\right\}=\boldsymbol{\Sigma}\left\{\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & 1 & \cdots \\
0 & 0 & 0 & \cdots & 0
\end{array}\right] \quad \boldsymbol{\Sigma}+\sigma_{i j} \mathbf{I}\right.
\end{aligned}
$$

Then

$$
\begin{aligned}
& \left.+\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 0 \\
\sigma_{i 1} & \sigma_{i 2} & \sigma_{i 3} & \cdots & \sigma_{i N} \\
0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 0
\end{array}\right]\right\} \\
& =\left[\begin{array}{cccc}
\sigma_{1 i} \sigma_{j 1} & \sigma_{1 i} \sigma_{j 2} & \cdots & \sigma_{1 i} \sigma_{j N} \\
\sigma_{2 i} \sigma_{j 1} & \sigma_{2 i} \sigma_{j 2} & \cdots & \sigma_{2 i} \sigma_{j N} \\
\cdots \cdots \cdots & \cdots \cdots \cdots & \cdots & \cdots \\
\sigma_{l i} \sigma_{j 1} & \sigma_{l i} \sigma_{j 2} & \cdots & \sigma_{l i} \sigma_{j N}
\end{array}\right]+\left[\begin{array}{ccc}
\sigma_{11} \sigma_{i j} & \sigma_{12} \sigma_{i j} & \cdots \\
\cdots \cdots & \cdots \cdots \cdots & \cdots \\
\sigma_{l 1} \sigma_{i j} & \sigma_{l 2} \sigma_{i j} & \cdots
\end{array}\right] \\
& +\left[\begin{array}{ccc}
\sigma_{1 j} \sigma_{i 1} & \sigma_{1 j} \sigma_{i 2} & \cdots \\
\sigma_{2 j} \sigma_{i 1} & \sigma_{2 j} \sigma_{i 2} & \cdots \\
\cdots \cdots \cdots & \cdots \cdots \cdots \\
\sigma_{l j} \sigma_{i 1} & \sigma_{l j} \sigma_{i 2} & \cdots
\end{array}\right]
\end{aligned}
$$

Therefore, if $E\{\mathbf{x}\}=0$,

$$
E\left\{x_{l} x_{i} x_{j} x_{k}\right\}=\sigma_{l i} \sigma_{j k}+\sigma_{l k} \sigma_{i j}+\sigma_{l j} \sigma_{i k}
$$

## F. 3 Proof of $E\left\{\left[\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right]\left[\mathbf{x}^{\prime} \mathbf{B x}\right]\right\}=2 \operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma} \mathbf{B} \boldsymbol{\Sigma}]+$ $\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] \operatorname{tr}[\mathbf{B} \boldsymbol{\Sigma}]$

It is assumed that $\mathbf{A}$ and B are symmetric matrices. Because of the properties of the trace ${ }^{4}$

$$
\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}=\operatorname{tr}\left[\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right]=\operatorname{tr}\left[\mathbf{A} \mathbf{x} \mathbf{x}^{\prime}\right] \quad \text { and } \quad \mathbf{x}^{\prime} \mathbf{B} \mathbf{x}=\operatorname{tr}\left[\mathbf{B} \mathbf{x} \mathbf{x}^{\prime}\right]
$$

[^47]As a result,

$$
E\left\{\left[\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right]\left[\mathbf{x}^{\prime} \mathbf{B} \mathbf{x}\right]\right\}=E\left\{\operatorname{tr}\left[\mathbf{A} \mathbf{x} \mathbf{x}^{\prime}\right] \operatorname{tr}\left[\mathbf{B} \mathbf{x} \mathbf{x}^{\prime}\right]\right\}
$$

Call

$$
\mathbf{D}=\mathbf{A} \mathbf{x x} \mathbf{x}^{\prime}=\mathbf{A}\left[\begin{array}{cccc}
x_{1} x_{1} & x_{1} x_{2} & \cdots & x_{1} x_{N} \\
\cdots \cdots \cdots & \cdots \cdots \cdots \cdots & \cdots & \cdots \\
x_{N} x_{1} & x_{N} x_{2} & \cdots & x_{N} x_{N}
\end{array}\right]
$$

In this case

$$
\begin{aligned}
d_{11}=\sum_{j} a_{1 j} x_{j} x_{1} \quad d_{22} & =\sum_{j} a_{2 j} x_{j} x_{2} \quad d_{i i}=\sum_{j} a_{i j} x_{j} x_{i} \\
\operatorname{tr}(D) & =\sum_{i} \sum_{j} a_{i j} x_{j} x_{i}
\end{aligned}
$$

Call

$$
\mathbf{F}=\mathbf{B} \mathbf{x x}^{\prime} \quad \operatorname{tr}(F)=\sum_{k} \sum_{l} b_{k l} x_{k} x_{l}
$$

and

$$
\operatorname{tr}(\mathbf{D}) \operatorname{tr}(\mathbf{F})=\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} x_{i} x_{j} x_{k} x_{l}
$$

Then

$$
\begin{aligned}
E\left\{\left[\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right]\left[\mathbf{x}^{\prime} \mathbf{B x}\right]\right\} & =E\left\{\operatorname{tr}\left[\mathbf{A} \mathbf{x x}^{\prime}\right] \operatorname{tr}\left[\mathbf{B}\left(\mathbf{x x}^{\prime}\right)\right]\right\}= \\
& E\{\operatorname{tr}[\mathbf{D}] \operatorname{tr}[\mathbf{F}]\}=\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} E\left\{\left(x_{i} x_{j} x_{k} x_{l}\right)\right\}
\end{aligned}
$$

From the development in Sec. F. 2

$$
\begin{align*}
E\left\{\left[\mathbf{x}^{\prime} \mathbf{A x}\right]\left[\mathbf{x}^{\prime} \mathbf{B x}\right]\right\}= & \sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l}\left(\sigma_{i j} \sigma_{l k}+\sigma_{i k} \sigma_{j l}+\sigma_{i l} \sigma_{j k}\right) \\
= & \sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{i j} \sigma_{l k}+\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{i k} \sigma_{j l} \\
& +\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{i l} \sigma_{j k} \tag{F.5}
\end{align*}
$$

As subindices, $k$ and $l$ can be interchanged, the second term in the last expression can be written

$$
\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{i k} \sigma_{j l}=\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{l k} \sigma_{i l} \sigma_{j k}
$$

But as $b_{l k}=b_{k l}$ ( $\mathbf{B}$ is symmetric), the term at the right of the last equation can be expressed differently, and

$$
\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{i k} \sigma_{j l}=\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{i l} \sigma_{j k}
$$

Therefore in Eq. (F.5), the second and third terms are equal and

$$
\begin{equation*}
E\left\{\left[\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right]\left[\mathbf{x}^{\prime} \mathbf{B x}\right]\right\}=\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{i j} \sigma_{l k}+2 \sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{i k} \sigma_{j l} \tag{F.6}
\end{equation*}
$$

On the other hand. $\sqrt[5]{5}$

$$
\left.\begin{array}{l}
\mathbf{A} \boldsymbol{\Sigma}=\left[\begin{array}{ccc}
\sum_{j} a_{1 j} \sigma_{j 1} & \sum_{j} a_{1 j} \sigma_{j 2} & \cdots \\
\sum_{j} a_{2 j} \sigma_{j 1} & \sum_{j} a_{2 j} \sigma_{j 2} & \cdots \\
\cdots \cdots & \ldots & \cdots
\end{array}\right] \ldots \ldots
\end{array}\right]
$$

Calling $\mathbf{P}=\mathbf{A} \boldsymbol{\Sigma} \boldsymbol{B} \boldsymbol{\Sigma}$, we get

$$
\begin{aligned}
P_{11} & =\left(\sum_{j} a_{1 j} \sigma_{j 1}\right)\left(\sum_{k} b_{1 k} \sigma_{k 1}\right)+\left(\sum_{j} a_{1 j} \sigma_{j 2}\right)\left(\sum_{k} b_{2 k} \sigma_{k 1}\right) \cdots \\
& =\sum_{j} \sum_{k} a_{1 j} \sigma_{j 1} b_{1 k} \sigma_{k 1}+\sum_{j} \sum_{k} a_{1 j} \sigma_{j 2} b_{2 k} \sigma_{k 1} \cdots \\
& =\sum_{j} \sum_{k} a_{1 j} \sigma_{k 1}\left(\sum_{l} \sigma_{j l} b_{l k}\right)
\end{aligned}
$$

Similarly

$$
P_{i i}=\sum_{j} \sum_{k} a_{i j} \sigma_{k i}\left(\sum_{l} \sigma_{j l} b_{l k}\right)
$$

Therefore

$$
\operatorname{tr}[\mathbf{P}]=\sum_{i} \sum_{j} \sum_{k} a_{i j} \sigma_{k i}\left(\sum_{l} \sigma_{j l} b_{l k}\right)
$$

[^48]and
$$
\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma} \mathbf{B} \boldsymbol{\Sigma}]=\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} \sigma_{k i} \sigma_{j l} b_{l k} \quad \text { as } \mathbf{P}=\mathbf{A} \boldsymbol{\Sigma} \mathbf{B} \boldsymbol{\Sigma}
$$

As $\sigma_{k i}=\sigma_{i k}$ and $b_{l k}=b_{k l}$,

$$
\begin{equation*}
\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma} \mathbf{B} \boldsymbol{\Sigma}]=\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} \sigma_{i k} \sigma_{j l} b_{k l} \tag{F.7}
\end{equation*}
$$

Also, from the observation of matrices $\mathbf{A} \boldsymbol{\Sigma}$ and $\mathbf{B} \boldsymbol{\Sigma}$ shown above

$$
\begin{aligned}
\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] & =\sum_{i} \sum_{j} a_{i j} \sigma_{j i} \\
\operatorname{tr}[\mathbf{B} \boldsymbol{\Sigma}] & =\sum_{l} \sum_{k} b_{l k} \sigma_{k l}=\sum_{l} \sum_{k} b_{k l} \sigma_{k l} \quad \text { as } b_{k l}=b_{l k}
\end{aligned}
$$

Then

$$
\begin{equation*}
\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] \operatorname{tr}[\mathbf{B} \boldsymbol{\Sigma}]=\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{j i} \sigma_{k l}=\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} b_{k l} \sigma_{i j} \sigma_{l k} \tag{F.8}
\end{equation*}
$$

since $\sigma_{i j}=\sigma_{j i}$ and $\sigma_{l k}=\sigma_{k l}$. Therefore, from Eqs. (F.7) and (F.8)

$$
\begin{align*}
2 \operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma} \mathbf{B} \boldsymbol{\Sigma}]+\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] \operatorname{tr}[\mathbf{B} \boldsymbol{\Sigma}]= & 2 \sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} \sigma_{l k} \sigma_{j l} b_{k l} \\
& +\sum_{i} \sum_{j} \sum_{k} \sum_{l} a_{i j} \sigma_{i j} b_{k l} \sigma_{l k} \tag{F.9}
\end{align*}
$$

As the right-hand sides in Eqs. (F.6) and (F.9) are identical, the left sides would also be equal and the equality

$$
E\left\{\left[\mathbf{x}^{\prime} \mathbf{A} \mathbf{x}\right]\left[\mathbf{x}^{\prime} \mathbf{B} \mathbf{x}\right]\right\}=2 \operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma} \mathbf{B} \boldsymbol{\Sigma}]+\operatorname{tr}[\mathbf{A} \boldsymbol{\Sigma}] \operatorname{tr}[\mathbf{B} \boldsymbol{\Sigma}]
$$

is proved.

## Appendix G

## Certainty-Equivalence Optimal Cost-To-Go Problem

The problem is to minimize

$$
\begin{align*}
J_{o, N-k-1}= & \frac{1}{2}\left[\mathbf{x}_{o N}-\tilde{\mathbf{x}}_{N}\right]^{\prime} \mathbf{W}_{N}\left[\mathbf{x}_{o N}-\tilde{\mathbf{x}}_{N}\right] \\
& +\sum_{j=k+1}^{N-1}\left(\frac{1}{2}\left[\mathbf{x}_{o j}-\tilde{\mathbf{x}}_{j}\right]^{\prime} \mathbf{W}_{j}\left[\mathbf{x}_{o j}-\tilde{\mathbf{x}}_{j}\right]+\left[\mathbf{x}_{o j}-\tilde{\mathbf{x}}_{j}\right]^{\prime} \mathbf{F}_{j}\left[\mathbf{u}_{o j}-\tilde{\mathbf{u}}_{j}\right]\right. \\
& \left.+\frac{1}{2}\left[\mathbf{u}_{o j}-\tilde{\mathbf{u}}_{j}\right]^{\prime} \boldsymbol{\Lambda}_{j}\left[\mathbf{u}_{o j}-\tilde{\mathbf{u}}_{j}\right]\right) \tag{G.1}
\end{align*}
$$

subject to

$$
\begin{align*}
\mathbf{x}_{o, j+1} & =\mathbf{A}_{j}\left(\boldsymbol{\theta}_{o j}\right) \mathbf{x}_{o j}+\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right) \mathbf{u}_{o j}+\mathbf{c}_{j}\left(\boldsymbol{\theta}_{o j}\right) \quad \mathbf{x}_{o, k+1}=\hat{\mathbf{x}}_{k+1 \mid k}  \tag{G.2}\\
\boldsymbol{\theta}_{o, j+1} & =\mathbf{D}_{j} \boldsymbol{\theta}_{o j} \quad \boldsymbol{\theta}_{o, k+1}=\widehat{\boldsymbol{\theta}}_{k+1 \mid k}
\end{align*}
$$

To simplify, substitute the results of the forward integration of Eq. (G.3) into Eq. (G.2) and the drop Eq. (G.3) from the problem. The resulting problem is similar to the problem (2.1) to (2.3) and can be converted into that form by completion of the square.

Therefore, rewrite Eq. (G.1) as

$$
\begin{align*}
J_{o}(N-k-1)= & \frac{1}{2} \mathbf{x}_{o N}^{\prime} \mathbf{W}_{N} \mathbf{x}_{o N}-\tilde{\mathbf{x}}_{N}^{\prime} \mathbf{W}_{N} \mathbf{x}_{o N}+\frac{1}{2} \tilde{\mathbf{x}}_{N}^{\prime} \mathbf{W}_{N} \tilde{\mathbf{x}}_{N} \\
& +\sum_{j=k+1}^{N-1}\left(\frac{1}{2} \mathbf{x}_{o j}^{\prime} \mathbf{W}_{j} \mathbf{x}_{o j}-\tilde{\mathbf{x}}_{j}^{\prime} \mathbf{W}_{j} \mathbf{x}_{o j}+\frac{1}{2} \tilde{\mathbf{x}}_{j}^{\prime} \mathbf{W}_{j} \tilde{\mathbf{x}}_{j}\right. \\
& +\mathbf{x}_{o j}^{\prime} \mathbf{F}_{j} \mathbf{u}_{o j}-\tilde{\mathbf{u}}_{j}^{\prime} \mathbf{F}_{j} \mathbf{x}_{o j}-\tilde{\mathbf{x}}_{j}^{\prime} \mathbf{F}_{j} \mathbf{u}_{o j}+\tilde{\mathbf{x}}_{j}^{\prime} \mathbf{F}_{j} \tilde{\mathbf{u}}_{o j} \\
& \left.+\frac{1}{2} \mathbf{u}_{o j}^{\prime} \boldsymbol{\Lambda}_{j} \mathbf{u}_{o j}-\tilde{\mathbf{u}}_{j}^{\prime} \boldsymbol{\Lambda}_{j} \mathbf{u}_{o j}+\frac{1}{2} \tilde{\mathbf{u}}_{j}^{\prime} \boldsymbol{\Lambda}_{j} \tilde{\mathbf{u}}_{j}\right) \tag{G.4}
\end{align*}
$$

Table G.1: Notational equivalence

| $(2-1),(2-3)$ | $(\mathrm{G}-5),(\mathrm{G}-2)$ | $(2-1),(2-3)$ | $(\mathrm{G}-5),(\mathrm{G}-2)$ |
| :--- | :--- | :--- | :--- |
| $\mathbf{W}_{N}$ | $\mathbf{W}_{N}$ | $\boldsymbol{\Lambda}_{k}$ | $\boldsymbol{\Lambda}_{j}$ |
| $\mathbf{w}_{N}$ | $-\mathbf{W}_{N} \tilde{\mathbf{x}}_{N}$ | $\boldsymbol{\lambda}_{k}$ | $-\left(\mathbf{F}_{j}^{\prime} \tilde{\mathbf{x}}_{j}+\boldsymbol{\Lambda}_{j} \tilde{\mathbf{u}}_{j}\right)$ |
| $\mathbf{W}_{k}$ | $\mathbf{W}_{j}$ | $\mathbf{A}_{k}$ | $\mathbf{A}_{j}\left(\boldsymbol{\theta}_{o j}\right)$ |
| $\mathbf{w}_{k}$ | $-\left(\mathbf{W}_{j} \tilde{\mathbf{x}}_{j}+\mathbf{F}_{j} \tilde{\mathbf{u}}_{j}\right)$ | $\mathbf{B}_{k}$ | $\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)$ |
| $\mathbf{F}_{k}$ | $\mathbf{F}_{j}$ | $\mathbf{c}_{k}$ | $\mathbf{c}_{j}\left(\boldsymbol{\theta}_{o j}\right)$ |

Dropping the constant terms and collecting terms yields

$$
\begin{align*}
J_{o}(N-k-1)= & \frac{1}{2} \mathbf{x}_{o N}^{\prime} \mathbf{W}_{N} \mathbf{x}_{o N}-\tilde{\mathbf{x}}_{N}^{\prime} \mathbf{W}_{N} \mathbf{x}_{o N} \\
& +\sum_{j=k+1}^{N-1}\left(\frac{1}{2} \mathbf{x}_{o j}^{\prime} \mathbf{W}_{j} \mathbf{x}_{o j}-\left[\tilde{\mathbf{x}}_{j}^{\prime} \mathbf{W}_{j}+\tilde{\mathbf{u}}_{j}^{\prime} \mathbf{F}_{j}^{\prime}\right] \mathbf{x}_{o j}\right. \\
& \left.+\mathbf{x}_{o j}^{\prime} \mathbf{F}_{j} \mathbf{u}_{o j}+\frac{1}{2} \mathbf{u}_{o j}^{\prime} \boldsymbol{\Lambda}_{j} \mathbf{u}_{o j}-\left[\tilde{\mathbf{u}}_{j} \boldsymbol{\Lambda}_{j}+\tilde{\mathbf{x}}_{j}^{\prime} \mathbf{F}_{j}\right] \mathbf{u}_{o j}\right) \tag{G.5}
\end{align*}
$$

The problem (G.5) and (G.2) is in the same form as the quadratic linear problem (2.1) to (2.3). The notational equivalence is shown in Table G.1.

The solution to problem (2.1) to (2.3) is given in Eqs. (2.51) and (2.52). Using these results and the notational equivalence in Table G.1 yields the feedback rule

$$
\begin{equation*}
\mathbf{u}_{o j}=\mathbf{G}_{j} \mathbf{x}_{o j}+\mathbf{g}_{j} \tag{G.6}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{G}_{j}= & -\left[\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime} \mathbf{K}_{j+1} \mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)+\boldsymbol{\Lambda}_{j}\right]^{-1} \\
& \times\left[\mathbf{F}_{j}^{\prime}+\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime} \mathbf{K}_{j+1} \mathbf{A}_{j}\left(\boldsymbol{\theta}_{o j}\right)\right]  \tag{G.7}\\
\mathbf{g}_{j}= & -\left[\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime} \mathbf{K}_{j+1} \mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)+\boldsymbol{\Lambda}_{j}\right]^{-1} \\
& \times\left[\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime}\left[\mathbf{K}_{j+1} \mathbf{c}_{j}\left(\boldsymbol{\theta}_{o j}\right)+\mathbf{p}_{j+1}\right]-\mathbf{F}_{j}^{\prime} \tilde{\mathbf{x}}_{j}-\boldsymbol{\Lambda}_{j} \tilde{\mathbf{u}}_{j}\right] \tag{G.8}
\end{align*}
$$

with, from Eqs. (2.53) and (2.54),

$$
\begin{align*}
\mathbf{K}_{j}= & \mathbf{A}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime} \mathbf{K}_{j+1} \mathbf{A}_{j}\left(\boldsymbol{\theta}_{o j}\right) \\
& -\left[\mathbf{A}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime} \mathbf{K}_{j+1} \mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)+\mathbf{F}_{j}\right]\left[\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime} \mathbf{K}_{j+1} \mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)+\boldsymbol{\Lambda}_{j}\right]^{-1} \\
& \times\left[\mathbf{F}_{j}^{\prime}+\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime} \mathbf{K}_{j+1} \mathbf{A}_{j}\left(\boldsymbol{\theta}_{o j}\right)\right]+\mathbf{W}_{j} \quad \text { where } \mathbf{K}_{N}=\mathbf{W}_{N} \tag{G.9}
\end{align*}
$$

and with
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$$
\begin{align*}
\mathbf{p}_{j}= & -\left[\mathbf{A}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime} \mathbf{K}_{j+1} \mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)+\mathbf{F}_{j}\right] \\
& \times\left[\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime} \mathbf{K}_{j+1} \mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)+\boldsymbol{\Lambda}_{j}\right]^{-1} \\
& \times\left[\mathbf{B}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime}\left[\mathbf{K}_{j+1} \mathbf{c}_{j}\left(\boldsymbol{\theta}_{o j}\right)+\mathbf{p}_{j+1}\right]-\left(\mathbf{F}_{j}^{\prime} \tilde{\mathbf{x}}_{j}+\boldsymbol{\Lambda}_{j} \tilde{\mathbf{u}}_{j}\right)\right] \\
& +\mathbf{A}_{j}\left(\boldsymbol{\theta}_{o j}\right)^{\prime}\left[\mathbf{K}_{j+1} \mathbf{c}_{j}\left(\boldsymbol{\theta}_{o j}\right)+\mathbf{p}_{j+1}\right]-\left[\mathbf{W}_{j} \tilde{\mathbf{x}}_{j}+\mathbf{F}_{j} \tilde{\mathbf{u}}_{j}\right] \tag{G.10}
\end{align*}
$$

where $\mathbf{p}_{N}=-\mathbf{W}_{N} \tilde{\mathbf{x}}_{N}$

## Appendix H

## Matrix Recursions for <br> the Augmented System

The matrix K for the augmented system (10.38) can be partitioned as

$$
\mathbf{K}=\left[\begin{array}{c:c}
\mathbf{K}^{\mathbf{x x}} & \left(\mathbf{K}^{\boldsymbol{\theta x}}\right)^{\prime}  \tag{H.1}\\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta}}
\end{array}\right]
$$

where $\mathbf{K}^{\mathbf{x x}}=\widetilde{\mathbf{K}}$ and $\widetilde{\mathbf{K}}$ is the recursion for the unaugmented system defined in Eq. (10.33). Similarly, $\mathbf{p}$ can be partitioned as

$$
\mathbf{p}=\left[\begin{array}{c}
\mathbf{p}^{\mathbf{x}} \\
\hdashline \mathbf{p}^{\boldsymbol{\theta}}-
\end{array}\right]
$$

To begin the derivation of the recursions $\mathrm{K}^{\boldsymbol{\theta x}}$ and $\mathbf{K}^{\theta \theta}$ recall the following definitions from Chap. 9 [see Eq. (9.45)]:

$$
\begin{equation*}
\mathbf{K}_{j}=\mathcal{H}_{\mathrm{xx}}-\mathcal{A}_{\mathrm{xx}} \tag{H.2}
\end{equation*}
$$

where, from Eq. (9.37),

$$
\begin{equation*}
\mathcal{A}_{\mathrm{xx}}=\mathcal{H}_{\mathrm{ux}}^{\prime} \mathcal{H}_{\mathrm{uu}}^{-1} \mathcal{H}_{\mathrm{ux}} \tag{H.3}
\end{equation*}
$$

and, from Eq. (9.31),
$\mathcal{H}_{\mathrm{xx}}=\mathbf{H}_{\mathrm{xx}}+\mathbf{f}_{\mathrm{x}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathrm{x}} \quad \mathcal{H}_{\mathrm{ux}}=\mathbf{H}_{\mathrm{ux}}+\mathbf{f}_{\mathbf{u}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathrm{x}} \quad \mathcal{H}_{\mathbf{u u}}=\mathbf{H}_{\mathrm{uu}}+\mathbf{f}_{\mathbf{u}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathrm{u}}$
where, from Eq. (9.28),

$$
\begin{equation*}
H_{j}=L_{j}\left(\mathbf{x}_{j}, \mathbf{u}_{j}\right)+\mathbf{p}_{j+1}^{\prime} \mathbf{f}_{j} \tag{H.5}
\end{equation*}
$$

and, from Eq. (9.29) 1

$$
\begin{align*}
\mathbf{H}_{\mathbf{x}} & =\mathbf{L}_{\mathbf{x}}+\mathbf{f}_{\mathbf{x}}^{\prime} \mathbf{p}_{j+1} \quad \mathbf{H}_{\mathbf{u}}=\mathbf{L}_{\mathbf{u}}+\mathbf{f}_{\mathbf{u}}^{\prime} \mathbf{p}_{j+1} \\
\mathbf{H}_{\mathbf{x x}} & =\mathbf{L}_{\mathbf{x x}}+\sum_{i=1}^{N}\left[\left(\mathbf{e}^{i}\right)^{\prime} \mathbf{p}_{j+1}\right] \mathbf{f}_{\mathbf{x x}}^{i} \\
\mathbf{H}_{\mathbf{u u}} & =\mathbf{L}_{\mathbf{u u}}+\sum_{i=1}^{N}\left[\left(\mathbf{e}^{i}\right)^{\prime} \mathbf{p}_{j+1}\right] \mathbf{f}_{\mathbf{u u}}^{i}  \tag{H.6}\\
\mathbf{H}_{\mathbf{x u}} & =\mathbf{L}_{\mathbf{x u}}+\sum_{i=1}^{N}\left[\left(\mathbf{e}^{i}\right)^{\prime} \mathbf{p}_{j+1}\right] \mathbf{f}_{\mathbf{x u}}^{i}
\end{align*}
$$

The time subscript $k$ is omitted from $\mathbf{H}, \mathcal{H}$, and $\mathcal{A}$ for simplicity. The subscript $\mathbf{x}$ now is changed to $\mathbf{z}$ where $\mathbf{z}$ is the augmented state vector. Hence, for example, Eq. (H.2) becomes

$$
\begin{equation*}
\mathbf{K}_{j}=\mathcal{H}_{\mathbf{z z}}-\mathcal{A}_{\mathbf{z z}} \tag{H.7}
\end{equation*}
$$

The recursions $\mathbf{K}^{\boldsymbol{\theta x}}$ and $\mathbf{K}^{\boldsymbol{\theta \theta}}$ can be obtained by expressing Eq. (H.7) in terms of $\mathbf{f}^{\mathbf{x}}$ and $\mathbf{f}^{\theta}$ from Eq. (10.20). This requires in turn expressing Eqs. (H.4) and (H.6) in terms of $\mathbf{f}^{\mathbf{x}}$ and $\mathbf{f}^{\theta}$ as the rest of this appendix will show.

From Eq. 10.20 it follows that

$$
\mathbf{f}_{\mathrm{z}}^{\mathbf{z}}=\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{x}}^{\mathbf{x}} & \mathbf{f}_{\theta}^{\mathbf{x}}  \tag{H.8}\\
\hdashline \mathbf{f}_{\mathrm{x}}^{\theta} & \mathbf{f}_{\theta}^{\theta}
\end{array}\right]
$$

where the subscript denotes the gradient of each set of functions with respect to the state vector. Also

$$
\mathbf{f}_{\mathbf{u}}^{\mathbf{z}}=\left[\begin{array}{c}
\mathbf{f}_{\mathbf{u}}^{\mathbf{x}}  \tag{H.9}\\
-\mathbf{f}_{\mathbf{u}}^{\theta}-
\end{array}\right]
$$

and $H^{z}=L^{z}+\mathbf{p}^{\prime} \mathbf{f}^{\mathbf{x}}$, from Eq. (H.5), where the time subscript is omitted for simplicity, or

$$
H^{\mathbf{z}}=L^{\mathbf{x}}+L^{\boldsymbol{\theta}}+\left[\left(\mathbf{p}^{\mathbf{x}}\right)^{\prime} \mathbf{:}\left(\mathbf{p}^{\theta}\right)^{\prime}\right]\left[\begin{array}{c}
\mathbf{f}^{\mathbf{x}}  \tag{H.10}\\
-\mathbf{f}^{\boldsymbol{\theta}}
\end{array}\right]
$$

Note that Eq. (H.10) is still a scalar.
Since $\boldsymbol{\theta}$ does not enter the cost function, $L^{\boldsymbol{\theta}}=0$, Eq. (H.10) becomes

$$
H^{\mathbf{z}}=L^{\mathbf{x}}+\left[\left(\mathbf{p}^{\mathbf{x}}\right)^{\prime}:\left(\mathbf{p}^{\theta}\right)^{\prime}\right]\left[\begin{array}{c}
\mathbf{f}^{\mathbf{x}}  \tag{H.11}\\
\hdashline \mathbf{f}^{\theta}
\end{array}\right]
$$

[^49]and, from Eqs. (10.16) to (10.19),
\[

$$
\begin{align*}
L^{\mathbf{x}}= & \frac{1}{2}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{W}_{k}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]+\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right] \\
& +\frac{1}{2}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right] \tag{H.12}
\end{align*}
$$
\]

The gradient of $H^{\mathbf{z}}$ with respect to $\mathbf{z}$ is

$$
\mathbf{H}_{\mathrm{z}}^{\mathrm{z}}=\left[\begin{array}{c}
\mathbf{H}_{\mathrm{x}}^{\mathrm{z}}  \tag{H.13}\\
\hdashline \mathbf{H}_{\theta}^{\mathrm{z}}
\end{array}\right]
$$

where

$$
\mathbf{H}_{\mathbf{x}}^{\mathbf{z}}=\mathbf{L}_{\mathbf{x}}^{\mathbf{x}}+\left[\left(\mathbf{f}_{\mathbf{x}}^{\mathbf{x}}\right)^{\prime}:\left(\mathbf{f}_{\mathrm{x}}^{\theta}\right)^{\prime}\right]\left[\begin{array}{c}
\mathbf{p}^{\mathbf{x}}  \tag{H.14}\\
-\mathbf{p}^{\boldsymbol{\theta}}-
\end{array}\right]=\mathbf{L}_{\mathbf{x}}^{\mathbf{x}}+\left(\mathbf{f}_{\mathbf{x}}^{\mathbf{x}}\right)^{\prime} \mathbf{p}^{\mathbf{x}}
$$

since $f_{x}^{\theta}=0$ in view of the system equations and the criterion function

$$
\mathbf{H}_{\theta}^{\mathbf{Z}}=\mathbf{L}_{\theta}^{\mathbf{x}}+\left[\left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime}:\left(\mathbf{f}_{\theta}^{\theta}\right)^{\prime}\right]\left[\begin{array}{c}
\mathbf{p}^{\mathbf{x}}  \tag{H.15}\\
\hdashline \mathbf{p}^{\theta}-
\end{array}\right]=\left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime} \mathbf{p}^{\mathbf{x}}+\left(\mathbf{f}_{\theta}^{\theta}\right)^{\prime} \mathbf{p}^{\theta}
$$

since $\mathbf{L}_{\boldsymbol{\theta}}^{\mathbf{x}}=\mathbf{0}$ in view of the criterion function.
Hence,

$$
\mathbf{H}_{\mathrm{z}}^{\mathrm{z}}=\left[\begin{array}{c}
\mathbf{L}_{\mathbf{x}}^{\mathrm{x}}+\left(\mathbf{f}^{\mathbf{x}}\right)^{\prime} \mathbf{p}^{\mathrm{x}}  \tag{H.16}\\
\hdashline\left(\mathbf{f}_{\boldsymbol{x}}^{\mathrm{x}}\right)^{\prime} \mathbf{p}^{\mathbf{x}}+\left(\mathbf{f}_{\boldsymbol{\theta}}^{\theta}\right)^{\prime} \mathbf{p}^{\boldsymbol{\theta}}
\end{array}\right]
$$

Similarly, the gradient of $H^{z}$ with respect to $\mathbf{u}$ is

$$
\mathbf{H}_{\mathbf{u}}^{\mathbf{z}}=\mathbf{L}_{\mathbf{u}}^{\mathbf{x}}+\left[\left(\mathbf{f}_{\mathbf{u}}^{\mathbf{x}}\right)^{\prime}:\left(\mathbf{f}_{\mathbf{u}}^{\theta}\right)^{\prime}\right]\left[\begin{array}{c}
\mathbf{p}^{\mathbf{x}}  \tag{H.17}\\
\hdashline \mathbf{p}^{\boldsymbol{\theta}}
\end{array}\right]
$$

Since

$$
\mathbf{L}_{\mathbf{u}}^{\mathbf{x}}=\mathbf{F}_{k}^{\prime}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]+\mathbf{\Lambda}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right] \quad\left(\mathbf{f}_{\mathbf{u}}^{\mathbf{x}}\right)^{\prime}=\mathbf{B}^{\prime} \quad \mathbf{f}_{\mathbf{u}}^{\theta}=\mathbf{0}
$$

Eq. H.17) becomes

$$
\mathbf{H}_{\mathbf{u}}^{\mathbf{z}}=\mathbf{L}_{\mathbf{u}}^{\mathbf{x}}+\left[\left(\mathbf{f}_{\mathbf{u}}^{\mathbf{x}}\right)^{\prime}: 0\right]\left[\begin{array}{c}
\mathbf{p}^{\mathbf{x}}  \tag{H.18}\\
\hdashline \mathbf{p}^{\boldsymbol{\theta}}
\end{array}\right]=\mathbf{F}_{k}^{\prime}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]+\boldsymbol{\Lambda} \mathbf{u}-\Lambda \tilde{\mathbf{u}}+\mathbf{B}^{\prime} \mathbf{p}^{\mathbf{x}}
$$

The hessian of $H^{\mathbf{z}}$ with respect to $\mathbf{z}$ is given by

$$
\mathbf{H}_{\mathrm{zz}}^{\mathrm{z}}=\left[\begin{array}{c:c}
\mathbf{H}_{-\mathrm{xx}}^{\mathrm{z}} & \mathbf{H}_{\mathrm{x}}^{\mathrm{z}}  \tag{H.19}\\
\hdashline \mathbf{H}_{\theta \mathbf{x}}^{z} & \mathbf{H}_{\theta \theta}^{z}
\end{array}\right]
$$

Using Eqs. (H.14) and (H.15) and letting $i \in X$ and $i \in \Theta$ denote the indices of the original state equations and of the parameter evolution equations, respectively, we get

$$
\begin{equation*}
\mathbf{H}_{\mathbf{x x}}^{\mathbf{z}}=\mathbf{L}_{\mathbf{x x}}+\sum_{i \in X}\left(\mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\right) \mathbf{f}_{\mathbf{x x}}^{i}+\sum_{i \in \Theta} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\theta} \mathbf{f}_{\mathbf{x x}}^{i}=\mathbf{L}_{\mathbf{x x}} \tag{H.20}
\end{equation*}
$$

since $\mathbf{f}_{\mathrm{xx}}^{i}=\mathbf{0}$ for all $i$, and

$$
\begin{equation*}
\mathbf{H}_{\mathbf{x} \theta}^{\mathbf{z}}=\left(\mathbf{H}_{\boldsymbol{\theta} \mathbf{x}}^{\mathbf{z}}\right)^{\prime}=\mathbf{L}_{\mathbf{x} \boldsymbol{\theta}}+\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{f}_{\mathbf{x} \boldsymbol{\theta}}^{i}+\sum_{i \in \Theta} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\theta} \mathbf{f}_{\mathbf{x} \boldsymbol{\theta}}^{i}=\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathrm{x}} \mathbf{f}_{\mathrm{x} \theta}^{i} \tag{H.21}
\end{equation*}
$$

since $\mathbf{L}_{\mathbf{x} \boldsymbol{\theta}}=\mathbf{0}$ and $\mathbf{f}_{\mathrm{x} \boldsymbol{\theta}}^{i}=\mathbf{0}$ for $i \in \Theta$, and

$$
\begin{equation*}
\mathbf{H}_{\theta \theta}=\mathbf{L}_{\theta \theta}+\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{f}_{\theta \theta}^{i}+\sum_{i \in \Theta} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\theta} \mathbf{f}_{\theta \theta}^{i}=\mathbf{0} \tag{H.22}
\end{equation*}
$$

since $\mathbf{L}_{\boldsymbol{\theta} \boldsymbol{\theta}}=\mathbf{0}$ and $\mathbf{f}_{\boldsymbol{\theta} \boldsymbol{\theta}}^{i}=\mathbf{0}$ for all $i$.
A $2 \times 2$ example will make the derivation of Eq. (H.20) from Eq. (H.14) clearer. Consider the following $2 \times 2$ case. Let

$$
H=L\left(x_{1}, x_{2}\right)+\left[p_{1}: p_{2}\right]\left[\begin{array}{l}
f^{1}\left(x_{1}, x_{2}\right)  \tag{H.23}\\
f^{2}\left(x_{1}, x_{2}\right)
\end{array}\right]
$$

Note that $p_{1}$ and $p_{2}$ are scalars. Then

$$
\begin{align*}
\mathbf{H}_{\mathbf{x}} & =\left[\begin{array}{c}
H_{x_{1}} \\
H_{x_{2}}
\end{array}\right]  \tag{H.24}\\
H_{x_{1}} & =L_{x_{1}}+\left[\begin{array}{l}
f_{x_{1}}^{1} \\
f_{x_{1}}^{2}
\end{array}\right]^{\prime}\left[\begin{array}{l}
p_{1} \\
p_{2}
\end{array}\right] \quad H_{x_{2}}=L_{x_{2}}+\left[\begin{array}{l}
f_{x_{2}}^{1} \\
f_{x_{2}}^{2}
\end{array}\right]\left[\begin{array}{l}
p_{1} \\
p_{2}
\end{array}\right]
\end{align*}
$$

or

$$
\mathbf{H}_{\mathbf{x}}=\left[\begin{array}{l}
H_{x_{1}}  \tag{H.25}\\
H_{x_{2}}
\end{array}\right]=\left[\begin{array}{l}
L_{x_{1}} \\
L_{x_{2}}
\end{array}\right]+\left[\begin{array}{ll}
f_{x_{1}}^{1} & f_{x_{2}}^{1} \\
f_{x_{1}}^{2} & f_{x_{2}}^{2}
\end{array}\right]^{\prime}\left[\begin{array}{l}
p_{1} \\
p_{2}
\end{array}\right]
$$

The hessian $\mathbf{H}_{\mathrm{xx}}$ is obtained from Eq. (H.25)

$$
\mathbf{H}_{\mathrm{xx}}=\left[\begin{array}{ll}
H_{x_{1} x_{1}} & H_{x_{1 x_{2}}}  \tag{H.26}\\
H_{x_{2} x_{1}} & H_{x_{2} x_{2}}
\end{array}\right]
$$

Redefine $H_{11}=H_{x_{1} x_{1}}, H_{12}=H_{x_{1} x_{2}}, H_{22}=H_{x_{2} x_{2}}, L_{11}=L_{x_{1} x_{1}}$, and $f_{11}=f_{x_{1} x_{1}}$, and so on. Then

$$
\mathbf{H}_{\mathbf{x x}}=\left[\begin{array}{ll}
H_{11} & H_{12}  \tag{H.27}\\
H_{21} & H_{22}
\end{array}\right]
$$

where

$$
\begin{align*}
& H_{11}=\frac{\partial}{\partial x_{1}} H_{x_{1}}=L_{11}+\left[\begin{array}{ll}
p_{1} & p_{2}
\end{array}\right]\left[\begin{array}{l}
f_{11}^{1} \\
f_{11}^{2}
\end{array}\right] \\
& H_{12}=\frac{\partial}{\partial x_{2}} H_{x_{1}}=L_{12}+\left[\begin{array}{ll}
p_{1} & p_{2}
\end{array}\right]\left[\begin{array}{l}
f_{12}^{1} \\
f_{12}^{2}
\end{array}\right]=H_{21}^{\prime}  \tag{H.28}\\
& H_{22}=\frac{\partial}{\partial x_{2}} H_{x_{2}}=L_{22}+\left[\begin{array}{ll}
p_{1} & p_{2}
\end{array}\right]\left[\begin{array}{l}
f_{22}^{1} \\
f_{22}^{2}
\end{array}\right]
\end{align*}
$$

Substituting Eq. (H.28) into Eq. (H.27) leads, after simplification, to

$$
\begin{align*}
\mathbf{H}_{\mathbf{x x}} & =\left[\begin{array}{c:c}
L_{11} & L_{12} \\
\hdashline L_{21} & L_{22}
\end{array}\right]+\left[\begin{array}{l:l}
p_{1} f_{11}^{1}+p_{2} f_{11}^{2} & p_{1} f_{12}^{1}+p_{2} f_{12}^{2} \\
\hdashline p_{1} f_{21}^{1}+p_{2} f_{21}^{2} & p_{1} f_{22}^{1}+p_{2} f_{22}^{2}
\end{array}\right] \\
& =\left[\begin{array}{l:l}
L_{11} & L_{12} \\
\hdashline L_{21} & L_{22}
\end{array}\right]+p_{1}\left[\begin{array}{ll}
f_{11}^{1} & f_{12}^{1} \\
f_{21}^{1} & f_{22}^{1}
\end{array}\right]+p_{2}\left[\begin{array}{ll}
f_{11}^{2} & f_{12}^{2} \\
f_{21}^{2} & f_{22}^{2}
\end{array}\right]  \tag{H.29}\\
\mathbf{H}_{\mathbf{x x}} & =\mathbf{L}_{\mathbf{x x}}+\sum_{i} \mathbf{e}_{i}^{\prime}\left[\begin{array}{c}
p_{1} \\
p_{2}
\end{array}\right] \mathbf{f}_{\mathbf{x x}}^{i} \tag{H.30}
\end{align*}
$$

where

$$
\mathbf{L}_{\mathbf{x x}}=\left[\begin{array}{c:c}
L_{11} & L_{12} \\
\hdashline L_{21} & L_{22}
\end{array}\right] \quad \mathbf{f}_{\mathrm{xx}}^{i}=\left[\begin{array}{ll}
f_{11}^{i} & f_{12}^{i} \\
f_{21}^{i} & f_{22}^{i}
\end{array}\right] \quad \mathbf{e}_{1}=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \quad \mathbf{e}_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right]
$$

Notice that Eq. (H.20) is equivalent to Eq. (H.30).
Now, substituting Eqs. (H.20) to (H.22) into Eq. (H.19) leads to

$$
\mathbf{H}_{\mathbf{z z}}^{\mathbf{z}}=\left[\begin{array}{c:c}
\mathbf{L}_{\mathbf{x x}} & \mathbf{0}  \tag{H.31}\\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right]+\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left[\begin{array}{c:c}
\mathbf{0} & \mathbf{f}^{i} \\
\hdashline \mathbf{f}_{\boldsymbol{\theta} \mathbf{x}}^{i} & \mathbf{0}
\end{array}\right]
$$

From the criterion equation $\mathbf{L}_{\mathbf{x x}}=\mathbf{W}$, and from the system equations $\mathbf{f}_{\mathbf{x} \boldsymbol{\theta}}^{i}=\mathbf{a}_{\boldsymbol{\theta}}^{i}=\left(\mathbf{f}_{\boldsymbol{\theta} \mathbf{x}}^{i}\right)^{\prime}$, where $\mathbf{a}_{\boldsymbol{\theta}}^{i}$ denotes the gradient of the $i$ th row of the coefficient matrix $\mathbf{A}_{k}\left(\boldsymbol{\theta}_{k}\right)$ with respect to $\boldsymbol{\theta}_{k}$. Therefore,

$$
\mathbf{H}_{\mathbf{z z}}^{\mathbf{z}}=\left[\begin{array}{c:c}
\mathbf{W} & \mathbf{0}  \tag{H.32}\\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right]+\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left[\begin{array}{c:c}
\mathbf{0} & \mathbf{a}_{\theta}^{i} \\
\hdashline \mathbf{a}_{\boldsymbol{\theta}}^{i^{\prime}} & \mathbf{0}
\end{array}\right]
$$

which is the same as Eq. (10.37).

In exactly the same way, the hessian of $\mathbf{H}^{\mathbf{z}}$ with respect to $\mathbf{u}$, that is, $\mathbf{H}_{\mathbf{u u}}^{\mathbf{z}}$ is obtained from Eq. (H.17)

$$
\begin{equation*}
\mathbf{H}_{\mathbf{u u}}^{\mathbf{z}}=\mathbf{L}_{\mathbf{u u}}^{\mathbf{x}}+\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{f}_{\mathbf{u u}}^{i}+\sum_{j \in \Theta} \mathbf{e}_{j}^{\prime} \mathbf{p}^{\theta} \mathbf{f}_{\mathbf{u u}}^{j} \tag{H.33}
\end{equation*}
$$

In view of the system equation and cost functional again,

$$
\mathbf{L}_{\mathbf{u u}}^{\mathbf{x}}=\boldsymbol{\Lambda} \quad \mathbf{f}_{\mathrm{uu}}^{i}=\mathbf{0}=\mathbf{f}_{\mathrm{uu}}^{j} \quad \text { for } i \in X, j \in \Theta
$$

Therefore

$$
\begin{equation*}
\mathrm{H}_{\mathrm{uu}}^{\mathrm{z}}=\Lambda \tag{H.34}
\end{equation*}
$$

On the other hand, from Eq. H.17),

$$
\begin{equation*}
\mathbf{H}_{\mathbf{z u}}^{\mathbf{z}}=\mathbf{L}_{\mathbf{z u}}^{\mathbf{x}}+\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{f}_{\mathbf{z u}}^{i}+\sum_{j \in \Theta} \mathbf{e}_{j}^{\prime} \mathbf{p}^{\theta} \mathbf{f}_{\mathbf{z u}}^{j} \tag{H.35}
\end{equation*}
$$

Recall that

$$
\mathbf{f}_{\mathrm{z}}=\left[\begin{array}{c}
\mathbf{f}_{\mathbf{x}} \\
\mathbf{f}_{\theta}
\end{array}\right] \quad \text { from which } \quad \mathbf{f}_{\mathrm{zu}}=\left[\begin{array}{c}
\mathbf{f}_{\mathrm{xu}} \\
\mathbf{f}_{\theta \mathbf{u}}
\end{array}\right]
$$

is derived, hence, Eq. (H.35) can be rewritten as

$$
\mathbf{H}_{\mathbf{z u}}^{\mathbf{z}}=\mathbf{L}_{\mathbf{z u}}^{\mathbf{x}}+\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left[\begin{array}{c}
\mathbf{f}_{\mathbf{x u}}^{i}  \tag{H.36}\\
\mathbf{f}_{\theta \mathbf{u}}^{i}
\end{array}\right]+\sum_{j \in \Theta} \mathbf{e}_{j}^{\prime} \mathbf{p}^{\theta}\left[\begin{array}{l}
\mathbf{f}_{\mathbf{x u}}^{j} \\
\mathbf{f}_{\theta \mathbf{u}}^{j}
\end{array}\right]
$$

Again, from the system equation and cost function, the following facts are found:

$$
\begin{aligned}
& \quad \mathbf{L}_{\mathbf{z u}}^{\mathbf{x}}=\left[\begin{array}{c}
\mathbf{F} \\
-\mathbf{0}
\end{array}\right] \\
& \mathbf{f}_{\mathbf{x u}}^{i}=\mathbf{0} \quad \text { for } i \in X \\
& \mathbf{f}_{\mathbf{x u}}^{j}=\mathbf{0} \quad \text { for } j \in \Theta \\
& \mathbf{f}_{\boldsymbol{\theta} \mathbf{u}}^{i}=\left(\mathbf{b}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \quad \text { for } i \in X \\
& \mathbf{f}_{\boldsymbol{\theta} \mathbf{u}}^{j}=\mathbf{0} \quad \text { for } j \in \Theta
\end{aligned}
$$

where $\mathbf{b}_{\boldsymbol{\theta}}^{i}$ denotes the gradient of the $i$ th row of the coefficient matrix $\mathbf{B}_{k}\left(\boldsymbol{\theta}_{k}\right)$ with respect to $\boldsymbol{\theta}_{k}$.

Therefore Eq. (H.36) can be written as

$$
\mathbf{H}_{\mathbf{z u}}^{\mathbf{z}}=\left[\begin{array}{c}
\mathbf{F}  \tag{H.37}\\
\hdashline \mathbf{0}
\end{array}\right]+\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left[\begin{array}{c}
\mathbf{0} \\
\hdashline \mathbf{b}_{\boldsymbol{\theta}}^{i \prime}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{F} \\
\hdashline \sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left(\mathbf{b}_{\boldsymbol{\theta}}^{i}\right)^{\prime}
\end{array}\right]
$$

Now, using Eqs. (H.2) to (H.4), we can rewrite the recursion $K$ for the augmented system as

$$
\begin{align*}
& \mathbf{K}_{j}=\mathcal{H}_{\mathbf{z z}}-\mathcal{A}_{\mathbf{z z}} \\
& \mathbf{K}_{j}=\mathbf{f}_{\mathbf{z}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathbf{z}}+\mathbf{H}_{\mathbf{z z}}-\mathcal{H}_{\mathbf{u z}}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathcal{H}_{\mathbf{u z}} \tag{H.38}
\end{align*}
$$

Then using Eqs. (H.38), (H.1), (H.8), (H.4), and (H.9), we can write the K recursion for the augmented system as

$$
\begin{align*}
& \mathbf{K}_{j}=\left[\begin{array}{c:c}
\mathbf{K}^{\mathbf{x x}} & \left(\mathbf{K}^{\boldsymbol{\theta} \mathbf{x}}\right)^{\prime} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta}}
\end{array}\right] \\
& =\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{x}}^{\mathbf{x}} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{f}_{\mathbf{x}}^{\theta} & \mathbf{f}_{\theta}^{\theta}
\end{array}\right]^{\prime}\left[\begin{array}{l:l}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \theta}
\end{array}\right]_{j+1}\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{x}}^{\mathbf{x}} & \mathbf{f}_{\theta}^{\mathrm{x}} \\
\hdashline \mathbf{f}_{\mathbf{x}}^{\theta} & \mathbf{f}_{\theta}^{\theta}
\end{array}\right]+\mathbf{H}_{\mathbf{z z}}^{\mathbf{z}} \\
& \left.-\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{u}}^{\mathbf{x}} \\
\hdashline \mathbf{f}_{\mathbf{u}}^{\theta}
\end{array}\right]^{\prime}\left[\begin{array}{l:l}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \theta} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{j+1}\left[\begin{array}{c:c}
\mathbf{f}^{\mathbf{x}} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{f}_{\mathbf{x}}^{\theta} & \mathbf{f}_{\theta}^{\theta}
\end{array}\right]+\mathbf{H}_{\mathbf{u z}}^{\mathbf{z}}\right]^{\prime} \\
& \left.\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{u}}^{\mathbf{x}} \\
\hdashline \mathbf{f}_{\mathbf{u}}^{\theta}
\end{array}\right]^{\prime}\left[\begin{array}{l:l}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \theta}
\end{array}\right]_{j+1}\left[\begin{array}{c}
\mathbf{f}_{\mathbf{u}}^{\mathbf{x}} \\
\hdashline \mathbf{f}_{\mathbf{u}}^{\theta}
\end{array}\right]+\mathbf{H}_{\mathbf{u u}}^{\mathbf{z}}\right]^{-1} \\
& \left.\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{u}}^{\mathbf{x}} \\
\hdashline \mathbf{f}_{\mathbf{u}}^{\theta}
\end{array}\right]^{\prime}\left[\begin{array}{l:l}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \theta} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \theta}
\end{array}\right]_{j+1}\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{x}}^{\mathbf{x}} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{f}_{\mathbf{x}}^{\theta} & \mathbf{f}_{\theta}^{\theta}
\end{array}\right]+\mathbf{H}_{\mathbf{u z}}^{\mathbf{z}}\right] \tag{H.39}
\end{align*}
$$

Since, from (10.20), $\mathbf{f}^{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}+\mathbf{c}$ and $\mathbf{f}^{\theta}=\mathbf{D} \boldsymbol{\theta}$,

$$
\begin{equation*}
\mathbf{f}_{\mathrm{x}}^{\mathrm{x}}=\mathbf{A} \quad \mathbf{f}_{\mathrm{u}}^{\mathrm{x}}=\mathrm{B} \quad \mathbf{f}_{\theta}^{\theta}=\mathbf{D} \quad \mathbf{f}_{\mathrm{x}}^{\theta}=\mathbf{f}_{\mathrm{u}}^{\theta}=\mathbf{0} \tag{H.40}
\end{equation*}
$$

Substituting Eqs. (H.32), (H.34), (H.37), and (H.40) into (H.39) yields
$\left[\begin{array}{c:c}\mathbf{K}^{\mathrm{xx}} & \left(\mathbf{K}^{\boldsymbol{\theta} \mathbf{x}}\right)^{\prime} \\ \hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \boldsymbol{\theta}}\end{array}\right]$

$$
=\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{0} & \mathbf{D}
\end{array}\right]^{\prime}\left[\begin{array}{l:l}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \theta}
\end{array}\right]_{j+1}\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}} \\
\hdashline \mathbf{0} & \mathbf{D}
\end{array}\right]
$$

$$
\begin{align*}
& +\left[\begin{array}{c:c}
\mathbf{W} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right]+\sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left[\begin{array}{c:c}
\mathbf{0} & \mathbf{a}_{\theta}^{i} \\
\hdashline\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} & \mathbf{0}
\end{array}\right] \\
& -\left[\left[\begin{array}{c:c}
\mathbf{B} \\
\hdashline \mathbf{0}
\end{array}\right]^{\prime}\left[\begin{array}{l:l:l}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{0} & \mathbf{D}
\end{array}\right]+\left[\mathbf{F}^{\prime}: \sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right]\right]^{\prime} \\
& \left.\left[\begin{array}{c:c}
\mathrm{B} \\
\hdashline 0
\end{array}\right]^{\prime}\left[\begin{array}{c:c}
\mathrm{K}^{\mathrm{xx}} & \mathrm{~K}^{\mathrm{x} \theta} \\
\hdashline \mathrm{~K}^{\boldsymbol{\theta x}} & \mathrm{K}^{\boldsymbol{\theta} \theta}
\end{array}\right]\left[\begin{array}{c}
\mathrm{B} \\
\hdashline \mathbf{0}
\end{array}\right]+\Lambda\right]^{-1} \\
& {\left[\begin{array}{c:c}
\mathbf{B} \\
\hdashline 0
\end{array}\right]^{\prime}\left[\begin{array}{c:c}
\mathbf{K}^{\mathrm{xx}} & \mathbf{K}^{\mathrm{x} \boldsymbol{\theta}} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta x}} & \mathbf{K}^{\boldsymbol{\theta} \theta}
\end{array}\right]\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{f}_{\theta}^{\mathrm{x}} \\
\hdashline 0 & \mathbf{D}
\end{array}\right]} \\
& +\left[\begin{array}{l:l}
\mathbf{F}^{\prime} & \left.\left.\sum_{i} \mathbf{e}_{i}\left(\mathbf{p}^{\mathbf{x}}\right)^{\prime} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right]\right]
\end{array}\right. \tag{H.41}
\end{align*}
$$

Consider the first term only:

$$
\begin{align*}
& {\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{0} & \mathbf{D}
\end{array}\right]^{\prime}\left[\begin{array}{l:l}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \theta} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \theta}
\end{array}\right]_{j+1}\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{0} & \mathbf{D}
\end{array}\right]} \\
& =\left[\begin{array}{c:c}
\mathbf{A}^{\prime} & \mathbf{0} \\
\hdashline\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} & \mathbf{D}^{\prime}
\end{array}\right]\left[\begin{array}{c:c}
\mathbf{K}^{\mathbf{x x}} \mathbf{A} & \mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta}} \mathbf{A} & \mathbf{K}^{\boldsymbol{\theta}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}^{\boldsymbol{\theta} \theta} \mathbf{D}
\end{array}\right] \\
& =\left[\begin{array}{c:c}
\mathbf{A}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A} & \mathbf{A}^{\prime}\left(\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \theta} \mathbf{D}\right) \\
\hdashline\left(\left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime} \mathbf{K}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}^{\theta \mathbf{x}}\right) \mathbf{A} & \left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime}\left(\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \theta} \mathbf{D}\right)+\mathbf{D}^{\prime}\left(\mathbf{K}^{\theta \mathbf{x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\theta \theta} \mathbf{D}\right)
\end{array}\right] \tag{H.43}
\end{align*}
$$

Consider the term in the first brace after the minus sign:

$$
\begin{aligned}
& {\left[\begin{array}{c:c}
\mathbf{B} \\
\hdashline \mathbf{0}
\end{array}\right]^{\prime}\left[\begin{array}{c:c}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \theta} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{f}_{\theta}^{\mathrm{x}} \\
\hdashline \mathbf{0} & \mathbf{D}
\end{array}\right]+\left[\begin{array}{l:l}
\mathbf{F}^{\prime} & \left.\left.\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathrm{x}} \mathbf{b}_{\theta}^{i}\right]\right]^{\prime}, ~
\end{array}\right.}
\end{aligned}
$$

$$
\begin{align*}
& =\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime} ; \mathbf{B}^{\prime}\left(\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathrm{x}}+\mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right)+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right]^{\prime} \tag{H.44}
\end{align*}
$$

Next consider the inverse term:

$$
\begin{align*}
{\left.\left[\begin{array}{c:c}
\mathbf{B} \\
\hdashline \mathbf{0}
\end{array}\right]^{\prime}\left[\begin{array}{c:c}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \theta} \\
\hdashline \mathbf{K}^{\mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \theta}
\end{array}\right]\left[\begin{array}{c}
\mathbf{B} \\
\hdashline \mathbf{0}
\end{array}\right]+\boldsymbol{\Lambda}\right]^{-1} } & =\left[\begin{array}{l}
\left.\left.\mathbf{B}^{\prime} ; \mathbf{0}\right]\left[\begin{array}{c}
\mathbf{K}^{\mathbf{x x}} \mathbf{B} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \times} \mathbf{B}
\end{array}\right]+\boldsymbol{\Lambda}\right]^{-1} \\
\end{array}\right. \\
& {\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}+\mathbf{\Lambda}\right]^{-1} } \tag{H.45}
\end{align*}
$$

By using Eqs. (H.44) and (H.45) all terms after the minus sign in Eq. (H.41) can be rewritten as

$$
\left.\begin{array}{rl}
{[]=} & {\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}: \mathbf{B}^{\prime}\left(\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \theta} \mathbf{D}\right)+\sum\left(\mathbf{e}^{i}\right)^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right]^{\prime}} \\
& \boldsymbol{\mu}\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}: \mathbf{B}^{\prime}\left(\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \theta} \mathbf{D}\right)+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right] \\
= & {\left[\begin{array}{c}
\mathbf{A}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}+\mathbf{F} \\
\left.\left(\left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime} \mathbf{K}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}^{\theta \mathbf{x}}\right) \mathbf{B}+\left(\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right)^{\prime}\right] \\
=
\end{array}\right.} \\
& \boldsymbol{\mu}\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}: \mathbf{B}^{\prime}\left(\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \theta} \mathbf{D}\right)+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right] \\
\hdashline \mathbb{C} & \mathbb{B}  \tag{H.47}\\
\hdashline \mathbb{C} & \mathbb{D}
\end{array}\right] \quad \begin{array}{lll}
\mathbb{A}
\end{array}
$$

where

$$
\begin{aligned}
& \mathbb{A}=\left(\mathbf{A}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}+\mathbf{F}\right) \boldsymbol{\mu}\left(\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}\right) \\
& \mathbb{B}=\left(\mathbf{A}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}+\mathbf{F}\right) \boldsymbol{\mu}\left\{\mathbf{B}^{\prime}\left(\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right)+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right\} \\
& \mathbb{C}=\left\{\left(\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}}\right) \mathbf{B}+\left(\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right)^{\prime}\right\} \boldsymbol{\mu}\left\{\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{D} & =\left\{\left(\left(\mathbf{f}_{\boldsymbol{x}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}}\right) \mathbf{B}\right. \\
& \left.+\left(\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right)^{\prime}\right\} \boldsymbol{\mu}\left\{\mathbf{B}^{\prime}\left(\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right)+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right\}
\end{aligned}
$$

and where $\boldsymbol{\mu}=\left[\boldsymbol{\Lambda}+\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}\right]^{-1}$.
Next, combine the second and third terms on the right-hand side of Eq. (H.41) to obtain

$$
\left[\begin{array}{c:c}
\mathbf{W} & \mathbf{0}  \tag{H.48}\\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right]+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left[\begin{array}{c:c}
\mathbf{0} & \mathbf{a}_{\theta}^{i} \\
\hdashline\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} & \mathbf{0}
\end{array}\right]=\left[\begin{array}{c:c}
\mathbf{W} & \sum_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{a}_{\theta}^{i} \\
\hdashline \sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} & \mathbf{0}
\end{array}\right]
$$

Now Eq. (H.41) can be rewritten as a sum of partitioned matrices (H.43), (H.47), and (H.48). Without actually writing out this total expression, consider each of the component matrices of $\mathbf{K}_{j}$ in Eq. (H.41) one a time. First consider $\mathbf{K}^{\mathbf{x x}}$, which is

$$
\begin{equation*}
\mathbf{K}_{j}^{\mathbf{x x}}=\mathbf{A}^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{A}-\left[\mathbf{A}^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{B}+\mathbf{F}\right] \boldsymbol{\mu}\left[\mathbf{B}^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}\right]+\mathbf{W}_{j} \tag{H.49}
\end{equation*}
$$

This is exactly the same as the certainty-equivalence Riccati matrix in Eq. (10.33). This proves Eq. (10.39). Then, consider $\mathbf{K}_{j}^{\theta \times \mathrm{x}}$, which is

$$
\begin{align*}
\mathbf{K}_{j}^{\theta \mathbf{x}}= & {\left[\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}_{j+1}^{\theta \mathbf{x}}\right] \mathbf{A} } \\
- & {\left[\left(\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}_{j+1}^{\theta \mathbf{x}}\right) \mathbf{B}+\left(\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left(\mathbf{b}_{\boldsymbol{\theta}}^{i}\right)^{\prime}\right)\right] } \\
& \boldsymbol{\mu}\left[\mathbf{B}^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}\right]+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}}\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \quad \text { with } \mathbf{K}_{N}^{\boldsymbol{\theta}}=\mathbf{0} \tag{H.50}
\end{align*}
$$

This is the same as Eq. (10.40). Finally, consider $\mathbf{K}_{j}^{\theta \theta}$, which is

$$
\begin{align*}
\mathbf{K}_{j}^{\theta \theta}= & \left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime}\left(\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\mathrm{x} \boldsymbol{\theta}} \mathbf{D}\right)+\mathbf{D}^{\prime}\left(\mathbf{K}_{j+1}^{\boldsymbol{\theta}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\theta \theta} \mathbf{D}\right) \\
& -\left[\left[\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}_{j+1}^{\mathrm{xx}}+\mathbf{D}^{\prime} \mathbf{K}_{j+1}^{\boldsymbol{\theta} \mathbf{x}}\right] \mathbf{B}+\left[\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right]^{\prime}\right] \boldsymbol{\mu}\left[\mathbf{B}^{\prime}\left[\mathbf{K}_{j+1}^{\mathrm{xx}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\mathrm{x} \boldsymbol{\theta}} \mathbf{D}\right]\right. \\
& \left.+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right] \quad \text { with } \mathbf{K}_{N}^{\theta \theta}=\mathbf{0} \tag{H.51}
\end{align*}
$$

This is the same as Eq. (10.42). Thus, the Riccati matrix $\mathbf{K}_{j}$ is fully specified by Eqs. (H.49) to (H.51).

## Appendix I

## Vector Recursions for the Augmented System

Recall from Eq. (9.44) that

$$
\begin{aligned}
\mathbf{p}_{j} & =\mathbf{H}_{\mathbf{x}}-\mathcal{H}_{\mathbf{u x}}^{\prime} \mathcal{H}_{\mathbf{u}}^{-1} \mathbf{H}_{\mathbf{u}} \\
& =\mathbf{H}_{\mathbf{x}}-\left[\mathbf{H}_{\mathbf{u x}}+\mathbf{f}_{\mathbf{u}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathbf{x}}\right]^{\prime}\left[\mathbf{H}_{\mathbf{u u}}+\mathbf{f}_{\mathbf{u}}^{\prime} \mathbf{K}_{j+1} \mathbf{f}_{\mathbf{u}}\right]^{-1} \mathbf{H}_{\mathbf{u}} \quad \text { from Eq. }
\end{aligned}
$$

Writing this for the augmented system and using Eq. (9.31) again provides

$$
\begin{align*}
\mathbf{p}_{j}= & {\left[\begin{array}{l}
\mathbf{p}^{\mathbf{x}} \\
\mathbf{p}^{\theta}
\end{array}\right]_{j}=\mathbf{H}_{\mathbf{z}}^{\mathbf{z}}-\mathcal{H}_{\mathbf{u} z}^{\prime} \mathcal{H}_{\mathbf{u u}}^{-1} \mathbf{H}_{\mathbf{u}} } \\
= & \mathbf{H}_{\mathbf{z}}^{\mathbf{z}}-\left[\mathbf{H}_{\mathbf{u z}}^{\mathbf{z}}+\left[\left(\mathbf{f}_{\mathbf{u}}^{\mathbf{x}}\right)^{\prime}:\left(\mathbf{f}_{\mathbf{u}}^{\theta}\right)\right]^{\prime}\left[\begin{array}{ll}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \theta} \\
\mathbf{K}^{\theta \mathbf{x}} & \mathbf{K}^{\theta \theta}
\end{array}\right]_{j+1}\left[\begin{array}{ll}
\mathbf{f}_{\mathbf{x}}^{\mathbf{x}} & \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}} \\
\mathbf{f}_{\mathbf{x}}^{\theta} & \mathbf{f}_{\theta}^{\theta}
\end{array}\right]\right]^{\prime} \\
& \times\left[\mathbf{H}_{\mathbf{u u}}^{\mathbf{z}}+\left[\left(\mathbf{f}_{\mathbf{u}}^{\mathbf{x}}\right)^{\prime}:\left(\mathbf{f}_{\mathbf{u}}^{\theta}\right)^{\prime}\right]\left[\begin{array}{ll}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \theta} \\
\mathbf{K}^{\theta \mathbf{x}} & \mathbf{K}^{\theta \theta}
\end{array}\right]_{j+1}\left[\begin{array}{l}
\mathbf{f}_{\mathbf{u}}^{\mathbf{x}} \\
\mathbf{f}_{\mathbf{u}}^{\theta}
\end{array}\right]\right]^{\prime} \mathbf{H}_{\mathbf{u}}^{\mathbf{z}} \tag{I.1}
\end{align*}
$$

but in this case

$$
\begin{equation*}
\mathbf{f}_{\mathrm{u}}^{\mathrm{x}}=\mathbf{B} \quad \mathbf{f}_{\mathrm{u}}^{\theta}=\mathbf{0} \quad \mathbf{f}_{\mathrm{x}}^{\mathrm{x}}=\mathbf{A} \quad \mathbf{f}_{\theta}^{\theta}=\mathbf{D} \quad \text { and } \quad \mathbf{f}_{\mathrm{x}}^{\theta}=\mathbf{0} \tag{I.2}
\end{equation*}
$$

Also

$$
\begin{array}{lll}
\mathbf{H}_{\mathbf{u u}}^{\mathbf{z}} & =\Lambda & \text { from Eq. (H.34) } \\
\mathbf{H}_{\mathbf{u z}}^{\mathbf{z}}=\left(\mathbf{H}_{\mathbf{z u}}^{\mathbf{z}}\right)^{\prime}=\left[\mathbf{F}^{\prime} \sum_{i \in X} \mathbf{e}_{i}^{\prime} \mathbf{p}^{x} \mathbf{b}_{\theta}^{i}\right] & & \text { from Eq. (H.37) } \\
\mathbf{H}_{\mathbf{u}}^{\mathbf{z}}=\mathbf{F}_{k}^{\prime}\left(\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right)+\Lambda \mathbf{u}-\Lambda \tilde{\mathbf{u}}+\mathbf{B}^{\prime} \mathbf{p}^{\mathbf{x}} & & \text { from Eq. (H.18) }  \tag{I.3}\\
\mathbf{H}_{\mathbf{z}}^{\mathbf{z}}=\left[\begin{array}{c}
\mathbf{L}_{\mathbf{x}}^{\mathbf{x}}+\mathbf{A}^{\prime} \mathbf{p}^{\mathbf{x}} \\
\left(\mathbf{f}_{\boldsymbol{x}}^{\prime}\right)^{\prime} \mathbf{p}^{\mathbf{x}}+\left(\mathbf{f}_{\theta}^{\theta}\right)^{\prime} \mathbf{p}^{\boldsymbol{\theta}}
\end{array}\right] & & \text { from Eq. (H.16) }
\end{array}
$$

With the above, Eq. (I.1) becomes

$$
\begin{align*}
& {\left[\begin{array}{l}
\mathbf{p}^{\mathbf{x}} \\
\mathbf{p}^{\theta}
\end{array}\right]_{j}=\left[\begin{array}{c}
\mathbf{L}^{\mathbf{x}}+\mathbf{A}^{\prime} \mathbf{p}^{\mathbf{x}} \\
\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{p}^{\mathbf{x}}+\left(\mathbf{f}_{\theta}^{\theta}\right)^{\prime} \mathbf{p}^{\boldsymbol{\theta}}
\end{array}\right]} \\
& \left.-\left[\begin{array}{l:l}
\mathbf{F}^{\prime} & \sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}
\end{array}\right]+\left[\begin{array}{l:l}
\mathbf{B}^{\prime} & \mathbf{0}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \\
\mathbf{K}^{\boldsymbol{\theta}} & \mathbf{K}^{\boldsymbol{\theta} \theta}
\end{array}\right]_{j+1}\left[\begin{array}{cc}
\mathbf{A} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\mathbf{0} & \mathbf{D}
\end{array}\right]\right]^{\prime} \\
& \times\left[\boldsymbol{\Lambda}+\left[\begin{array}{l:l}
\mathbf{B}^{\prime} & 0
\end{array}\right]\left[\begin{array}{ll}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \\
\mathbf{K}^{\boldsymbol{\theta}} & \mathbf{K}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{j+1}\left[\begin{array}{c}
\mathbf{B} \\
\hdashline \mathbf{0}
\end{array}\right]\right]^{-1} \\
& \times\left[\mathbf{F}_{k}^{\prime}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]+\boldsymbol{\Lambda} \mathbf{u}-\boldsymbol{\Lambda} \tilde{\mathbf{u}}+\mathbf{B}^{\prime} \mathbf{p}^{\mathbf{x}}\right] \\
& =\left[\begin{array}{c}
\mathbf{L}_{\mathbf{x}}^{\mathbf{x}}+\mathbf{A}^{\prime} \mathbf{p}^{\mathbf{x}} \\
\left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime} \mathbf{p}^{\mathbf{x}}+\left(\mathbf{f}_{\theta}^{\theta}\right)^{\prime} \mathbf{p}^{\boldsymbol{\theta}}
\end{array}\right] \\
& \left.-\left[\begin{array}{l:l:l}
\mathbf{F}^{\prime} & \sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}
\end{array}\right]+\left[\begin{array}{l:l}
\mathbf{B}^{\prime} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c:c}
\mathbf{K}^{\mathbf{x x}} \mathbf{A} & \mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \theta} \mathbf{D} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} \mathbf{A} & \mathbf{K}^{\boldsymbol{\theta}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\boldsymbol{\theta} \theta} \mathbf{D}
\end{array}\right]\right]^{\prime} \\
& \times\left[\Lambda+\left[\begin{array}{l}
\mathbf{B}^{\prime}
\end{array} 0\right]\left[\begin{array}{l}
\mathbf{K}^{\mathbf{x x}} \mathbf{B} \\
\mathbf{K}^{\theta \mathbf{x}} \mathbf{B}
\end{array}\right]\right]^{-1}\left[\mathbf{F}^{\prime}[\mathbf{x}-\tilde{\mathbf{x}}]+\Lambda \mathbf{u}-\Lambda \tilde{\mathbf{u}}+\mathbf{B}^{\prime} \mathbf{p}^{\mathbf{x}}\right] \\
& =\left[\begin{array}{c}
\mathbf{L}_{\mathbf{x}}^{\mathbf{x}}+\mathbf{A}^{\prime} \mathbf{p}^{\mathbf{x}} \\
\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{p}^{\mathbf{x}}+\left(\mathbf{f}_{\theta}^{\theta}\right)^{\prime} \mathbf{p}^{\boldsymbol{\theta}}
\end{array}\right] \\
& -\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}: \sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}+\mathbf{B}^{\prime}\left[\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]\right]^{\prime} \\
& \times \boldsymbol{\mu}\left[\mathbf{F}^{\prime}(\mathbf{x}-\tilde{\mathbf{x}})+\Lambda \mathbf{u}-\Lambda \tilde{\mathbf{u}}+\mathrm{B}^{\prime} \mathbf{p}^{\mathrm{x}}\right] \\
& =\left[\begin{array}{c}
\mathbf{L}_{\mathbf{x}}^{\mathbf{x}}+\mathbf{A}^{\prime} \mathbf{p}^{\mathbf{x}} \\
\left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime} \mathbf{p}^{\mathbf{x}}+\left(\mathbf{f}_{\theta}^{\theta}\right)^{\prime} \mathbf{p}^{\theta}
\end{array}\right] \\
& -\left[\begin{array}{c}
{\left[\mathbf{A}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}+\mathbf{F}\right] \boldsymbol{\mu}\left[\mathbf{F}^{\prime}[\mathbf{x}-\tilde{\mathbf{x}}]+\boldsymbol{\Lambda} \mathbf{u}-\boldsymbol{\Lambda} \tilde{\mathbf{u}}+\mathbf{B}^{\prime} \mathbf{p}^{\mathbf{x}}\right]} \\
{\left[\left[\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}^{\mathbf{x x}}+\mathbf{D}^{\prime} \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}}\right] \mathbf{B}+\left[\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right]^{\prime}\right] \boldsymbol{\mu}} \\
\times\left[\mathbf{F}^{\prime}[\mathbf{x}-\tilde{\mathbf{x}}]+\boldsymbol{\mu} \mathbf{u}-\boldsymbol{\Lambda} \tilde{\mathbf{u}}+\mathbf{B}^{\prime} \mathbf{p}^{\mathbf{x}}\right]
\end{array}\right] \tag{I.4}
\end{align*}
$$

where $\boldsymbol{\mu}=\left[\Lambda+\mathrm{BK}^{\mathrm{xx}} B\right]^{-1}$. Therefore

$$
\begin{equation*}
\mathbf{p}_{j}^{\mathbf{x}}=\mathbf{L}_{\mathbf{x}}^{\mathbf{x}}+\mathbf{A}^{\prime} \mathbf{p}_{j+1}^{\mathbf{x}}-\left[\mathbf{A}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}+\mathbf{F}\right] \boldsymbol{\mu}\left[\mathbf{F}^{\prime}(\mathbf{x}-\tilde{\mathbf{x}})+\boldsymbol{\Lambda}(\mathbf{u}-\tilde{\mathbf{u}})+\mathbf{B}^{\prime} \mathbf{p}_{j+1}^{\mathbf{x}}\right] \tag{I.5}
\end{equation*}
$$

since

$$
\begin{equation*}
\mathbf{L}_{j}^{\mathbf{x}}=\frac{1}{2}\left[\mathbf{x}_{j}-\tilde{\mathbf{x}}_{j}\right]^{\prime} \mathbf{W}_{j}\left[\mathbf{x}_{j}-\tilde{\mathbf{x}}_{j}\right]+\left[\mathbf{x}_{j}-\tilde{\mathbf{x}}_{j}\right]^{\prime} \mathbf{F}_{j}\left[\mathbf{u}_{j}-\tilde{\mathbf{u}}_{j}\right]+\frac{1}{2}\left[\mathbf{u}_{j}-\tilde{\mathbf{u}}_{j}\right]^{\prime} \boldsymbol{\Lambda}_{j}\left[\mathbf{u}_{j}-\tilde{\mathbf{u}}_{j}\right] \tag{I.6}
\end{equation*}
$$

we have

$$
\mathbf{L}_{j \mathbf{x}}^{\mathbf{x}}=\mathbf{L}_{\mathbf{x}}^{\mathbf{x}}=\mathbf{W}_{j}\left[\mathbf{x}_{j}-\tilde{\mathbf{x}}_{j}\right]+\mathbf{F}_{j}\left[\mathbf{u}_{j}-\tilde{\mathbf{u}}_{j}\right]
$$

Substitution of Eq. (II.6) into Eq. (I.5) yields

$$
\begin{align*}
\mathbf{p}_{j}^{\mathbf{x}}= & \mathbf{W}_{j}\left[\mathbf{x}_{j}-\tilde{\mathbf{x}}_{j}\right]+\mathbf{F}_{j}\left[\mathbf{u}_{j}-\tilde{\mathbf{u}}_{j}\right]+\mathbf{A}^{\prime} \mathbf{p}_{j+1}^{\mathbf{x}} \\
& -\left[\mathbf{A}^{\prime} \mathbf{K}_{j+1}^{\mathbf{x}} \mathbf{B}+\mathbf{F}_{j}\right] \boldsymbol{\mu}_{j}\left[\mathbf{F}_{j}^{\prime}\left(\mathbf{x}_{j}-\tilde{\mathbf{x}}_{j}\right)+\boldsymbol{\Lambda}_{j}\left(\mathbf{u}_{j}-\tilde{\mathbf{u}}_{j}\right)+\mathbf{B}^{\prime} \mathbf{p}_{j+1}^{\mathbf{x}}\right] \tag{I.7}
\end{align*}
$$

Now it is necessary to show that

$$
\begin{equation*}
\mathbf{p}_{j}^{\mathbf{x}}=\widetilde{\mathbf{K}}_{j} \mathbf{x}_{j}+\tilde{\mathbf{p}}_{j} \quad \text { where } \widetilde{\mathbf{K}}_{j}=\mathbf{K}_{j}^{\mathbf{x x}} \tag{I.8}
\end{equation*}
$$

and $\widetilde{\mathbf{K}}_{j}$ and $\tilde{\mathbf{p}}_{j}$ are obtained from the certainty-equivalence (CE) solution in Appendix $G$.

It can be shown by induction that Eq. (I.7) and (I.8) are equivalent. First consider the last period, $N$. Then, from Eq. (I.7),

$$
\begin{aligned}
\mathbf{p}_{N}^{\mathbf{x}}= & \mathbf{W}_{N}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right]+\mathbf{F}_{N}\left[\mathbf{u}_{N}-\tilde{\mathbf{u}}_{N}\right]+\mathbf{A}^{\prime} \mathbf{p}_{N+1}^{\mathbf{x}} \\
& -\left[\mathbf{A}^{\prime} \widetilde{\mathbf{K}}_{N+1} \mathbf{B}+\mathbf{F}_{N}\right] \boldsymbol{\mu}_{N}\left[\mathbf{F}_{N}^{\prime}\left(\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right)+\boldsymbol{\Lambda}_{N}\left(\mathbf{u}_{N}-\tilde{\mathbf{u}}_{N}\right)+\mathbf{B}^{\prime} \mathbf{p}_{N+1}^{\mathrm{x}}\right]
\end{aligned}
$$

but $\mathbf{F}_{N}=\Lambda_{N}=\mathbf{p}_{N+1}^{\mathbf{x}}=0$ from the CE solution. Therefore, the equation above becomes

$$
\begin{equation*}
\mathbf{p}_{N}^{\mathbf{x}}=\mathbf{W}_{N}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right] \tag{I.9}
\end{equation*}
$$

Also recall from the CE solution [Eqs. (10.33) and (10.34)] that $\widetilde{\mathbf{K}}_{N}=\mathbf{W}_{N}$ and $\tilde{\mathbf{p}}_{N}=-\mathbf{W}_{N} \tilde{\mathbf{x}}_{N}$. Therefore Eq. (I.9) can be written as

$$
\begin{equation*}
\mathbf{p}_{N}^{\mathbf{x}}=\widetilde{\mathbf{K}}_{N} \mathbf{x}_{N}+\tilde{\mathbf{p}}_{N} \tag{I.10}
\end{equation*}
$$

Next consider the period $N-1$. For this period Eq. (I.7) can be written as

$$
\begin{align*}
\mathbf{p}_{N-1}^{\mathbf{x}}= & \mathbf{W}_{N-1}\left[\mathbf{x}_{N-1}-\tilde{\mathbf{x}}_{N-1}\right]+\mathbf{F}_{N-1}\left[\mathbf{u}_{N-1}-\tilde{\mathbf{u}}_{N-1}\right]+\mathbf{A}^{\prime} \mathbf{p}_{N}^{\mathbf{x}} \\
& -\left[\mathbf{A}^{\prime} \widetilde{\mathbf{K}}_{N} \mathbf{B}+\mathbf{F}_{N-1}\right] \boldsymbol{\mu}_{N-1}\left[\mathbf{F}_{N-1}^{\prime}\left(\mathbf{x}_{N-1}-\tilde{\mathbf{x}}_{N-1}\right)\right. \\
& \left.+\boldsymbol{\Lambda}_{N-1}\left(\mathbf{u}_{N-1}-\tilde{\mathbf{u}}_{N-1}\right)+\mathbf{B}^{\prime} \mathbf{p}_{N}^{\mathbf{x}}\right] \tag{I.11}
\end{align*}
$$

Let

$$
\begin{align*}
\boldsymbol{\psi} & =\boldsymbol{\psi}_{N-1}=\mathbf{A}^{\prime} \widetilde{\mathbf{K}}_{N} \mathbf{B}+\mathbf{F}_{N-1}=\mathbf{A}^{\prime} \mathbf{W}_{N} \mathbf{B}+\mathbf{F}_{N-1} \\
\boldsymbol{\delta} \mathbf{x} & =\boldsymbol{\delta} \mathbf{x}_{N-1}=\mathbf{x}_{N-1}-\tilde{\mathbf{x}}_{N-1}  \tag{I.12}\\
\boldsymbol{\delta} \mathbf{u} & =\boldsymbol{\delta} \mathbf{u}_{N-1}=\mathbf{u}_{N-1}-\tilde{\mathbf{u}}_{N-1}
\end{align*}
$$

Then Eq. (I.11) can be written as

$$
\begin{align*}
\mathbf{p}_{N-1}^{\mathbf{x}}= & \mathbf{W}_{N-1} \boldsymbol{\delta} \mathbf{x}_{N-1}+\mathbf{F} \boldsymbol{\delta} \mathbf{u}_{N-1}+\mathbf{A}^{\prime} \mathbf{p}_{N}^{\mathbf{x}} \\
& -\boldsymbol{\psi}_{N-1} \boldsymbol{\mu}\left[\mathbf{F}^{\prime} \boldsymbol{\delta} \mathbf{x}_{N-1}+\boldsymbol{\Lambda} \boldsymbol{\delta} \mathbf{u}_{N-1}+\mathbf{B}^{\prime} \mathbf{p}_{N}^{\mathrm{x}}\right] \\
= & \mathbf{W}_{N-1} \boldsymbol{\delta} \mathbf{x}_{N-1}+\mathbf{F} \boldsymbol{\delta} \mathbf{u}_{N-1}+\mathbf{A}^{\prime} \mathbf{p}_{N}^{\mathrm{x}} \\
& -\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{F}^{\prime} \boldsymbol{\delta} \mathbf{x}_{N-1}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\Lambda} \boldsymbol{\delta} \mathbf{u}_{N-1}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime} \mathbf{p}_{N}^{\mathrm{x}} \\
= & {\left[\mathbf{W}_{N-1}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{F}^{\prime}\right] \boldsymbol{\delta} \mathbf{x}_{N-1}+[\mathbf{F}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\Lambda}] \boldsymbol{\delta} \mathbf{u}_{N-1} } \\
& +\left[\mathbf{A}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime}\right] \mathbf{p}_{N}^{\mathbf{x}} \tag{I.13}
\end{align*}
$$

From Eqs. (I.9) and (I.12)

$$
\begin{equation*}
\mathbf{p}_{N}^{\mathbf{x}}=\mathbf{W}_{N}\left[\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}\right]=\mathbf{W}_{N} \boldsymbol{\delta} \mathbf{x}_{N} \tag{I.14}
\end{equation*}
$$

and from the system equations

$$
\begin{equation*}
\boldsymbol{\delta} \mathbf{x}_{N}=\mathbf{x}_{N}-\tilde{\mathbf{x}}_{N}=\mathbf{A} \mathbf{x}_{N-1}+\mathbf{B} \mathbf{u}_{N-1}+\mathbf{c}-\tilde{\mathbf{x}}_{N} \tag{I.15}
\end{equation*}
$$

For notational simplicity all variables without a time subscript are for period $N-1$. Using this convention and substituting Eqs. (I.14) and (I.15) into Eq. (I.13), we obtain

$$
\begin{align*}
\mathbf{p}^{\mathbf{x}}= & {\left[\mathbf{W}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{F}^{\prime}\right] \boldsymbol{\delta} \mathbf{x}+[\mathbf{F}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\Lambda}] \delta \mathbf{u} } \\
& +\left[\mathbf{A}^{\prime}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime}\right]\left[\mathbf{W}_{N} \mathbf{A} \mathbf{x}+\mathbf{W}_{N} \mathbf{B u}+\mathbf{W}_{N} \mathbf{c}-\mathbf{W}_{N} \tilde{\mathbf{x}}_{N}\right] \\
= & {\left[\mathbf{W}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{F}^{\prime}\right] \mathbf{x}-\left[\mathbf{W}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{F}^{\prime}\right] \tilde{\mathbf{x}}+[\mathbf{F}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\Lambda}] \mathbf{u}-[\mathbf{F}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\Lambda}] \tilde{\mathbf{u}} } \\
& +\mathbf{A}^{\prime} \mathbf{W}_{N} \mathbf{A} \mathbf{x}+\mathbf{A}^{\prime} \mathbf{W}_{N} \mathbf{B u}+\mathbf{A}^{\prime} \mathbf{W}_{N} \mathbf{c}-\mathbf{A}^{\prime} \mathbf{W}_{N} \tilde{\mathbf{x}}_{N} \\
& -\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime} \mathbf{W}_{N} \mathbf{A} \mathbf{x}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime} \mathbf{W}_{N} \mathbf{B u}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime} \mathbf{W}_{N} \mathbf{c} \\
& +\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime} \mathbf{W}_{N} \tilde{\mathbf{x}}_{N} \tag{I.16}
\end{align*}
$$

Collecting terms in $\mathbf{x}, \mathbf{u}$ and $\tilde{\mathbf{x}}$ yields

$$
\begin{align*}
\mathbf{p}^{\mathbf{x}}= & {\left[\mathbf{W}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{F}^{\prime}+\mathbf{A}^{\prime} \mathbf{W}_{N} \mathbf{A}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime} \mathbf{W}_{N} \mathbf{A}\right] \mathbf{x} } \\
& +\left[\mathbf{F}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\Lambda}+\mathbf{A}^{\prime} \mathbf{W}_{N} \mathbf{B}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime} \mathbf{W}_{N} \mathbf{B}\right] \mathbf{u}-\left[\mathbf{W}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{F}^{\prime}\right] \tilde{\mathbf{x}} \\
& -[\mathbf{F}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\Lambda}] \tilde{\mathbf{u}} \\
& +\left[\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime}-\mathbf{A}^{\prime}\right] \mathbf{W}_{N} \tilde{\mathbf{x}}_{N}+\left[\mathbf{A}^{\prime}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime}\right] \mathbf{W}_{N} \mathbf{c} \tag{I.17}
\end{align*}
$$

Consider only the second term on the right-hand side of Eq. (I.17):

$$
\begin{align*}
{[\mathbf{F}} & \left.-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\Lambda}+\mathbf{A}^{\prime} \mathbf{W}_{N} \mathbf{B}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime} \mathbf{W}_{N} \mathbf{B}\right] \mathbf{u} \\
& =\left[\mathbf{F}+\mathbf{A}^{\prime} \mathbf{W}_{N} \mathbf{B}-\boldsymbol{\psi} \boldsymbol{\mu}\left(\boldsymbol{\Lambda}+\mathbf{B}^{\prime} \mathbf{K}_{N} \mathbf{B}\right)\right] \mathbf{u} \\
& =\left[\boldsymbol{\psi}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\mu}^{-1}\right] \mathbf{u}=\mathbf{0} \tag{I.18}
\end{align*}
$$

Therefore Eq. (I.17) reduces to

$$
\begin{align*}
\mathbf{p}^{\mathbf{x}}= & {\left[\mathbf{W}+\mathbf{A}^{\prime} \mathbf{W}_{N} \mathbf{A}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\psi}^{\prime}\right] \mathbf{x}-[\mathbf{W}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{F}] \tilde{\mathbf{x}}-[\mathbf{F}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\Lambda}] \tilde{\mathbf{u}} } \\
& +\left[\mathbf{A}^{\prime}-\boldsymbol{\psi} \boldsymbol{\mu} \mathbf{B}^{\prime}\right] \mathbf{W}_{N}\left[\mathbf{c}-\tilde{\mathbf{x}}_{N}\right] \tag{I.19}
\end{align*}
$$

or

$$
\begin{align*}
\mathbf{p}^{\mathbf{x}}= & {\left[\mathbf{A}^{\prime} \mathbf{K}_{N} \mathbf{A}-\boldsymbol{\psi} \boldsymbol{\mu} \boldsymbol{\psi}^{\prime}+\mathbf{W}\right] \mathbf{x}+\boldsymbol{\psi} \boldsymbol{\mu}\left[\mathbf{F} \tilde{\mathbf{x}}+\boldsymbol{\Lambda} \tilde{\mathbf{u}}-\mathbf{B}^{\prime} \mathbf{W}_{N}\left(\mathbf{c}-\tilde{\mathbf{x}}_{N}\right)\right] } \\
& -\mathbf{W} \tilde{\mathbf{x}}-\mathbf{F} \tilde{\mathbf{u}}+\mathbf{A} \mathbf{W}_{N}\left[\mathbf{c}-\tilde{\mathbf{x}}_{N}\right] \tag{I.20}
\end{align*}
$$

or

$$
\begin{align*}
\mathbf{p}^{\mathbf{x}}= & {\left[\mathbf{A}^{\prime} \mathbf{K}_{N} \mathbf{A}-\boldsymbol{\psi} \boldsymbol{\mu} \psi^{\prime}+\mathbf{W}\right] \mathbf{x}-\boldsymbol{\psi} \boldsymbol{\mu}\left[\mathbf{B}\left(\widetilde{\mathbf{K}}_{N} \mathbf{c}+\tilde{\mathbf{p}}_{N}\right)-(\mathbf{F} \tilde{\mathbf{x}}+\boldsymbol{\Lambda} \tilde{\mathbf{u}})\right] } \\
& +\mathbf{A}\left[\widetilde{\mathbf{K}}_{N} \mathbf{c}+\tilde{\mathbf{p}}_{N}\right]-[\mathbf{W} \tilde{\mathbf{x}}+\mathbf{F} \tilde{\mathbf{u}}] \tag{I.21}
\end{align*}
$$

Using Eqs. (10.33) and (I.12), we obtain

$$
\begin{equation*}
\widetilde{\mathbf{K}}_{N-1}=\mathbf{A}^{\prime} \widetilde{\mathbf{K}}_{N} \mathbf{A}-\boldsymbol{\psi}_{N-1} \boldsymbol{\mu}_{N-1} \boldsymbol{\psi}_{N-1}^{\prime}+\mathbf{W}_{N-1} \tag{I.22}
\end{equation*}
$$

and using Eqs. (10.34) and (1.12) provides

$$
\begin{align*}
\tilde{\mathbf{p}}_{N-1}= & -\boldsymbol{\psi}_{N-1} \boldsymbol{\mu}_{N-1}\left[\mathbf{B}\left(\widetilde{\mathbf{K}}_{N} \mathbf{c}+\tilde{\mathbf{p}}_{N}\right)-\left(\mathbf{F}_{N-1} \tilde{\mathbf{x}}_{N-1}+\boldsymbol{\Lambda}_{N-1} \tilde{\mathbf{u}}_{N-1}\right)\right] \\
& +\mathbf{A}^{\prime}\left[\widetilde{\mathbf{K}}_{N} \mathbf{c}+\tilde{\mathbf{p}}_{N}\right]-\left[\mathbf{W}_{N-1} \tilde{\mathbf{x}}_{N-1}+\mathbf{F}_{N-1} \tilde{\mathbf{u}}_{N-1}\right] \tag{I.23}
\end{align*}
$$

Then using Eqs. (I.22) and (I.23), we can write Eq. (I.21)

$$
\begin{equation*}
\mathbf{p}_{N-1}^{\mathbf{x}}=\widetilde{\mathbf{K}}_{N-1} \mathbf{x}_{N-1}+\tilde{\mathbf{p}}_{N-1} \tag{I.24}
\end{equation*}
$$

which establishes the second step of the induction. In the same manner it can be shown that for any period $j$, Eqs. (I.7) and (I.8) are equivalent. This proves the p recursion (10.43).

## Appendix J

## Proof That a Constant Term in the Cost-To-Go is Zero

This appendix proves that $\gamma_{k+1}^{z}$ in the approximate optimal cost-to-go [Eq. (10.24)] is zero. $\gamma_{k}$ has been defined to be

$$
\begin{equation*}
\gamma_{k}=\gamma_{k+1}-\frac{1}{2} \mathbf{H}_{\mathbf{u}, k}^{\prime} \mathcal{H}_{\mathbf{u u}, k}^{-1} \mathbf{H}_{\mathbf{u}, \mathbf{k}} \quad \gamma_{N}=0 \tag{J.1}
\end{equation*}
$$

[See Eq. (9.60).] Similarly, $\gamma_{k}^{z}$ is defined for the augmented system as

$$
\begin{equation*}
\gamma_{k}^{z}=\gamma_{k+1}^{z}-\frac{1}{2}\left[\mathbf{H}_{\mathbf{u}, k}^{\mathbf{z}}\right]^{\prime}\left[\mathcal{H}_{\mathbf{u u}, k}^{\mathbf{z}}\right]^{-1}\left[\mathbf{H}_{\mathbf{u}, k}^{\mathbf{z}}\right] \quad \text { with } \gamma_{N}^{z}=0 \tag{J.2}
\end{equation*}
$$

From Eq. (H.18)

$$
\begin{equation*}
\left(\mathbf{H}_{\mathbf{u}, k}^{\mathbf{z}}\right)^{\prime}=\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}+\left[\mathbf{u}_{o k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}^{\prime}+\left(\mathbf{p}_{k+1}^{\mathbf{x}}\right)^{\prime} \mathbf{B}_{k} \tag{J.3}
\end{equation*}
$$

where $\mathbf{u}_{o k}$ is the nominal control obtained from the CE problem. From Eqs. (H.4), (H.34), (H.40), and (10.32)

$$
\begin{equation*}
\left[\mathcal{H}_{\mathbf{u u}, k}^{\mathbf{z}}\right]^{-1}=\left[\boldsymbol{\Lambda}_{k}^{\prime}+\mathbf{B}^{\prime} \mathbf{K}_{k+1}^{\mathbf{x x}}\right] \mathbf{B}^{-1}=\boldsymbol{\mu}_{k} \tag{J.4}
\end{equation*}
$$

Hence Eq. (J.2) becomes

$$
\begin{align*}
\gamma_{k}^{z}= & \gamma_{k+1}^{z}-\frac{1}{2}\left(\left[\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}+\left[\mathbf{u}_{o k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}^{\prime}+\left(\mathbf{p}_{k+1}^{\mathbf{x}}\right)^{\prime} \mathbf{B}_{k}\right]\right. \\
& \left.\times \boldsymbol{\mu}\left[\mathbf{F}_{k}^{\prime}\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]+\boldsymbol{\Lambda}_{k}\left[\mathbf{u}_{o k}-\tilde{\mathbf{u}}_{k}\right]+\mathbf{B}_{k}^{\prime} \mathbf{p}_{k+1}^{\mathbf{x}}\right]\right) \tag{J.5}
\end{align*}
$$

Now, by using Eq. (10.43) we obtain $\mathbf{p}_{k+1}^{\mathrm{x}^{\prime}}$ as

$$
\begin{equation*}
\left(\mathbf{p}_{k+1}^{\mathbf{x}}\right)^{\prime}=\mathbf{x}_{k+1}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime}+\tilde{\mathbf{p}}_{k+1}^{\prime} \tag{J.6}
\end{equation*}
$$

Substituting the unaugmented system equation (10.7) into Eq. (J.6) gives

$$
\begin{align*}
\left(\mathbf{p}_{k+1}^{\mathbf{x}}\right)^{\prime} & =\left[\mathbf{A}_{k} \mathbf{x}_{o k}+\mathbf{B}_{k} \mathbf{u}_{o k}+\mathbf{c}_{k}\right]^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime}+\tilde{\mathbf{p}}_{k+1} \\
& =\mathbf{x}_{o k}^{\prime} \mathbf{A}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime}+\mathbf{u}_{o k}^{\prime} \mathbf{B}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime}+\mathbf{c}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime}+\tilde{\mathbf{p}}_{k+1}^{\prime} \tag{J.7}
\end{align*}
$$

Now consider only the term

$$
\begin{align*}
{\left[\mathbf{x}_{o k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}+} & {\left[\mathbf{u}_{o k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}^{\prime}+\left(\mathbf{p}_{k+1}^{\mathbf{x}}\right)^{\prime} \mathbf{B}_{k} } \\
= & {\left[\mathbf{x}_{o k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}+\left[\mathbf{u}_{o k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \mathbf{\Lambda}_{k}^{\prime}+\mathbf{x}_{o k}^{\prime} \mathbf{A}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime} \mathbf{B}_{k} } \\
& +\mathbf{u}_{o k}^{\prime} \mathbf{B}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime} \mathbf{B}_{k}+\mathbf{c}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime} \mathbf{B}_{k}+\widetilde{\mathbf{p}}_{k+1}^{\prime} \mathbf{B}_{k} \\
= & \mathbf{u}_{o k}^{\prime}\left[\boldsymbol{\Lambda}_{k}^{\prime}+\mathbf{B}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime} \mathbf{B}_{k}\right]+\mathbf{x}_{o k}^{\prime}\left[\mathbf{F}_{k}+\mathbf{A}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime} \mathbf{B}_{k}\right] \\
& +\tilde{\mathbf{p}}_{k+1}^{\prime} \mathbf{B}_{k}-\widetilde{\mathbf{x}}_{k}^{\prime} \mathbf{F}_{k}-\widetilde{\mathbf{u}}_{k}^{\prime} \boldsymbol{\Lambda}_{k}^{\prime}+\mathbf{c}_{k}^{\prime} \mathbf{K}_{k+1}^{\prime} \mathbf{B}_{k} \tag{J.8}
\end{align*}
$$

Also let

$$
\begin{equation*}
\boldsymbol{\Psi}_{k}=\left[\mathbf{F}_{k}+\mathbf{A}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1}^{\prime} \mathbf{B}_{k}\right] \tag{J.9}
\end{equation*}
$$

By using Eqs. (J.4) and (J.9) in Eq. (J.8) we get

$$
\begin{align*}
{\left[\mathbf{x}_{o k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}+} & {\left[\mathbf{u}_{o k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}^{\prime}+\mathbf{p}_{k+1}^{\mathrm{x}^{\prime}} \mathbf{B}_{k} } \\
= & \mathbf{u}_{o k}^{\prime} \boldsymbol{\mu}_{k}^{-1}+\mathbf{x}_{o k}^{\prime} \mathbf{\Psi}_{k}+\tilde{\mathbf{p}}_{k+1}^{\prime} \mathbf{B}_{k}-\tilde{\mathbf{x}}_{k}^{\prime} \mathbf{F}_{k}-\tilde{\mathbf{u}}_{k}^{\prime} \boldsymbol{\Lambda}_{k}^{\prime} \\
& +\mathbf{c}_{k}^{\prime} \widetilde{\mathbf{K}}_{k+1} \mathbf{B}_{k} \tag{J.10}
\end{align*}
$$

The nominal control $\mathbf{u}_{o k}$ from Eq. (10.30) is

$$
\begin{equation*}
\mathbf{u}_{o k}=\mathbf{G}_{k} \mathbf{x}_{o k}+\mathbf{g}_{k} \tag{J.11}
\end{equation*}
$$

where

$$
\mathbf{G}_{k}=-\boldsymbol{\mu}_{k} \Psi_{k}^{\prime}
$$

and

$$
\mathbf{g}_{k}=-\boldsymbol{\mu}_{k}\left[\mathbf{B}^{\prime}\left(\widetilde{\mathbf{K}}_{k+1} \mathbf{c}+\tilde{\mathbf{p}}_{k+1}\right)-\left(\mathbf{F}_{k}^{\prime} \tilde{\mathbf{x}}_{k}+\boldsymbol{\Lambda}_{k} \tilde{\mathbf{u}}\right)\right]
$$

Substitution of Eq. (J.11) into Eq. (J.10) then yields

$$
\begin{align*}
{\left[\mathbf{x}_{o k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}+} & {\left[\mathbf{u}_{o k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}_{k}^{\prime}+\left(\mathbf{p}_{k+1}^{\mathbf{x}}\right)^{\prime} \mathbf{B}_{k} } \\
& =-\left[\left[\mathbf{B}^{\prime}\left(\widetilde{\mathbf{K}}_{k+1} \mathbf{c}+\tilde{\mathbf{p}}_{k+1}\right)\right.\right. \\
& \left.\left.-\left(\mathbf{F}_{k}^{\prime} \tilde{\mathbf{x}}_{k}+\boldsymbol{\Lambda}_{k} \tilde{\mathbf{u}}_{k}\right)\right]^{\prime} \boldsymbol{\mu}_{k}^{\prime}+\mathbf{x}_{o k}^{\prime} \Psi \boldsymbol{\mu}_{k}^{\prime}\right] \boldsymbol{\mu}_{k}^{-1} \\
& +\mathbf{x}_{o k}^{\prime} \Psi_{k}^{\prime}+\tilde{\mathbf{p}}_{k+1}^{\prime} \mathbf{B}_{k} \\
& -\left(\tilde{\mathbf{x}}_{k}^{\prime} \mathbf{F}_{k}+\tilde{\mathbf{u}}_{k}^{\prime} \boldsymbol{\Lambda}_{k}^{\prime}\right)+\mathbf{c}^{\prime} \widetilde{\mathbf{K}}_{k+1} \mathbf{B}_{k}=\mathbf{0} \tag{J.12}
\end{align*}
$$

Substituting Eq. (J.12) into Eq. (J.5) leads to

$$
\begin{equation*}
\gamma_{k}^{z}=\gamma_{k+1}^{z} \tag{J.13}
\end{equation*}
$$

Since $\gamma_{N}^{z}=0$, Eq. (J.13) implies

$$
\begin{equation*}
\gamma_{k+1}^{z}=0 \tag{J.14}
\end{equation*}
$$

which was sought in Eq. (10.35).

## Appendix K

## Updating the Augmented State Covariance

Begin with Eqs. (9.84) and (9.85), that is,

$$
\begin{equation*}
\boldsymbol{\Sigma}_{k+1 \mid k+1}=\left[\mathbf{I}-\mathbf{V}_{k+1} \mathbf{h}_{\mathbf{z}, k+1}\right] \boldsymbol{\Sigma}_{k+1 \mid k} \tag{K.1}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbf{V}_{k+1}= & \boldsymbol{\Sigma}_{k+1 \mid k} \mathbf{h}_{\mathbf{z}, k+1}^{\prime}\left[\mathbf{h}_{\mathbf{z}, k+1} \boldsymbol{\Sigma}_{k+1 \mid k} \mathbf{h}_{\mathbf{z}, k+1}^{\prime}+\mathbf{R}_{k+1}\right. \\
& \left.+\frac{1}{2} \sum_{i} \sum_{j} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left[\mathbf{h}_{\mathbf{z z}}^{i} \boldsymbol{\Sigma}_{k+1 \mid k} \mathbf{h}_{\mathbf{z z}}^{j} \boldsymbol{\Sigma}_{k+1 \mid k}\right]\right]^{-1} \tag{K.2}
\end{align*}
$$

For the case at hand the observation relationship is Eq. (10.8), that is,

$$
\begin{equation*}
\mathbf{y}_{k}=\mathbf{H}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{x}_{k}+\mathbf{w}_{k} \tag{K.3}
\end{equation*}
$$

Thus, in the notation of Eq. (9.5),

$$
\begin{equation*}
\mathbf{h}_{k}=\mathbf{H}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{x}_{k} \tag{K.4}
\end{equation*}
$$

Therefore the observation relationship for the augmented system is

$$
\mathbf{y}_{k}=\left[\mathbf{H}_{k}\left(\boldsymbol{\theta}_{k}\right) ; \mathbf{0}\right]\left[\begin{array}{c}
\mathbf{x}_{k}  \tag{K.5}\\
\boldsymbol{\theta}_{k}
\end{array}\right]+\boldsymbol{\zeta}_{k}
$$

and in the augmented system

$$
\begin{equation*}
\mathbf{h}_{\mathrm{z}}=\left[\mathbf{h}_{\mathrm{x}}: \mathbf{h}_{\theta}\right] \tag{K.6}
\end{equation*}
$$

with

$$
\mathbf{h}_{\mathbf{x}}=\mathbf{H}_{k}\left(\boldsymbol{\theta}_{k}\right) \quad \text { and } \quad \mathbf{h}_{\boldsymbol{\theta}}=\sum_{i} \mathbf{e}^{i} \hat{\mathbf{x}}_{k+1 \mid k}^{\prime} \mathbf{H}_{\boldsymbol{\theta}}^{i}
$$

by analogy with results in Appendix L Also,

$$
\boldsymbol{h}_{\mathbf{z z}}^{i}=\left[\begin{array}{c:c}
\mathbf{h}_{\mathrm{xx}}^{i} & \mathbf{h}_{\mathrm{x} \underline{\theta}}^{i}  \tag{K.7}\\
\hdashline \mathbf{h}_{\boldsymbol{\theta} \mathbf{x}}^{i} & \mathbf{h}_{\boldsymbol{\theta} \boldsymbol{\theta}}^{i}
\end{array}\right]
$$

and

$$
\mathbf{h}_{\mathbf{x x}}^{i}=\mathbf{0} \quad \mathbf{h}_{\mathbf{x} \boldsymbol{\theta}}^{i}=\mathbf{H}_{\boldsymbol{\theta}}^{i} \quad \mathbf{h}_{\boldsymbol{\theta} \boldsymbol{\theta}}=\mathbf{0}
$$

Therefore

$$
\begin{align*}
\boldsymbol{h}_{\mathrm{zz}}^{i} \boldsymbol{\Sigma}_{k+1 \mid k} & =\left[\begin{array}{c:c}
\mathbf{0} & \mathbf{H}_{\theta}^{i} \\
\hdashline\left(\mathbf{H}_{\boldsymbol{\theta}}^{i}\right)^{\prime} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \theta} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k} \\
& =\left[\begin{array}{l:l}
\mathbf{H}_{\theta}^{i} \boldsymbol{\Sigma}^{\theta \mathbf{x}} & \mathbf{H}_{\boldsymbol{\theta}}^{i} \Sigma^{\boldsymbol{\theta}} \\
\hdashline \mathbf{H}_{\boldsymbol{\theta}}^{i^{\prime}} \boldsymbol{\Sigma}^{\mathbf{x x}} & \mathbf{H}_{\boldsymbol{\theta}}^{i^{\prime}} \boldsymbol{\Sigma}^{\mathbf{x} \theta}
\end{array}\right] \tag{K.8}
\end{align*}
$$

and

$$
\begin{align*}
& \operatorname{tr}\left[\mathbf{h}_{\mathbf{z z}}^{i} \boldsymbol{\Sigma}_{k+1 \mid k} \mathbf{h}_{\mathbf{z z}}^{j} \boldsymbol{\Sigma}_{k+1 \mid k}\right] \\
& =\operatorname{tr}\left(\left[\begin{array}{c:c}
\mathbf{H}_{\theta}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \mathbf{H}_{\theta}^{i} \boldsymbol{\Sigma}^{\theta \theta} \\
\hdashline\left(\mathbf{H}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x x}} & \left(\mathbf{H}_{\boldsymbol{\theta}}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x \theta}}
\end{array}\right]\left[\begin{array}{c:c}
\mathbf{H}_{\theta}^{j} \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \mathbf{H}_{\theta}^{j} \boldsymbol{\Sigma}^{\theta \theta} \\
\hdashline\left(\mathbf{H}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathrm{xx}} & \left(\mathbf{H}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x} \theta}
\end{array}\right]\right) \\
& =\operatorname{tr}\left[\mathbf{H}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\theta \mathrm{x}} \mathbf{H}_{\boldsymbol{\theta}}^{j} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathrm{x}}+\mathbf{H}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}\left(\mathbf{H}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathrm{xx}}\right. \\
& \left.+\left(\mathbf{H}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathrm{xx}} \mathbf{H}_{\boldsymbol{\theta}}^{j} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}+\left(\mathbf{H}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}}\left(\mathbf{H}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathrm{x} \boldsymbol{\theta}}\right] \\
& =2 \operatorname{tr}\left[\mathbf{H}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} \mathbf{H}_{\boldsymbol{\theta}}^{j} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}}+\mathbf{H}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}\left(\mathbf{H}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathrm{xx}}\right] \tag{K.9}
\end{align*}
$$

Then substitution of Eq. (K.9) into Eq. (K.2) yields

$$
\begin{aligned}
\mathbf{V}_{k+1}= & \boldsymbol{\Sigma}_{k+1 \mid k} \mathbf{h}_{\mathbf{z}, k+1}^{\prime}\left[\mathbf{h}_{\mathbf{z}, k+1} \boldsymbol{\Sigma}_{k+1 \mid k} \mathbf{h}_{\mathbf{z}, k+1}^{\prime}+\mathbf{R}_{k+1}\right. \\
& \left.+\sum_{i} \sum_{j} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left[\mathbf{H}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} \mathbf{H}_{\boldsymbol{\theta}}^{j} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}}+\mathbf{H}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}\left(\mathbf{H}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x x}}\right]\right]^{-1}(\mathrm{~K} .10)
\end{aligned}
$$

For many problems $\mathbf{H}$ will not be a function of $\boldsymbol{\theta}$, so that

$$
\mathbf{H}_{\boldsymbol{\theta}}^{i}=\mathbf{0} \quad \text { for all } i
$$

For this special case Eq. (K.6) becomes

$$
\begin{equation*}
\mathbf{h}_{\mathbf{z}}=\left[\mathbf{H}_{k} ; \mathbf{0}\right] \tag{K.11}
\end{equation*}
$$

and Eq. (K.7) becomes

$$
\begin{equation*}
\mathbf{h}_{\mathbf{z z}}^{i}=\mathbf{0} \tag{K.12}
\end{equation*}
$$

Thus Eq. (K.10) becomes

$$
\begin{align*}
\mathbf{V}_{k+1}= & {\left.\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \theta}
\end{array}\right]_{k+1 \mid k}\left[\begin{array}{c}
\mathbf{H}_{k+1}^{\prime} \\
\hdashline \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\left.\mathbf{H}_{k+1} ; \mathbf{0}\right] \\
\\
\end{array} \begin{array}{c}
\boldsymbol{\Sigma}^{\mathbf{x x}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta \mathbf { x }}} \\
\boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\
\boldsymbol{\Sigma}^{\boldsymbol{\theta}}
\end{array}\right]\left[\begin{array}{c}
\mathbf{H}_{k+1}^{\prime} \\
\hdashline \mathbf{0}
\end{array}\right]+\mathbf{R}_{k+1}\right]^{-1} }
\end{align*}
$$

or

$$
\begin{align*}
\mathbf{V}_{k+1} & =\left[\begin{array}{c}
\Sigma_{k+1}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime} \\
\hdashline \boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}} \mathbf{H}_{k+1}^{\prime}
\end{array}\right]\left[\mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime}+\mathbf{R}_{k+1}\right]^{-1} \\
& =\left[\begin{array}{c}
\boldsymbol{\Sigma}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1}
\end{array}\right] \tag{K.14}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{S}_{k+1}=\mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime}+\mathbf{R}_{k+1} \tag{K.15}
\end{equation*}
$$

Substitution of Eqs. (K.14) and (K.15) into Eq. (K.1) yields

$$
\begin{align*}
& \left.\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]=\left[\begin{array}{c:c}
\mathbf{I} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbf{I}
\end{array}\right]-\left[\begin{array}{c}
\boldsymbol{\Sigma}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1}
\end{array}\right]\left[\begin{array}{l}
\mathbf{H}_{k+1}
\end{array}\right]\right] \\
& {\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k}} \\
& =\left[\begin{array}{c:c}
\mathbf{I}-\boldsymbol{\Sigma}_{k+1 k}^{\times \mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} & \mathbf{0} \\
\hdashline-\boldsymbol{\Sigma}_{k+1 \mid k}^{\boldsymbol{\theta} \times} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} & \mathbf{I}
\end{array}\right] \\
& {\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k}} \tag{K.16}
\end{align*}
$$

Therefore

$$
\begin{align*}
\boldsymbol{\Sigma}_{k+1 \mid k+1}^{\mathrm{xx}} & =\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}-\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}  \tag{K.17}\\
\boldsymbol{\Sigma}_{k+1 \mid k+1}^{\theta \mathbf{x}} & =\left(\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x} \theta}\right)^{\prime}=\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}}-\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}(\mathrm{K} .18)  \tag{K.18}\\
\boldsymbol{\Sigma}_{k+1 \mid k+1}^{\theta \theta} & =\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \theta}-\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x} \theta} \tag{K.19}
\end{align*}
$$

So for the case in which $\mathbf{H}$ is not a function of $\boldsymbol{\theta}$, the relationships (K.17)(K.19) are used for obtaining $\boldsymbol{\Sigma}_{k+1 \mid k+1}$ from $\boldsymbol{\Sigma}_{k+1 \mid k}$. When $\mathbf{H}$ is a function of $\boldsymbol{\theta}$, Eqs. (K.1) and (K.10) should be used, along with Eq. (K.6).

## Appendix L

## Derivative of the System Equations with Respect to the Parameters

Recall (dropping the time subscript $k$ ) from Eq. (10.20) that

$$
\begin{equation*}
\mathbf{f}^{\mathbf{x}}=\mathbf{A}(\boldsymbol{\theta}) \mathbf{x}+\mathbf{B}(\boldsymbol{\theta}) \mathbf{u}+\mathbf{c}(\boldsymbol{\theta}) \tag{L.1}
\end{equation*}
$$

Rewrite Eq. (L.1) as

$$
\mathbf{f}^{\mathbf{x}}=\left[\begin{array}{c}
\mathbf{a}^{1}(\boldsymbol{\theta}) \mathbf{x}  \tag{L.2}\\
\mathbf{a}^{2}(\boldsymbol{\theta}) \mathbf{x} \\
\vdots \\
\mathbf{a}^{n}(\boldsymbol{\theta}) \mathbf{x}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{b}^{1}(\boldsymbol{\theta}) \mathbf{u} \\
\mathbf{b}^{2}(\boldsymbol{\theta}) \mathbf{u} \\
\vdots \\
\mathbf{b}^{n}(\boldsymbol{\theta}) \mathbf{u}
\end{array}\right]+\left[\begin{array}{c}
c^{1}(\boldsymbol{\theta}) \\
c^{2}(\boldsymbol{\theta}) \\
\vdots \\
c^{n}(\boldsymbol{\theta})
\end{array}\right]
$$

where

$$
\begin{aligned}
\mathbf{a}^{i}(\boldsymbol{\theta}) & =i \text { th row of } \mathbf{A}(\boldsymbol{\theta}) \\
\mathbf{b}^{i}(\boldsymbol{\theta}) & =i \text { th row of } \mathbf{B}(\boldsymbol{\theta}) \\
\mathbf{c}^{i}(\boldsymbol{\theta}) & =i \text { th row of } \mathbf{c}(\boldsymbol{\theta})
\end{aligned}
$$

Then

$$
\begin{align*}
& {\left[\begin{array}{cccc}
\mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{1}} \mathbf{b}^{1}(\boldsymbol{\theta}) & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{2}} \mathbf{b}^{1}(\boldsymbol{\theta}) & \cdots & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{r}} \mathbf{b}^{1}(\boldsymbol{\theta}) \\
\mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{1}} \mathbf{b}^{2}(\boldsymbol{\theta}) & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{2}} \mathbf{b}^{2}(\boldsymbol{\theta}) & \cdots & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{r}} \mathbf{b}^{2}(\boldsymbol{\theta}) \\
\cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \cdots \\
\mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{1}} \mathbf{b}^{n}(\boldsymbol{\theta}) & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{2}} \mathbf{b}^{n}(\boldsymbol{\theta}) & \cdots & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{r}} \mathbf{b}^{n}(\boldsymbol{\theta})
\end{array}\right]} \\
& +\left[\begin{array}{cccc}
\frac{\partial}{\partial \theta_{1}} c^{1}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c^{1}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c^{1}(\boldsymbol{\theta}) \\
\frac{\partial}{\partial \theta_{1}} c^{2}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c^{2}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c^{2}(\boldsymbol{\theta}) \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \\
\frac{\partial}{\partial \theta_{1}} c^{n}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c^{n}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c^{n}(\boldsymbol{\theta})
\end{array}\right]
\end{align*}
$$

Next define

$$
\mathbf{a}_{\boldsymbol{\theta}}^{i}=\frac{\partial}{\partial \boldsymbol{\theta}} \mathbf{a}^{i}(\boldsymbol{\theta})=\left[\begin{array}{cccc}
\frac{\partial}{\partial \theta_{1}} a_{i 1}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} a_{i 1}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} a_{i 1}(\boldsymbol{\theta})  \tag{L.4}\\
\frac{\partial}{\partial \theta_{1}} a_{i 2}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} a_{i 2}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} a_{i 2}(\boldsymbol{\theta}) \\
\cdots \cdots \cdots & \cdots & \cdots & \cdots \\
\frac{\partial}{\partial \theta_{1}} a_{i n}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} a_{i n}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} a_{i n}(\boldsymbol{\theta})
\end{array}\right]
$$

Then

$$
\mathbf{x}^{\prime} \mathbf{a}_{\boldsymbol{\theta}}^{i}=\left[\begin{array}{llll}
\sum_{j} x_{j} \frac{\partial}{\partial \theta_{1}} a_{i j}(\boldsymbol{\theta}) & \sum_{j} x_{j} \frac{\partial}{\partial \theta_{2}} a_{i j}(\boldsymbol{\theta}) & \cdots & \sum_{j} x_{j} \frac{\partial}{\partial \theta_{r}} a_{i j}(\boldsymbol{\theta}) \tag{L.5}
\end{array}\right]
$$

and

$$
\sum_{j} \mathbf{e}_{i} \mathbf{x}^{\prime} \mathbf{a}_{\boldsymbol{\theta}}^{i}=\left[\begin{array}{cccc}
\sum_{j} x_{j} \frac{\partial}{\partial \theta_{1}} a_{1 j}(\boldsymbol{\theta}) & \sum_{j} x_{j} \frac{\partial}{\partial \theta_{2}} a_{1 j}(\boldsymbol{\theta}) & \cdots & \sum_{j} x_{j} \frac{\partial}{\partial \theta_{r}} a_{1 j}(\boldsymbol{\theta}) \\
\sum_{j} x_{j} \frac{\partial}{\partial \theta_{1}} a_{2 j}(\boldsymbol{\theta}) & \sum_{j} x_{j} \frac{\partial}{\partial \theta_{2}} a_{2 j}(\boldsymbol{\theta}) & \cdots & \sum_{j} x_{j} \frac{\partial}{\partial \theta_{r}} a_{2 j}(\boldsymbol{\theta}) \\
\cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots \ldots \ldots \ldots \\
\sum_{j} x_{j} \frac{\partial}{\partial \theta_{1}} a_{n j}(\boldsymbol{\theta}) & \sum_{j} x_{j} \frac{\partial}{\partial \theta_{2}} a_{n j}(\boldsymbol{\theta}) & \cdots & \sum_{j} x_{j} \frac{\partial}{\partial \theta_{r}} a_{n j}(\boldsymbol{\theta})
\end{array}\right]
$$

Similarly define

$$
\mathbf{b}_{\boldsymbol{\theta}}^{i}=\frac{\partial}{\partial \boldsymbol{\theta}} \mathbf{b}^{i}(\boldsymbol{\theta})=\left[\begin{array}{cccc}
\frac{\partial}{\partial \theta_{1}} b_{i 1}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} b_{i 1}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} b_{i 1}(\boldsymbol{\theta})  \tag{L.7}\\
\frac{\partial}{\partial \theta_{1}} b_{i 2}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} b_{i 2}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} b_{i 2}(\boldsymbol{\theta}) \\
\cdots \cdots \cdots & \cdots \cdots \cdots & \cdots & \cdots \\
\frac{\partial}{\partial \theta_{1}} b_{i m}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} b_{i m}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} b_{i m}(\boldsymbol{\theta})
\end{array}\right]
$$

Then

$$
\begin{equation*}
\mathbf{u}^{\prime} \mathbf{b}_{\boldsymbol{\theta}}^{i}=\left[\sum_{j} u_{j} \frac{\partial}{\partial \theta_{1}} b_{i j}(\boldsymbol{\theta}) \quad \sum_{j} u_{j} \frac{\partial}{\partial \theta_{2}} b_{i j}(\boldsymbol{\theta}) \cdots \sum_{j} u_{j} \frac{\partial}{\partial \theta_{r}} b_{i j}(\boldsymbol{\theta})\right] \tag{L.8}
\end{equation*}
$$

and

$$
\begin{align*}
\sum_{i} \mathbf{e}_{i} \mathbf{u}^{\prime} \mathbf{b}_{\boldsymbol{\theta}}^{i} & =\left[\begin{array}{cccc}
\sum_{j} u_{j} \frac{\partial}{\partial \theta_{1}} b_{1 j}(\boldsymbol{\theta}) & \sum_{j} u_{j} \frac{\partial}{\partial \theta_{2}} b_{1 j}(\boldsymbol{\theta}) & \cdots & \sum_{j} u_{j} \frac{\partial}{\partial \theta_{r}} b_{1 j}(\boldsymbol{\theta}) \\
\sum_{j} u_{j} \frac{\partial}{\partial \theta_{1}} b_{2 j}(\boldsymbol{\theta}) & \sum_{j} u_{j} \frac{\partial}{\partial \theta_{2}} b_{2 j}(\boldsymbol{\theta}) & \cdots & \sum_{j} u_{j} \frac{\partial}{\partial \theta_{r}} b_{2 j}(\boldsymbol{\theta}) \\
\cdots \cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \cdots \\
\sum_{j} u_{j} \frac{\partial}{\partial \theta_{1}} b_{n j}(\boldsymbol{\theta}) & \sum_{j} u_{j} \frac{\partial}{\partial \theta_{2}} b_{n j}(\boldsymbol{\theta}) & \cdots & \sum_{j} u_{j} \frac{\partial}{\partial \theta_{r}} b_{n j}(\boldsymbol{\theta})
\end{array}\right] \\
= & {\left[\begin{array}{cccc}
\mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{1}} \mathbf{b}^{1}(\boldsymbol{\theta}) & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{2}} \mathbf{b}^{1}(\boldsymbol{\theta}) & \cdots & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{r}} \mathbf{b}^{1}(\boldsymbol{\theta}) \\
\mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{1}} \mathbf{b}^{2}(\boldsymbol{\theta}) & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{2}} \mathbf{b}^{2}(\boldsymbol{\theta}) & \cdots & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{r}} \mathbf{b}^{2}(\boldsymbol{\theta}) \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{1}} \mathbf{b}^{n}(\boldsymbol{\theta}) & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{2}} \mathbf{b}^{n}(\boldsymbol{\theta}) & \cdots & \mathbf{u}^{\prime} \frac{\partial}{\partial \theta_{r}} \mathbf{b}^{n}(\boldsymbol{\theta})
\end{array}\right] } \tag{L.9}
\end{align*}
$$

Define

$$
\mathbf{c}_{\boldsymbol{\theta}}^{i}=\frac{\partial}{\partial \boldsymbol{\theta}} c^{i}(\boldsymbol{\theta})=\left[\begin{array}{llll}
\frac{\partial}{\partial \theta_{1}} c_{i}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c_{i}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c_{i}(\boldsymbol{\theta}) \tag{L.10}
\end{array}\right]
$$

Then

$$
\begin{align*}
\sum_{i} \mathbf{e}_{i} \mathbf{c}_{\boldsymbol{\theta}}^{i} & =\left[\begin{array}{cccc}
\frac{\partial}{\partial \theta_{1}} c_{1}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c_{1}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c_{1}(\boldsymbol{\theta}) \\
\frac{\partial}{\partial \theta_{1}} c_{2}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c_{2}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c_{2}(\boldsymbol{\theta}) \\
\cdots \cdots & \cdots & \cdots & \cdots \\
\frac{\partial}{\partial \theta_{1}} c_{n}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c_{n}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c_{n}(\boldsymbol{\theta})
\end{array}\right] \\
& =\left[\begin{array}{cccc}
\frac{\partial}{\partial \theta_{1}} c^{1}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c^{1}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c^{1}(\boldsymbol{\theta}) \\
\frac{\partial}{\partial \theta_{1}} c^{2}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c^{2}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c^{2}(\boldsymbol{\theta}) \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots \\
\frac{\partial}{\partial \theta_{1}} c^{n}(\boldsymbol{\theta}) & \frac{\partial}{\partial \theta_{2}} c^{n}(\boldsymbol{\theta}) & \cdots & \frac{\partial}{\partial \theta_{r}} c^{n}(\boldsymbol{\theta})
\end{array}\right] \tag{L.11}
\end{align*}
$$

which $c_{i}=$ the $i$ th row in $\mathbf{c}(\boldsymbol{\theta})=c_{i}=$ the $i$ th element in $\mathbf{c}(\boldsymbol{\theta})$.
Then substitution of Eqs. (L.6), (L.9), and (L.11) into Eq. (L.3) yields

$$
\begin{equation*}
\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}=\sum_{j} \mathbf{e}_{i} \mathbf{x}^{\prime} \mathbf{a}_{\boldsymbol{\theta}}^{i}+\sum \mathbf{e}_{i} \mathbf{u}^{\prime} \mathbf{b}_{\boldsymbol{\theta}}^{i}+\sum \mathbf{e}_{i} \mathbf{c}_{\boldsymbol{\theta}}^{i} \tag{L.12}
\end{equation*}
$$

In order to evaluate Eq. (L.12) at $\left(\hat{\mathbf{z}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right)$ one has

$$
\begin{equation*}
\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\left(k, \hat{\mathbf{z}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right)=\sum_{i \in X} \mathbf{e}_{i} \mathbf{x}_{k \mid k}^{\prime} \mathbf{a}_{\boldsymbol{\theta}}^{i}(k)+\sum_{i \in X} \mathbf{e}_{i}\left(\mathbf{u}_{k}^{\tau}\right)^{\prime} \mathbf{b}_{\boldsymbol{\theta}}^{j}(k)+\sum_{i \in X} \mathbf{e}_{i} \mathbf{c}_{\boldsymbol{\theta}}^{i}(k) \tag{L.13}
\end{equation*}
$$

which is the desired result.

## Appendix M

## Projection of the Augmented State Vector

This appendix details the one-period projection of the mean and covariance of the augmented state vector, i.e., the projection of $\hat{\mathbf{z}}_{k+1 \mid k}$ and $\boldsymbol{\Sigma}_{k+1 \mid k}$ from $\hat{\mathbf{z}}_{k \mid k}$ and $\Sigma_{k \mid k}$.

Using Eq. (9.73), we have

$$
\begin{equation*}
\hat{\mathbf{z}}_{k+1 \mid k} \approx \mathbf{f}\left(\hat{\mathbf{z}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right)+\frac{1}{2} \sum_{i \in I} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{z z}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right] \tag{M.1}
\end{equation*}
$$

where $I=X \cup \Theta, X$ is the set of indices for the system equations for the original state variables, $\Theta$ is the set of indices for the parameter dynamics equations, and $X \cup \Theta$ means the union of the two sets.

For the linear case

$$
\mathbf{f}\left(\hat{\mathbf{z}}_{k \mid k}, \mathbf{u}_{k}^{\dagger}\right)=\left[\begin{array}{c}
\mathbf{A}_{k}\left(\boldsymbol{\theta}_{o, k}\right) \hat{\mathbf{x}}_{k \mid k}+\mathbf{B}_{k}\left(\boldsymbol{\theta}_{o, k}\right) \mathbf{u}_{k}^{\tau}+\mathbf{c}_{k}\left(\boldsymbol{\theta}_{o, k}\right)  \tag{M.2}\\
\mathbf{D}_{k} \boldsymbol{\theta}_{o k}
\end{array}\right]
$$

Also

$$
\begin{align*}
\mathbf{f}_{\mathbf{z z}}^{i}=\left[\begin{array}{c:c}
\mathbf{f}_{\mathrm{xx}}^{i} & \mathbf{f}_{\mathbf{x} \theta}^{i} \\
\hdashline \mathbf{f}_{\boldsymbol{\theta} \mathbf{x}}^{i} & \mathbf{f}_{\boldsymbol{\theta}}^{i}
\end{array}\right]=\left[\begin{array}{c:c}
\mathbf{0} & \mathbf{a}_{\theta}^{i} \\
\hdashline \mathbf{a}_{\boldsymbol{\theta}}^{i \prime} & \mathbf{0}
\end{array}\right] & i \in X  \tag{M.3}\\
\mathbf{f}_{\mathbf{z z}}^{i}=\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{x x}}^{i} & \mathbf{f}_{\mathbf{x} \theta}^{i} \\
\hdashline \mathbf{f}_{\boldsymbol{\theta} \mathbf{x}}^{i} & \mathbf{f}_{\boldsymbol{\theta} \boldsymbol{\theta}}^{i}
\end{array}\right]=\left[\begin{array}{c:c}
\mathbf{0} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right] & i \in \boldsymbol{\Theta} \tag{M.4}
\end{align*}
$$

and

$$
\Sigma_{k \mid k}=\left[\begin{array}{c:c}
\Sigma^{\mathrm{xx}} & \Sigma^{\mathrm{x} \theta} \\
\hdashline \Sigma^{\theta \mathrm{x}} & \Sigma^{\theta \theta}
\end{array}\right]
$$

Therefore
$\mathbf{f}_{\mathbf{z z}}^{i} \boldsymbol{\Sigma}_{k \mid k}=\left[\begin{array}{c:c}\mathbf{0} & \mathbf{a}_{\theta}^{i} \\ \hdashline\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} & \mathbf{0}\end{array}\right]\left[\begin{array}{c:c}\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\ \hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}\end{array}\right]=\left[\begin{array}{c:c}\mathbf{a}_{\theta}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\theta \theta} \\ \hdashline\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x x}} & \left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}}\end{array}\right] i \in X$
and

$$
\begin{equation*}
\mathbf{f}_{\mathbf{z z}}^{i} \boldsymbol{\Sigma}_{k \mid k}=\mathbf{0} \quad \text { for } i \in \boldsymbol{\Theta} \tag{M.5}
\end{equation*}
$$

Therefore

$$
\begin{align*}
& \frac{1}{2} \sum_{i \in I} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{z z}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right]=\left[\begin{array}{c}
\frac{1}{2} \sum_{i \in X} \mathrm{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{z z}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right] \\
\hdashline \frac{1}{2} \sum_{i \in \Theta} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{z Z}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right]
\end{array}\right] \\
& =\left[\begin{array}{c:c}
\frac{1}{2} \sum_{i \in X} \mathbf{e}^{i} \operatorname{tr}\left[\begin{array}{c:c}
\mathbf{a}_{\theta}^{i} \boldsymbol{\Sigma}^{\theta \mathbf{x}} & \mathbf{a}_{\theta}^{i} \boldsymbol{\Sigma}^{\theta \theta} \\
\hdashline\left(\mathbf{a}_{\theta}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x x}} & \left(\mathbf{a}_{\theta}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}}
\end{array}\right] \\
\hdashline \mathbf{0} &
\end{array}\right] \\
& =\left[\begin{array}{c}
\frac{1}{2} \sum_{i \in X} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{a}_{\theta}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}}+\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}}\right] \\
\hdashline \mathbf{0}
\end{array}\right] \\
& =\left[\begin{array}{c}
\sum_{i \in X} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathrm{x}}\right] \\
\hdashline \mathbf{0}
\end{array}\right] \tag{M.7}
\end{align*}
$$

Hence, the use of Eqs. (M.2) and (M.7) in Eq. (M.1) yields

$$
\begin{align*}
\hat{\mathbf{z}}_{k+1 \mid k} & =\left[\begin{array}{c}
\hat{\mathbf{x}}_{k+1 \mid k} \\
-\hat{\boldsymbol{\theta}}_{k+1 \mid k}
\end{array}\right] \\
& =\left[\begin{array}{c}
\mathbf{A}_{k}\left(\boldsymbol{\theta}_{o, k}\right) \hat{\mathbf{x}}_{k \mid k}+\mathbf{B}_{k}\left(\boldsymbol{\theta}_{o, k}\right) \mathbf{u}_{k}^{\tau}+\mathbf{c}_{k}\left(\boldsymbol{\theta}_{o, k}\right)+\sum_{i \in X} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}}\right] \\
\hdashline--
\end{array}\right] \tag{M.8}
\end{align*}
$$

and since $\hat{\boldsymbol{\theta}}$ does not differ from $\boldsymbol{\theta}_{o}$, we need to use only the top half of Eq. (M.8); i.e.,

$$
\begin{equation*}
\hat{\mathbf{x}}_{k+1 \mid k}=\mathbf{A}_{k}\left(\boldsymbol{\theta}_{o k}\right) \hat{\mathbf{x}}_{k \mid k}+\mathbf{B}_{k}\left(\boldsymbol{\theta}_{o k}\right) \mathbf{u}_{k}^{\tau}+\mathbf{c}_{k}\left(\boldsymbol{\theta}_{o k}\right)+\sum_{i \in X} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{a}_{\boldsymbol{\theta}}^{i} \Sigma_{k \mid k}^{\theta_{\mathbf{x}}}\right] \tag{M.9}
\end{equation*}
$$

Next Eq. (9.78) can be used to project the variance one step ahead

$$
\begin{align*}
& \boldsymbol{\Sigma}_{k+1 \mid k}=\mathbf{f}_{\mathbf{z}} \boldsymbol{\Sigma}_{k \mid k} \mathbf{f}_{\mathbf{z}}^{\prime}+\mathbf{Q}_{k}^{\mathbf{z}}+\frac{1}{2} \sum_{i} \sum_{j} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left[\mathbf{f}_{\mathbf{z z}}^{i} \boldsymbol{\Sigma}_{k \mid k} \mathbf{f}_{\mathbf{z z}}^{j} \boldsymbol{\Sigma}_{k \mid k}\right]  \tag{M.10}\\
& \boldsymbol{\Sigma}_{k+1 \mid k}=\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{x}}^{\mathbf{x}} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{f}_{\mathbf{x}}^{\theta} & \mathbf{f}_{\boldsymbol{\theta}}^{\theta}
\end{array}\right]_{k}\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{x}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{x} \mathbf{x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k \mid k}\left[\begin{array}{c:c}
\mathbf{f}^{\mathbf{x}} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{f}_{\mathbf{x}}^{\theta} & \mathbf{f}_{\theta}^{\theta}
\end{array}\right]_{k}^{\prime}+\left[\begin{array}{c:c}
\mathbf{Q}_{k} & \mathbf{0} \\
\hdashline \mathbf{0} & \boldsymbol{\Gamma}_{k}
\end{array}\right] \\
& +\frac{1}{2} \sum_{i \in I} \sum_{j \in I} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left(\left[\begin{array}{c:c}
\mathbf{f}_{\mathbf{x x}}^{i} & \mathbf{f}^{i} \\
\hdashline \mathbf{f}_{\boldsymbol{\theta} \mathbf{x}}^{i} & \mathbf{f}_{\boldsymbol{\theta} \boldsymbol{\theta}}^{i}
\end{array}\right]\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k \mid k}\right. \\
& \left.\times\left[\begin{array}{c:c}
\mathbf{f}^{j \mathrm{x}} & \mathbf{f}_{\mathrm{x} \theta}^{j} \\
\hdashline \mathbf{f}_{\boldsymbol{\theta} \mathbf{x}}^{j} & \mathbf{f}_{\boldsymbol{\theta} \boldsymbol{\theta}}^{j}
\end{array}\right]\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k \mid k}\right) \tag{M.11}
\end{align*}
$$

And since

$$
\mathbf{f}^{\mathbf{x}}=\mathbf{A}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{x}_{k}+\mathbf{B}_{k}\left(\boldsymbol{\theta}_{k}\right) \mathbf{u}_{k}^{\tau}+\mathbf{c}_{k}\left(\boldsymbol{\theta}_{k}\right) \quad \mathbf{f}^{\boldsymbol{\theta}}=\mathbf{D}_{k} \boldsymbol{\theta}_{k}
$$

so we have

$$
\mathbf{f}_{\mathbf{x}}^{\mathbf{x}}=\mathbf{A}_{k}\left(\boldsymbol{\theta}_{k}\right)
$$

and (see Appendix L)

$$
\begin{equation*}
\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}=\sum_{i} \mathbf{e}_{i} \hat{\mathbf{x}}_{k \mid k}^{\prime} \mathbf{a}_{\boldsymbol{\theta}}^{i}+\sum_{i} \mathbf{e}_{i}\left(\mathbf{u}_{k}^{\tau}\right)^{\prime} \mathbf{b}_{\boldsymbol{\theta}}^{i}+\sum_{i} \mathbf{e}_{i} \mathbf{c}_{\boldsymbol{\theta}}^{i} \quad \mathbf{f}_{\mathbf{x}}^{\boldsymbol{\theta}}=\mathbf{0} \quad \mathbf{f}_{\boldsymbol{\theta}}^{\boldsymbol{\theta}}=\mathbf{D}_{k} \tag{M.12}
\end{equation*}
$$

Substitution of Eqs. (M.3), (M.4), and (M.12) into Eq. (M.11) yields

$$
\begin{align*}
\boldsymbol{\Sigma}_{k+1 \mid k}= & {\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{f}_{\boldsymbol{x}}^{\mathbf{x}} \\
\hdashline \mathbf{0} & \mathbf{D}
\end{array}\right]_{k}\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \theta} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k \mid k}\left[\begin{array}{c:c}
\mathbf{A}^{\prime} & \mathbf{0} \\
\hdashline \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}} & \mathbf{D}^{\prime}
\end{array}\right]_{k} } \\
& +\left[\begin{array}{c:c}
\mathbf{Q} & \mathbf{0} \\
\hdashline \mathbf{0} & \boldsymbol{\Gamma}
\end{array}\right]_{k}+\left[\begin{array}{c:c}
\mathbb{A} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right] \tag{M.13}
\end{align*}
$$

where 1

$$
\begin{aligned}
\mathbb{A}= & \frac{1}{2} \sum_{i \in X} \sum_{j \in X} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr} \\
& \left\{\left[\begin{array}{c:c}
0 & \mathbf{a}_{\theta}^{i} \\
\hdashline\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} & 0
\end{array}\right]\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathrm{x} \theta} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \theta}
\end{array}\right]\left[\begin{array}{c:c}
\mathbf{0} & \mathbf{a}_{\theta}^{j} \\
\hdashline\left(\mathbf{a}_{\boldsymbol{\theta}}^{j}\right)^{\prime} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathrm{x} \theta} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \theta}
\end{array}\right]\right\}
\end{aligned}
$$

[^50]Then

$$
\begin{align*}
\boldsymbol{\Sigma}_{k+1 \mid k}= & {\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{f}_{\theta}^{\mathbf{x}} \\
\hdashline \mathbf{0} & \mathbf{D}
\end{array}\right]_{k}\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} \mathbf{A}^{\prime}+\boldsymbol{\Sigma}^{\mathbf{x} \theta}\left(\mathbf{f}_{\theta}^{\mathrm{x}}\right)^{\prime} & \boldsymbol{\Sigma}^{\mathrm{x} \theta} \mathbf{D}^{\prime} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta x}} \mathbf{A}^{\prime}+\boldsymbol{\Sigma}^{\boldsymbol{\theta} \theta}\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} & \boldsymbol{\Sigma}^{\theta \theta} \mathbf{D}^{\prime}
\end{array}\right] } \\
& +\left[\begin{array}{c:c}
\mathbf{Q} & 0 \\
\hdashline \mathbf{0} & \Gamma
\end{array}\right]_{k}+\left[\begin{array}{c:c}
\mathbb{B} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right] \tag{M.14}
\end{align*}
$$

where

$$
\mathbb{B}=\frac{1}{2} \sum_{i \in X} \sum_{j \in X} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left[\begin{array}{c:c}
\mathbf{a}_{\theta}^{i} \boldsymbol{\Sigma}^{\theta \mathbf{x}} & \mathbf{a}_{\theta}^{i} \boldsymbol{\Sigma}^{\theta \theta} \\
\hdashline\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x x}} & \left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x} \theta}
\end{array}\right]\left[\begin{array}{c:c}
\mathbf{a}_{\theta}^{j} \boldsymbol{\Sigma}^{\theta \mathbf{x}} & \mathbf{a}_{\theta}^{j} \boldsymbol{\Sigma}^{\theta \theta} \\
\hdashline\left(\mathbf{a}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x x}} & \left(\mathbf{a}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x \theta}}
\end{array}\right]
$$

Then

$$
\begin{align*}
& \boldsymbol{\Sigma}_{k+1 \mid k}=\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \theta} \\
\hdashline \boldsymbol{\Sigma}^{\theta \mathbf{x}} & \boldsymbol{\Sigma}^{\theta \theta}
\end{array}\right]_{k+1 \mid k}= \\
& {\left[\begin{array}{c:c}
\mathbf{A} \boldsymbol{\Sigma}^{\mathbf{x x}} \mathbf{A}^{\prime}+\mathbf{A} \boldsymbol{\Sigma}^{\mathbf{x} \theta}\left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime}+\mathbf{f}_{\theta}^{\mathbf{x}} \boldsymbol{\Sigma}^{\theta \mathbf{x}} \mathbf{A}^{\prime}+\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}} \boldsymbol{\Sigma}^{\theta \theta}\left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime} & \mathbf{A} \boldsymbol{\Sigma}^{\mathbf{x} \theta} \mathbf{D}^{\prime}+\mathbf{f}_{\theta}^{\mathbf{x}} \boldsymbol{\Sigma}^{\theta \theta} \mathbf{D}^{\prime} \\
\hdashline \mathbf{D} \boldsymbol{\Sigma}^{\theta \mathbf{x}} \mathbf{A}^{\prime}+\mathbf{D} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \theta}\left(\mathbf{f}_{\theta}^{\mathbf{x}}\right)^{\prime} & \mathbf{D} \boldsymbol{\Sigma}^{\theta \theta} \mathbf{D}^{\prime}
\end{array}\right]} \\
& +\left[\begin{array}{c:c}
\mathbf{Q} & 0 \\
\hdashline \mathbf{0} & \boldsymbol{\Gamma}
\end{array}\right]_{k}+\left[\begin{array}{c:c}
\mathbb{C} & 0 \\
\hdashline \mathbf{0} & \mathbf{0}
\end{array}\right] \tag{M.15}
\end{align*}
$$

where

$$
\begin{aligned}
\mathbb{C}= & \frac{1}{2} \sum_{i \in X} \sum_{j \in X} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left[\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} \mathbf{a}_{\boldsymbol{\theta}}^{j} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}}+\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}\left(\mathbf{a}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x x}}\right. \\
& \left.+\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x x}} \mathbf{a}_{\boldsymbol{\theta}}^{j} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}+\left(\mathbf{a}_{\boldsymbol{\theta}}^{i}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}}\left(\mathbf{a}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}}\right]
\end{aligned}
$$

Then the component matrices of Eq. (M.15) can be rewritten as

$$
\begin{align*}
\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}= & \mathbf{A}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\mathbf{x x}} \mathbf{A}_{k}^{\prime}+\mathbf{A}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\mathbf{x} \boldsymbol{\theta}}\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime}+\mathbf{f}_{\boldsymbol{\theta} k}^{\mathbf{x}} \boldsymbol{\Sigma}_{k \mid k}^{\theta \mathbf{x}} \mathbf{A}_{k}^{\prime}+\mathbf{f}_{\boldsymbol{\theta} k}^{\mathbf{x}} \boldsymbol{\Sigma}_{k \mid k}^{\boldsymbol{\theta}}\left(\mathbf{f}_{\boldsymbol{\theta} k}^{\mathbf{x}}\right)^{\prime}+\mathbf{Q}_{k} \\
& +\sum_{i \in X} \sum_{j \in X} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left(\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}_{k \mid k}^{\boldsymbol{\theta} \mathbf{a}} \mathbf{a}_{\boldsymbol{\theta}}^{j} \boldsymbol{\Sigma}_{k \mid k}^{\boldsymbol{x}_{\mathrm{x}}}+\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta}\left(\mathbf{a}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}_{k \mid k}^{\mathbf{x}}\right.  \tag{M.16}\\
\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x} \boldsymbol{\theta}}= & \left(\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}}\right)^{\prime}=\mathbf{A}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}_{k}^{\prime}+\mathbf{f}_{\boldsymbol{\theta} k}^{\mathbf{x}} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta} \mathbf{D}_{k}^{\prime} \tag{M.17}
\end{align*}
$$

or

$$
\begin{align*}
\Sigma_{k+1 \mid k}^{\theta \mathbf{x}} & =\mathbf{D}_{k} \Sigma_{k \mid k}^{\theta \mathbf{x}} \mathbf{A}_{k}^{\prime}+\mathbf{D}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta}\left(\mathbf{f}_{\theta k}^{\mathbf{x}}\right)^{\prime}  \tag{M.18}\\
\Sigma_{k+1 \mid k}^{\theta \theta} & =\mathbf{D}_{k} \Sigma_{k \mid k}^{\theta \theta} \mathbf{D}_{k}^{\prime}+\boldsymbol{\Gamma}_{k} \tag{M.19}
\end{align*}
$$

## Appendix $\mathbf{N}$

## Updating the Augmented State Vector

Begin with the augmented equation like Eq. (9.86)

$$
\begin{equation*}
\hat{\mathbf{z}}_{k+1 \mid k+1}=\hat{\mathbf{z}}_{k+1 \mid k}+\mathbf{V}_{k+1}\left[\mathbf{y}_{k+1}-\mathbf{h}_{\mathbf{z}, k+1} \hat{\mathbf{z}}_{k+1 \mid k}\right] \tag{N.1}
\end{equation*}
$$

and write it in augmented form as

$$
\left[\begin{array}{c}
\hat{\mathbf{x}}  \tag{N.2}\\
\hat{\boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k+1}=\left[\begin{array}{c}
\hat{\mathbf{x}} \\
\hat{\boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k}+\mathbf{V}_{k+1}\left[\mathbf{y}_{k+1}-\left[\mathbf{h}_{\mathbf{x}, k+1}, \mathbf{h}_{\boldsymbol{\theta}, k+1}\right]\left[\begin{array}{c}
\hat{\mathbf{x}} \\
\hat{\boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k}\right]
$$

where, from Eq. (K.6), for the case in which noisy measurements of $x$ alone are available,

$$
\begin{equation*}
\mathbf{h}_{\mathbf{x}, k+1}=\mathbf{H}_{k+1}\left(\hat{\boldsymbol{\theta}}_{k+1 \mid k}\right) \quad \mathbf{h}_{\boldsymbol{\theta}, k+1}=\sum_{i} \mathbf{e}^{i} \hat{\mathbf{x}}_{k+1 \mid k}^{\prime} \mathbf{H}_{\boldsymbol{\theta}, k+1}^{i} \tag{N.3}
\end{equation*}
$$

For the case in which $\mathbf{h}$ and $\mathbf{H}$ are not functions of $\boldsymbol{\theta}$, Eq. (N.3) can be rewritten as

$$
\begin{equation*}
\mathbf{h}_{\mathbf{x}, k+1}=\mathbf{H}_{k+1} \quad \mathbf{h}_{\boldsymbol{\theta}, k+1}=\mathbf{0} \tag{N.4}
\end{equation*}
$$

Substitution of Eq. ( $\overline{\mathbf{N} .3)}$, ( $\mathbf{N} .4)$, and ( (K.14) into Eq. (N.2) yields

$$
\left[\begin{array}{c}
\hat{\mathbf{x}}  \tag{N.5}\\
\hat{\boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k+1}=\left[\begin{array}{c}
\hat{\mathbf{x}} \\
\hat{\boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k}+\left[\begin{array}{c}
\boldsymbol{\Sigma}_{k+1]}^{\mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \\
\hdashline \boldsymbol{\Sigma}_{k+1 \mid k}^{\boldsymbol{\theta} \mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1}
\end{array}\right]\left[\mathbf{y}_{k+1}-\mathbf{H}_{k+1} \hat{\mathbf{x}}_{k+1 \mid k}\right]
$$

where, from Eq. (K.15),

$$
\begin{equation*}
\mathbf{S}_{k+1}=\mathbf{H}_{k+1} \Sigma_{k+1 \mid k}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime}+\mathbf{R}_{k+1} \tag{N.6}
\end{equation*}
$$

Then Eq. (N.5) can be rewritten

$$
\begin{equation*}
\hat{\mathbf{x}}_{k+1 \mid k+1}=\hat{\mathbf{x}}_{k+1 \mid k}+\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1}\left[\mathbf{y}_{k+1}-\mathbf{H}_{k+1} \hat{\mathbf{x}}_{k+1 \mid k}\right] \tag{N.7}
\end{equation*}
$$

and

$$
\hat{\boldsymbol{\theta}}_{k+1 \mid k+1}=\hat{\boldsymbol{\theta}}_{k+1 \mid k}+\boldsymbol{\Sigma}_{k+1 \mid k}^{\boldsymbol{\theta} \mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1}\left[\mathbf{y}_{k+1}-\mathbf{H}_{k+1} \hat{\mathbf{x}}_{k+1 \mid k}\right]
$$

## Appendix 0

## The Sequential Certainty-Equivalence Method

Repeat the following calculations for each time period beginning with $k=0$.
Step 1. Generate the random vectors for the system noise $\mathbf{v}_{k}$ and the measurement noise $\mathbf{w}_{k+1}$.
Step 2. Solve the certainty-equivalence problem from period $k$ to period $N$ and set $\mathbf{u}_{k}^{\tau}=\mathbf{u}_{k}^{\mathrm{CE}}$, as given by Eq. (10.30).
Step 3. Obtain the actual value of the state vector with

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A} \mathbf{x}_{k}+\mathbf{B u} \mathbf{u}_{k}^{\tau}+\mathbf{c}_{k}+\mathbf{v}_{k} \tag{O.1}
\end{equation*}
$$

and the actual value of the measurement vector with

$$
\begin{equation*}
\mathbf{y}_{k+1}=\mathbf{H}_{k+1} \mathbf{x}_{k+1}+\mathbf{w}_{k+1} \tag{O.2}
\end{equation*}
$$

Step 4. Get $\hat{\mathbf{x}}_{k+1 \mid k}$ and $\hat{\boldsymbol{\theta}}_{k+1 \mid k}$ by using Eqs. (M.8) and M.9)

$$
\begin{equation*}
\hat{\mathbf{x}}_{k+1 \mid k}=\mathbf{A}_{k}\left(\hat{\boldsymbol{\theta}}_{k \mid k}\right) \hat{\mathbf{x}}_{k \mid k}+\mathbf{B}_{k}\left(\hat{\boldsymbol{\theta}}_{k \mid k}\right) \mathbf{u}_{k}^{\tau}+\mathbf{c}_{k}\left(\hat{\boldsymbol{\theta}}_{k \mid k}\right)+\sum_{i \in X} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}_{k \mid k}^{\boldsymbol{\theta} \mathbf{x}}\right] \tag{O.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{k+1 \mid k}=\mathbf{D}_{k} \boldsymbol{\theta}_{k \mid k} \tag{0.4}
\end{equation*}
$$

Step 5. Get $\Sigma_{k+1 \mid k}$ by using Eqs. (M.16) to (M.19)

$$
\Sigma_{k+1 \mid k}^{\mathbf{x x}}=\mathbf{A}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\mathbf{x} \times} \mathbf{A}_{k}^{\prime}+\mathbf{A}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\mathbf{x} \theta}\left(\mathbf{f}_{\theta k}^{\mathbf{x}}\right)^{\prime}+\mathbf{f}_{\theta k}^{\mathbf{x}} \boldsymbol{\Sigma}_{k \mid k}^{\theta \mathbf{x}} \mathbf{A}_{k}
$$

$$
\begin{align*}
& +\mathbf{f}_{\theta k}^{\mathbf{x}} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta}\left(\mathbf{f}_{\theta k}^{\mathbf{x}}\right)^{\prime}+\mathbf{Q}_{k} \\
& +\sum_{i \in X} \sum_{j \in X} \mathbf{e}^{i}\left(\mathbf{e}^{j}\right)^{\prime} \operatorname{tr}\left(\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}_{k \mid k}^{\theta \mathbf{x}} \mathbf{a}_{\boldsymbol{\theta}}^{j} \boldsymbol{\Sigma}_{k \mid k}^{\theta \mathrm{x}}+\mathbf{a}_{\boldsymbol{\theta}}^{i} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta}\left(\mathbf{a}_{\boldsymbol{\theta}}^{j}\right)^{\prime} \boldsymbol{\Sigma}_{k \mid k}^{\mathrm{xx}}\right)  \tag{0.5}\\
\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}}= & \mathbf{D}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\theta \mathbf{x}} \mathbf{A}_{k}^{\prime}+\mathbf{D}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta}\left(\mathbf{f}_{\theta k}^{\mathbf{x}}\right)^{\prime}  \tag{0.6}\\
\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \theta}= & \mathbf{D}_{k} \boldsymbol{\Sigma}_{k \mid k}^{\theta \theta} \mathbf{D}_{k}^{\prime}+\mathbf{\Gamma}_{k} \tag{0.7}
\end{align*}
$$

Step 6. For the case in which $\mathbf{H}$ is not a function of $\boldsymbol{\theta}$ use Eqs. (K.17) to (K.19) to get $\boldsymbol{\Sigma}_{k+1 \mid k+1}$

$$
\begin{align*}
\Sigma_{k+1 \mid k+1}^{\mathrm{xx}} & =\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}-\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathrm{xx}}  \tag{0.8}\\
\boldsymbol{\Sigma}_{k+1 \mid k+1}^{\theta \mathbf{x}} & =\left(\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathrm{x} \theta}\right)^{\prime}=\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}}-\boldsymbol{\Sigma}_{k+1 \mid k}^{\boldsymbol{\theta}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}  \tag{0.9}\\
\boldsymbol{\Sigma}_{k+1 \mid k+1}^{\theta \theta} & =\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \theta}-\boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1} \mathbf{H}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x} \theta} \tag{O.10}
\end{align*}
$$

Step 7. Update the means $\hat{\mathbf{x}}_{k+1 \mid k+1}$ and $\hat{\boldsymbol{\theta}}_{k+1 \mid k+1}$ by using Eqs. (N.7) and (N.8)

$$
\begin{equation*}
\hat{\mathbf{x}}_{k+1 \mid k+1}=\hat{\mathbf{x}}_{k+1 \mid k}+\boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1}\left[\mathbf{y}_{k+1}-\mathbf{H}_{k+1} \hat{\mathbf{x}}_{k+1 \mid k}\right] \tag{0.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{k+1 \mid k+1}=\hat{\boldsymbol{\theta}}_{k+1 \mid k}+\boldsymbol{\Sigma}_{k+1 \mid k}^{\boldsymbol{\theta} \mathbf{x}} \mathbf{H}_{k+1}^{\prime} \mathbf{S}_{k+1}^{-1}\left[\mathbf{y}_{k+1}-\mathbf{H}_{k+1} \hat{\mathbf{x}}_{k+1 \mid k}\right] \tag{0.12}
\end{equation*}
$$

Step 8. Set $k=k+1$ and get the new $\hat{\mathbf{x}}_{k \mid k}, \hat{\boldsymbol{\theta}}_{k \mid k}$, and $\boldsymbol{\Sigma}_{k \mid k}$ from the old $\hat{\mathbf{x}}_{k+1 \mid k+1}$, $\hat{\boldsymbol{\theta}}_{k+1 \mid k+1}$, and $\boldsymbol{\Sigma}_{k+1 \mid k+1}$. Then repeat steps 1 through 8 .

Store the control value $\mathbf{u}_{k}^{\tau}$ at each step since it is the optimal control for the sequential certainty-equivalence method. ${ }^{11}$

[^51]
## Appendix P

## The Reestimation Method

In this method the econometric model is reestimated each time period with the assumption of perfect measurement of the state vector. Then the certaintyequivalence path is calculated, and the control for the next period only is applied. After the period the model is reestimated and the process continues.

The steps are to repeat the following calculations for each time period beginning with $k=0$ :

1. Generate the random vectors for the system noise $\mathbf{v}_{k}$ and the measurement noise $\mathbf{w}_{k+1}$.
2. Solve the certainty-equivalence problem from period $k$ to period $N$ and set $\mathbf{u}_{k}^{\tau}=\mathbf{u}_{k}^{\mathrm{CE}}$, as given by Eq. (10.30).
3. Obtain the actual value of the state vector with

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A} \mathbf{x}_{k}+\mathbf{B} \mathbf{u}_{k}^{\tau}+\mathbf{c}+\mathbf{v}_{k} \tag{P.1}
\end{equation*}
$$

and the actual value of the measurement vector with

$$
\begin{equation*}
\mathbf{y}_{k+1}=\mathbf{x}_{k+1}+\mathbf{w}_{k+1} \tag{P.2}
\end{equation*}
$$

(assuming that $\mathbf{H}=\mathbf{I}$ ).
4. Set

$$
\hat{\mathbf{x}}_{k+1 \mid k+1}=\mathbf{y}_{k+1}
$$

and estimate $\hat{\boldsymbol{\theta}}_{k+1 \mid k+1}$ by using ordinary least squares on the reduced form or two-stage least squares on the structural form as appropriate.
5. Set

$$
\Sigma_{k+1 \mid k+1}^{\mathbf{x x}}=\mathbf{0} \quad \boldsymbol{\Sigma}_{k+1 \mid k+1}^{\theta \mathbf{x}}=\mathbf{0}
$$

and obtain $\Sigma_{k+1 \mid k+1}^{\theta \theta}$ from the estimation method used in step 4.
6. Set $k=k+1$ and get the new $\hat{\mathbf{x}}_{k \mid k}, \hat{\boldsymbol{\theta}}_{k \mid k}$, and $\boldsymbol{\Sigma}_{k \mid k}$ from the old $\hat{\mathbf{x}}_{k+1 \mid k+1}$, $\hat{\boldsymbol{\theta}}_{k+1 \mid k+1}$, and $\boldsymbol{\Sigma}_{k+1 \mid k+1}$, respectively. Store $\mathbf{u}_{k}^{\tau}$ as $\mathbf{u}_{k}^{\mathrm{RE}}$ since it is the reestimation-method control value. Then repeat steps 1 through 6.

## Appendix Q

## Deterministic, Cautionary, and Probing Components of the Cost-to-Go

In this appendix the deterministic, cautionary, and probing components of the approximate cost-to-go are derived.

Begin with the deterministic component in Eq. (10.44), that is, Eq. (10.46)

$$
\begin{equation*}
J_{D, N-k}=\omega_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)+C_{o, k+1}+\gamma_{k+1} \tag{Q.1}
\end{equation*}
$$

Recalling that $C_{o, k+1}$ is the deterministic cost-to-go along the nominal path [Eq. (9.17)] and using the fact that $\gamma=0$ (from Appendix (J), we can write the general form of this component as

$$
\begin{equation*}
J_{D, N-k}=\omega_{k}\left(\mathbf{z}_{k}, \mathbf{u}_{k}\right)+\phi_{k}\left(\mathbf{u}_{k}\right)+L_{N}\left(\mathbf{x}_{o, N}\right)+\sum_{j=k+1}^{N-1} L_{j}\left(\mathbf{x}_{o, j}, \mathbf{u}_{o, j}\right) \tag{Q.2}
\end{equation*}
$$

For the linear problem at hand one can use Eqs. (10.2) to (10.6) in Eq. (Q.2) to obtain

$$
\begin{align*}
J_{D, N-k}= & {\left[\mathbf{x}_{k}-\tilde{\mathbf{x}}_{k}\right]^{\prime} \mathbf{F}_{k}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]+\frac{1}{2}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right]^{\prime} \boldsymbol{\Lambda}\left[\mathbf{u}_{k}-\tilde{\mathbf{u}}_{k}\right] } \\
& +\frac{1}{2}\left[\mathbf{x}_{o, N}-\tilde{\mathbf{x}}_{N}\right]^{\prime} \mathbf{W}_{N}\left[\mathbf{x}_{o, N}-\tilde{\mathbf{x}}_{N}\right]+\sum_{j=k+1}^{N-1}\left(\frac{1}{2}\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{j}\right]^{\prime} \mathbf{W}_{j}\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{j}\right]\right. \\
& \left.+\left[\mathbf{x}_{o, j}-\tilde{\mathbf{x}}_{o, j}\right]^{\prime} \mathbf{F}_{j}\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]+\frac{1}{2}\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]^{\prime} \boldsymbol{\Lambda}_{j}\left[\mathbf{u}_{o, j}-\tilde{\mathbf{u}}_{j}\right]\right) \tag{Q.3}
\end{align*}
$$

This expression then provides the deterministic component of the cost-to-go.

Next consider the cautionary term from Eq. (10.47)

$$
\begin{equation*}
J_{C, N-k}=\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}\right]+\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathbf{K}_{j+1} \mathbf{Q}_{j}^{\mathbf{z}}\right] \tag{Q.4}
\end{equation*}
$$

Begin with only the first term in this expression,

$$
\begin{align*}
\operatorname{tr}\left[\mathbf{K}_{k+1} \boldsymbol{\Sigma}_{k+1 \mid k}\right]= & \operatorname{tr}\left(\left[\begin{array}{l:l}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k+1}\left[\begin{array}{c:c}
\boldsymbol{\Sigma}^{\mathbf{x x}} & \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}} \\
\hdashline \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}} & \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{k+1 \mid k}\right) \\
= & \operatorname{tr}\left(\mathbf{K}^{\mathbf{x x}} \boldsymbol{\Sigma}^{\mathbf{x x}}+\mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \mathbf{x}}\right)+\operatorname{tr}\left(\mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} \boldsymbol{\Sigma}^{\mathbf{x} \boldsymbol{\theta}}+\mathbf{K}^{\boldsymbol{\theta} \boldsymbol{\theta}} \boldsymbol{\Sigma}^{\boldsymbol{\theta} \boldsymbol{\theta}}\right) \\
= & \operatorname{tr}\left(\mathbf{K}_{k+1}^{\left.\mathbf{x x} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}\right)+2 \operatorname{tr}\left(\mathbf{K}_{k+1}^{\boldsymbol{\theta} \mathbf{x}} \boldsymbol{\Sigma}_{k+1 \mid k}^{\boldsymbol{\theta} \mathbf{x}}\right)}\right. \\
& +\operatorname{tr}\left(\mathbf{K}_{k+1}^{\boldsymbol{\theta} \boldsymbol{\theta}} \boldsymbol{\Sigma}_{k+1 \mid k}^{\boldsymbol{\theta}}\right) \tag{Q.5}
\end{align*}
$$

Similarly the second term in Eq. Q.4) can be written as

$$
\left.\operatorname{tr}\left(\mathbf{K}_{j+1} \mathbf{Q}_{j}^{\mathbf{z}}\right)=\operatorname{tr}\left(\begin{array}{l:l}
\mathbf{K}^{\mathbf{x x}} & \mathbf{K}^{\mathbf{x} \boldsymbol{\theta}}  \tag{Q.6}\\
\hdashline \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}} & \mathbf{K}^{\boldsymbol{\theta} \boldsymbol{\theta}}
\end{array}\right]_{j+1}\left[\begin{array}{c:c}
\mathbf{Q}_{j} & \mathbf{0} \\
\hdashline \mathbf{0} & \boldsymbol{\Gamma}_{j}
\end{array}\right]\right)
$$

This expression uses the assumptions in Eq. (10.10) about the covariance of the system-equation noise terms. From Eq. (Q.6) one obtains

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{K}_{j+1} \mathbf{Q}_{j}^{\mathbf{z}}\right)=\operatorname{tr}\left(\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{Q}_{j}\right)+\operatorname{tr}\left(\mathbf{K}_{j+1}^{\theta \theta} \boldsymbol{\Gamma}_{j}\right) \tag{Q.7}
\end{equation*}
$$

Substitution of Eqs. (Q.5) and (Q.7) into (Q.4) yields

$$
\begin{align*}
J_{C, N-k}= & \frac{1}{2} \operatorname{tr}\left(\mathbf{K}_{k+1}^{\mathbf{x x}} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x x}}\right)+\operatorname{tr}\left(\mathbf{K}_{k+1}^{\theta \mathbf{x}} \boldsymbol{\Sigma}_{k+1 \mid k}^{\mathbf{x} \boldsymbol{\theta}}\right)+\frac{1}{2} \operatorname{tr}\left(\mathbf{K}_{k+1}^{\theta \theta} \boldsymbol{\Sigma}_{k+1 \mid k}^{\theta \theta}\right) \\
& +\frac{1}{2} \sum_{j=k+1}^{N-1}\left[\operatorname{tr}\left(\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{Q}_{j}\right)+\operatorname{tr}\left(\mathbf{K}_{j+1}^{\boldsymbol{\theta} \boldsymbol{\theta}} \boldsymbol{\Gamma}_{j}\right)\right] \tag{Q.8}
\end{align*}
$$

which is the cautionary component.
It remains only to evaluate the probing component Eq. (10.48)

$$
\begin{equation*}
J_{P, N-k}=\frac{1}{2} \sum_{j=k+1}^{N-1} \operatorname{tr}\left[\mathcal{A}_{\mathbf{z}, j} \boldsymbol{\Sigma}_{j \mid j}\right] \tag{Q.9}
\end{equation*}
$$

From Eq. 9.37)

$$
\begin{equation*}
\mathcal{A}_{\mathbf{z z}, j}=\mathcal{H}_{\mathbf{u z}, j}^{\prime} \mathcal{H}_{\mathbf{u u}, j}^{-1} \mathcal{H}_{\mathbf{u z}, j} \tag{Q.10}
\end{equation*}
$$

For the quadratic linear problem at hand, use Eqs. (H.44) and (H.45) to rewrite Eq. Q.10 as

$$
\begin{align*}
\mathcal{A}_{\mathrm{zz}}= & {\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}: \mathbf{B}^{\prime}\left[\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]+\sum_{i} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right]^{\prime}\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}+\mathbf{\Lambda}\right]^{-1} } \\
& \times\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}: \mathbf{B}^{\prime}\left[\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \theta} \mathbf{D}\right]+\sum_{i} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right] \tag{Q.11}
\end{align*}
$$

and

$$
\mathcal{A}_{\mathrm{zz}}=\left[\begin{array}{c:c}
\mathbb{A} & \mathbb{B}  \tag{Q.12}\\
\hdashline \mathbb{C} & \mathbb{D}
\end{array}\right]
$$

where

$$
\begin{aligned}
& \mathbb{A}=\left[\mathbf{A}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}+\mathbf{F}\right] \boldsymbol{\mu}\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}\right] \\
& \mathbb{B}=\left[\mathbf{A}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{B}+\mathbf{F}^{\prime}\right]^{\prime} \boldsymbol{\mu}\left[\mathbf{B}^{\prime}\left[\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]+\sum_{i} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right] \\
& \mathbb{C}=\left[\left[\mathbf{D}^{\prime} \mathbf{K}^{\boldsymbol{\theta} \mathbf{x}}+\mathbf{f}_{\theta}^{\mathbf{x} \prime} \mathbf{K}^{\mathbf{x x}}\right] \mathbf{B}+\left[\sum_{i} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right]^{\prime}\right] \boldsymbol{\mu}\left[\mathbf{B}^{\prime} \mathbf{K}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\mathbf{x}}\right]
\end{aligned}
$$

and

$$
\mathbb{D}=\left[\left(\mathbf{D}^{\prime} \mathbf{K}^{\theta \mathbf{x}}+\mathbf{f}_{\theta}^{\mathrm{x} /} \mathbf{K}^{\mathbf{x x}}\right) \mathbf{B}+\left(\sum_{i} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right)^{\prime}\right] \boldsymbol{\mu}\left[\mathbf{B}^{\prime}\left(\mathbf{K}^{\mathbf{x x}} \mathbf{f}_{\theta}^{\mathbf{x}}+\mathbf{K}^{\mathbf{x} \theta} \mathbf{D}\right)+\sum_{i} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right]
$$

From Eqs. (Q.9) and Q.12) we can then determine the probing term

$$
\begin{align*}
J_{P, N-k}= & \frac{1}{2} \sum_{j=k+1}^{N-1}\left\{\operatorname{tr}\left(\left[\mathbf{A}^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{B}+\mathbf{F}\right] \boldsymbol{\mu}_{j}\left[\mathbf{B}^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}\right] \boldsymbol{\Sigma}_{j \mid j}^{\mathbf{x x}}\right)\right. \\
& +2 \operatorname{tr}\left(\left[\mathbf{B}^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{A}+\mathbf{F}^{\prime}\right]^{\prime} \boldsymbol{\mu}_{j}\left[\mathbf{B}^{\prime}\left[\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\theta}^{i}\right] \boldsymbol{\Sigma}_{j \mid j}^{\boldsymbol{\theta} \mathbf{x}}\right) \\
& +\operatorname{tr}\left(\left[\left[\mathbf{D}^{\prime} \mathbf{K}_{j+1}^{\boldsymbol{\theta} \mathbf{x}}+\left(\mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}\right)^{\prime} \mathbf{K}_{j+1}^{\mathbf{x x}}\right] \mathbf{B}+\left[\sum_{i}^{\prime} \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right]\right] \boldsymbol{\mu}_{j}^{\prime}\right. \\
& \left.\left.\times\left[\mathbf{B}^{\prime}\left[\mathbf{K}_{j+1}^{\mathbf{x x}} \mathbf{f}_{\boldsymbol{\theta}}^{\mathbf{x}}+\mathbf{K}_{j+1}^{\mathbf{x} \boldsymbol{\theta}} \mathbf{D}\right]+\sum \mathbf{e}_{i}^{\prime} \mathbf{p}^{\mathbf{x}} \mathbf{b}_{\boldsymbol{\theta}}^{i}\right] \boldsymbol{\Sigma}_{j \mid j}^{\boldsymbol{\theta}}\right)\right\} \tag{Q.13}
\end{align*}
$$

## Appendix $R$

## The Measurement-Error Covariance

Following the work of Conrad (1977), the revisions of the national-income accounts were used to obtain an estimate of the covariance matrix of the noise term of the measurement equations. This was done by assuming that the latest revision available is the true value and that the difference between this and the initial estimate is the size of the measurement error.

Table R. 1 gives the first reported value of GC58, GPI58, and GNP58 and Table R.2 gives the latest revision used in this study (those published in the Survey of Current Business on or before the November 1968 issue).

The differences between these two series, of course, understates the magnitude of the true measurement errors. Worse still, they may provide misleading estimates of the true measurement errors since those series which have the largest true measurement errors may be the most difficult to revise and thus be the series that shows the least revision and therefore the smallest errors. So, the measurement errors shown in the revisions in Table R. 3 reflect lower bounds on the true measurement errors. As this kind of work proceeds, it will be useful to attempt to obtain independent information on the magnitudes of the measurement errors by making detailed studies on some elements of the time series.

A glance at Table R. 3 confirms that the revisions are serially correlated and have nonzero means. However, for purposes of this study, we have assumed that the measurement errors have zero means and are uncorrelated over time. For a study which exploits the information in the serial correlation and nonzero means of these statistics see Bar-Shalom and Wall (1978).

The covariance of these time series is given in Table R.4. This is the $3 \times 3$ matrix used for $\mathbf{R}$, the covariance of the measurement noise. There is a slight inconsistency in the components for GNP58 since the model actually uses GNP58 - GNET58, that is, GNP net of net exports. However, the magnitude of this inconsistency is small.

Table R.1: First reported values, billions of 1958 dollars

| Quarter | GC58 | GPI58 | GNP58 |
| ---: | :---: | ---: | :---: |
| 64-I | 364.5 | 83.8 | 567.1 |
| II | 369.8 | 85.2 | 575.9 |
| III | 377.3 | 86.0 | 582.6 |
| IV | 376.8 | 90.2 | 584.7 |
| 65-I | 385.9 | 94.7 | 597.5 |
| II | 390.2 | 93.0 | 601.4 |
| III | 396.7 | 92.9 | 609.7 |
| IV | 403.3 | 100.5 | 624.4 |
| 66-I | 409.9 | 100.9 | 633.6 |
| II | 412.2 | 106.3 | 643.5 |
| III | 418.3 | 102.5 | 649.3 |
| IV | 418.5 | 106.4 | 657.2 |
| 67-I | 422.0 | 95.7 | 656.7 |
| II | 430.6 | 91.3 | 664.7 |
| III | 431.5 | 96.4 | 672.0 |
| IV | 434.0 | 103.0 | 679.6 |

Table R.2: Latest revision, billions of 1958 dollars

| Quarter | GC58 | GPI58 | GNP58 |
| ---: | :---: | :---: | :---: |
| 64-I | 366.3 | 85.3 | 571.1 |
| II | 370.7 | 87.3 | 578.6 |
| III | 378.6 | 87.6 | 585.8 |
| IV | 379.3 | 90.8 | 588.5 |
| 65-I | 387.9 | 96.9 | 601.6 |
| II | 393.4 | 96.8 | 610.4 |
| III | 400.3 | 99.6 | 622.5 |
| IV | 409.2 | 103.4 | 636.6 |
| 66-I | 415.7 | 106.1 | 648.6 |
| II | 414.8 | 109.5 | 653.3 |
| III | 420.0 | 107.4 | 659.5 |
| IV | 420.6 | 112.3 | 667.1 |
| 67-I | 424.8 | 99.8 | 665.7 |
| II | 431.2 | 94.2 | 669.2 |
| III | 431.8 | 99.3 | 675.6 |
| IV | 434.1 | 104.7 | 681.8 |

Table R.3: Size of revisions, billions of 1958 dollars

| Quarter | GC58 | GPI58 | GNP58 |
| ---: | :---: | :---: | :---: |
| 64-I | -1.8 | -1.5 | -4.0 |
| II | -0.9 | -2.1 | -2.7 |
| III | -1.3 | -1.6 | -3.2 |
| IV | -2.5 | -0.6 | -3.8 |
| 65-I | -2.0 | -2.2 | -4.1 |
| II | -3.2 | -3.8 | -9.0 |
| III | -3.6 | -6.7 | -12.8 |
| IV | -5.9 | -2.9 | -12.2 |
| 66-I | -5.8 | -5.2 | -15.0 |
| II | -2.6 | -3.2 | -9.8 |
| III | -1.7 | -4.9 | -10.2 |
| IV | -2.1 | -5.9 | -9.9 |
| 67-I | -2.8 | -4.1 | -9.0 |
| II | -0.6 | -2.9 | -4.5 |
| III | -0.3 | -2.9 | -3.6 |
| IV | -0.1 | -1.7 | -2.2 |

Table R.4: Covariance of revisions

|  | GC58 | GPI58 | GNP58 |
| :--- | :---: | :---: | :---: |
| GC58 | 2.71 | 1.12 | 5.52 |
| GPI58 | 1.12 | 2.78 | 5.42 |
| GNP58 | 5.52 | 5.42 | 16.22 |

## Appendix S

## Data for Deterministic Problem

| Quarter | GC58 | GPI58 | YN | GNET58 | GGE58 |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 47-I | 203.4 | 51.3 | 293.3 | 13.1 | 38.6 |
| II | 207.0 | 48.9 | 295.7 | 13.3 | 39.8 |
| III | 207.4 | 48.6 | 296.6 | 13.0 | 40.7 |
| IV | 207.3 | 57.1 | 304.8 | 9.70 | 40.3 |
| 48-I | 208.5 | 59.8 | 309.4 | 7.70 | 41.1 |
| II | 210.7 | 60.9 | 317.1 | 5.80 | 45.5 |
| III | 211.1 | 61.3 | 320.2 | 5.60 | 47.8 |
| IV | 212.8 | 59.7 | 323.2 | 5.50 | 50.7 |
| 49-I | 213.2 | 52.3 | 316.7 | 7.80 | 51.3 |
| II | 216.3 | 45.0 | 315.0 | 7.50 | 53.8 |
| III | 216.8 | 48.6 | 319.6 | 6.50 | 54.2 |
| IV | 219.7 | 46.0 | 319.5 | 3.80 | 53.8 |
| 50-I | 223.5 | 59.1 | 336.0 | 3.60 | 53.4 |
| II | 227.6 | 66.3 | 345.1 | 3.40 | 51.3 |
| III | 238.8 | 70.8 | 361.3 | 1.50 | 51.7 |
| IV | 232.1 | 81.0 | 367.8 | 2.30 | 54.8 |
| 51-I | 236.0 | 71.7 | 372.1 | 2.70 | 64.4 |
| II | 230.0 | 75.1 | 376.7 | 4.80 | 71.7 |
| III | 232.0 | 70.0 | 381.9 | 6.80 | 79.9 |
| IV | 233.3 | 63.0 | 381.9 | 6.80 | 85.6 |


| Quarter | GC58 | GPI58 | YN | GNET58 | GGE58 |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 52-I | 233.7 | 63.8 | 385.4 | 6.00 | 87.8 |
| II | 238.1 | 56.0 | 385.8 | 3.80 | 91.7 |
| III | 239.1 | 58.6 | 392.3 | 1.60 | 94.6 |
| IV | 246.8 | 63.6 | 404.7 | .60 | 94.4 |
| 53-I | 250.1 | 63.4 | 411.1 | 1.00 | 97.7 |
| II | 251.5 | 64.2 | 415.6 | .80 | 99.9 |
| III | 251.1 | 61.5 | 412.6 | 1.10 | 100.0 |
| IV | 250.4 | 55.7 | 407.3 | 1.50 | 101.3 |
| 54-I | 250.8 | 56.3 | 401.1 | 1.80 | 94.1 |
| II | 253.3 | 57.0 | 399.1 | 3.00 | 88.8 |
| III | 256.9 | 59.8 | 403.9 | 3.30 | 87.2 |
| IV | 261.9 | 64.3 | 411.7 | 4.00 | 85.4 |
| 55-I | 267.6 | 70.8 | 423.9 | 4.10 | 85.5 |
| II | 273.0 | 75.5 | 432.7 | 2.70 | 84.2 |
| III | 276.3 | 76.9 | 439.0 | 3.10 | 85.8 |
| IV | 279.0 | 78.5 | 443.6 | 2.80 | 85.1 |
| 56-I | 279.8 | 75.5 | 440.4 | 3.20 | 85.2 |
| II | 280.3 | 74.5 | 440.6 | 5.00 | 85.8 |
| III | 280.8 | 74.0 | 439.2 | 5.30 | 84.3 |
| IV | 284.7 | 73.3 | 443.6 | 6.70 | 85.7 |
| 57-I | 286.6 | 70.5 | 446.1 | 7.30 | 89.0 |
| II | 287.0 | 69.9 | 446.2 | 7.00 | 89.4 |
| III | 289.3 | 70.9 | 449.2 | 6.00 | 89.1 |
| IV | 289.7 | 64.0 | 443.6 | 4.60 | 89.9 |
| 58-I | 285.6 | 57.50 | 435.0 | 2.5 | 91.80 |
| II | 287.5 | 56.00 | 437.0 | 2.5 | 93.60 |
| III | 291.9 | 61.60 | 448.3 | 2.4 | 94.80 |
| IV | 295.2 | 68.50 | 460.3 | 1.3 | 96.50 |
| 59-I | 302.3 | 70.90 | 468.7 | -.10 | 95.50 |
| II | 307.0 | 78.50 | 480.6 | -.70 | 95.10 |
| III | 310.0 | 70.20 | 474.4 | .60 | 94.30 |
| IV | 310.1 | 75.00 | 479.2 | 1.2 | 94.20 |
| 60-I | 313.9 | 79.90 | 487.6 | 2.6 | 93.90 |
| II | 317.8 | 73.50 | 485.9 | 3.9 | 94.70 |
| III | 316.5 | 71.00 | 482.9 | 4.5 | 95.40 |
| IV | 316.5 | 65.20 | 477.6 | 6.2 | 95.90 |
|  |  |  |  |  |  |


| Quarter | GC58 | GPI58 | YN | GNET58 | GGE58 |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 61-I | 316.3 | 62.40 | 476.3 | 6.4 | 97.60 |
| II | 320.5 | 67.80 | 487.9 | 5.0 | 99.50 |
| III | 324.0 | 71.20 | 497.2 | 4.4 | 102.0 |
| IV | 329.6 | 74.70 | 507.2 | 4.7 | 102.9 |
| 62-I | 333.5 | 77.20 | 516.2 | 3.5 | 105.5 |
| II | 335.9 | 79.00 | 522.7 | 5.2 | 107.8 |
| III | 340.3 | 80.60 | 528.7 | 4.9 | 107.8 |
| IV | 344.8 | 80.70 | 534.1 | 4.4 | 108.5 |
| 63-I | 348.3 | 78.70 | 537.2 | 4.0 | 110.3 |
| II | 350.0 | 80.50 | 539.1 | 5.8 | 108.7 |
| III | 355.1 | 83.00 | 548.2 | 5.5 | 110.0 |
| IV | 356.4 | 86.90 | 552.9 | 7.1 | 109.6 |
| 64-I | 366.3 | 85.30 | 562.0 | 9.1 | 110.4 |
| II | 370.7 | 87.30 | 570.6 | 8.0 | 112.6 |
| III | 378.6 | 87.60 | 577.4 | 8.4 | 111.2 |
| IV | 379.3 | 90.80 | 580.6 | 7.9 | 110.5 |
| 65-I | 387.9 | 96.90 | 596.2 | 5.4 | 111.4 |
| II | 393.4 | 96.80 | 603.4 | 7.0 | 113.1 |
| III | 400.3 | 99.60 | 615.8 | 6.7 | 115.9 |
| IV | 409.2 | 103.4 | 630.9 | 5.7 | 118.4 |
| 66-I | 415.7 | 106.1 | 643.3 | 5.3 | 121.5 |
| II | 414.8 | 109.5 | 649.0 | 4.3 | 124.7 |
| III | 420.0 | 107.4 | 655.9 | 3.6 | 128.5 |
| IV | 420.6 | 112.3 | 664.2 | 2.9 | 131.3 |
| 67-I | 424.8 | 99.80 | 662.7 | 3.0 | 138.1 |
| II | 431.2 | 94.20 | 666.4 | 2.8 | 141.0 |
| III | 431.8 | 99.30 | 672.5 | 3.1 | 141.4 |
| IV | 434.1 | 104.7 | 680.8 | 1.0 | 142.0 |
| 68-I | 444.9 | 101.5 | 692.8 | -.10 | 146.5 |
| II | 447.5 | 107.3 | 704.0 | -.60 | 149.2 |
| III | 455.7 | 105.8 | 711.6 | .70 | 150.1 |
| IV | 455.4 | 113.1 | 719.7 | -1.3 | 151.2 |
| 69-I | 460.1 | 113.1 | 725.8 | -2.3 | 152.5 |
|  |  |  |  |  |  |

## Appendix T

## Solution to the Macroeconomic Model with Measurement Error

This appendix presents the detailed results for one Monte Carlo run of the macroeconomic model with measurement error discussed in Chap. 12. In particular the results are for the fourth Monte Carlo run. Graphical results are displayed in the chapter. This appendix contains both the actual random elements used in the run and the numerical results, so that others can check these results and debug their own computer codes.

## T. 1 Random Elements

Four sets of random elements are required for each Monte Carlo run:

1. The system noise terms $\mathbf{v}_{k}$ in Eq. (12.8) for each time period, $k=$ $0,1, \ldots, N-1$
2. The measurement-noise terms $\mathbf{w}_{k}$ in Eq. (12.9) for each time period, $k=$ $1,2, \ldots, N$
3. The initial state-variable measurement error $\boldsymbol{\xi}$, defined by

$$
\begin{equation*}
\hat{\mathbf{x}}_{0 \mid 0}=\mathbf{x}_{0}+\boldsymbol{\xi} \tag{T.1}
\end{equation*}
$$

where $\hat{\mathbf{x}}_{0 \mid 0}$ is the initial estimate of the state vector and $\boldsymbol{\xi}$ is the initial-statevariable measurement error
4. The initial-parameter-vector error $\boldsymbol{\eta}$, defined by

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{0 \mid 0}=\boldsymbol{\theta}_{0}+\boldsymbol{\eta} \tag{T.2}
\end{equation*}
$$

where

$$
\begin{aligned}
\hat{\boldsymbol{\theta}}_{0 \mid 0} & =\text { initial estimate of parameter vector } \\
\boldsymbol{\theta}_{0} & =\text { true value of parameter } \\
\boldsymbol{\eta} & =\text { initial-parameter-vector error }
\end{aligned}
$$

For all the Monte Carlo runs $\mathrm{x}_{0}$ and $\boldsymbol{\theta}_{0}$
were set as

$$
\mathbf{x}_{0}=\left[\begin{array}{l}
460.1  \tag{T.3}\\
113.1
\end{array}\right]
$$

and

$$
\boldsymbol{\theta}_{0}=\left[\begin{array}{r}
1.014  \tag{T.4}\\
.002 \\
-.004 \\
-1.312 \\
.093 \\
.753 \\
-.100 \\
.448
\end{array}\right]
$$

The covariance $\mathbf{Q}$ for the additive-error terms [see Eq. (12.10)] was used in the Monte Carlo routine to generate the system noise terms $\mathbf{v}_{k}$. For Monte Carlo run 4 these values were

$$
\begin{array}{lll}
\mathbf{v}_{0}=\left[\begin{array}{c}
.27538 \\
4.2377
\end{array}\right] & \mathbf{v}_{1}=\left[\begin{array}{l}
2.8660 \\
1.4935
\end{array}\right] & \mathbf{v}_{2}=\left[\begin{array}{l}
1.2624 \\
3.9079
\end{array}\right] \\
\mathbf{v}_{3}=\left[\begin{array}{l}
2.2937 \\
3.6310
\end{array}\right] & \mathbf{v}_{4}=\left[\begin{array}{l}
1.7421 \\
1.1975
\end{array}\right] & \mathbf{v}_{5}=\left[\begin{array}{l}
.36733 \\
.88018
\end{array}\right] \\
\mathbf{v}_{6}=\left[\begin{array}{l}
2.1751 \\
3.2589
\end{array}\right] & & \tag{T.5}
\end{array}
$$

The covariance $\mathbf{R}$ for the measurement-error term [see Eq. (12.11)] was used to generate the measurement-noise terms $\mathbf{w}_{k}$. For Monte Carlo run 4 these values
were

$$
\begin{array}{ll}
\mathbf{w}_{1}=\left[\begin{array}{l}
.49625 \\
.93212
\end{array}\right] & \mathbf{w}_{2}=\left[\begin{array}{l}
.40668 \\
.25947
\end{array}\right] \quad \mathbf{w}_{3}=\left[\begin{array}{l}
.12890 \\
.05578
\end{array}\right] \\
\mathbf{w}_{4}=\left[\begin{array}{r}
1.22890 \\
.50955
\end{array}\right] & \mathbf{w}_{5}=\left[\begin{array}{r}
.89972 \\
1.39700
\end{array}\right] \quad \mathbf{w}_{6}=\left[\begin{array}{r}
1.17250 \\
.71312
\end{array}\right] \\
\mathbf{w}_{7}=\left[\begin{array}{l}
.26480 \\
.91895
\end{array}\right] & \tag{T.6}
\end{array}
$$

The covariance $\Sigma_{0 \mid 0}^{x \times}$ for the initial-state vector [see Eq. (12.17)] was used to generate the initial-state-vector measurement error $\boldsymbol{\xi}$. For Monte Carlo run 4 these values were

$$
\boldsymbol{\xi}=\left[\begin{array}{r}
1.16820  \tag{T.7}\\
.53328
\end{array}\right]
$$

The covariance $\Sigma_{0 \mid 0}^{\theta \theta}$ for the initial-parameter vector [see Eq. (12.19)] was used to generate the initial-parameter vector error $\boldsymbol{\eta}$. For Monte Carlo run 4 these values were

$$
\boldsymbol{\eta}=\left[\begin{array}{r}
.01606  \tag{T.8}\\
-.00983 \\
-.02613 \\
-1.52010 \\
.00112 \\
.04410 \\
-.02295 \\
-1.33760
\end{array}\right]
$$

One of the links between these numerical input values and the results which are displayed graphically in Chap. 12 can be seen by using (T.4) and (T.8) in (T.2) to construct

$$
\boldsymbol{\theta}_{0 \mid 0}=\left[\begin{array}{r}
1.0301 \\
-.0078 \\
-.0301 \\
-2.8321 \\
.0941 \\
.7971 \\
-.1230 \\
-.8896
\end{array}\right]
$$

The value for parameter $a_{11}$ in this vector is the first element, 1.0301, and this is used for the initial value of the parameter $a_{11}$ in Fig. 12.4 for all three control methods.

## T. 2 Results

This section presents the results for Monte Carlo run 4. The cost (in thousands) for the three methods for this particular run were

$$
\text { Dual }=23.72 \quad \text { OLF }=23.69 \quad \mathrm{CE}=23.94
$$

The results for this particular run are consistent with the overall results which found the Dual and OLF cost to be close to each other and somewhat better (lower) than the CE solution cost.

The state-variable results are given in Table T.1, the control-variable results are in Table T.2, and the parameter-estimation results are in Table T. 3 These results correspond to Figs. 12.1 and $12.2,12.3$, and 12.4 to 12.11 , respectively.

Table T.4 contains the approximate cost-to-go for periods 0,1 , and 6 . These results correspond to Figs. $12.12,12.13$, and 12.18 , A discussion of these results is given in Chap. 12 along with the figures.

Table T.1: State-variable results

| Period | Desired | Dual | OLF | CE |
| :---: | :---: | :---: | :---: | :---: |
| Consumption |  |  |  |  |
| 0 | 460.10 | 460.10 | 460.10 | 460.10 |
| 1 | 463.55 | 465.04 | 465.01 | 465.00 |
| 2 | 467.03 | 472.64 | 472.59 | 472.57 |
| 3 | 470.53 | 478.72 | 478.66 | 478.63 |
| 4 | 474.06 | 485.90 | 485.84 | 485.81 |
| 5 | 477.61 | 492.62 | 492.56 | 492.52 |
| 6 | 481.20 | 498.04 | 498.01 | 497.95 |
| 7 | 484.81 | 505.38 | 505.36 | 505.28 |
| Investment |  |  |  |  |
| 0 | 113.10 | 113.10 | 113.10 | 113.10 |
| 1 | 113.95 | 115.44 | 114.63 | 114.39 |
| 2 | 114.80 | 114.62 | 113.64 | 113.19 |
| 3 | 115.66 | 116.72 | 115.71 | 115.25 |
| 4 | 116.53 | 118.19 | 117.36 | 116.96 |
| 5 | 117.41 | 116.93 | 116.62 | 116.15 |
| 6 | 118.29 | 116.19 | 116.51 | 115.76 |
| 7 | 119.17 | 119.12 | 119.78 | 118.85 |

Table T.2: Control-variable results: Government obligations

| Period | Desired | Dual | OLF | CE |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 153.64 | 172.00 | 180.06 | 182.50 |
| 1 | 154.80 | 175.00 | 178.65 | 181.30 |
| 2 | 155.96 | 179.00 | 181.64 | 182.91 |
| 3 | 157.13 | 183.00 | 183.68 | 184.08 |
| 4 | 158.31 | 189.00 | 185.82 | 187.54 |
| 5 | 159.49 | 190.00 | 184.41 | 188.28 |
| 6 | 160.69 | 184.00 | 179.71 | 183.39 |

Table T.3: Parameter-estimation results

| Parameter | Period | True | Dual | OLF | CE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{11}$ | 0 | 1.0140 | 1.0301 | 1.0301 | 1.0301 |
|  | 1 | 1.0140 | 1.0306 | 1.0306 | 1.0306 |
|  | 2 | 1.0140 | 1.0290 | 1.0284 | 1.0286 |
|  | 3 | 1.0140 | 1.0285 | 1.0278 | 1.0281 |
|  | 4 | 1.0140 | 1.0270 | 1.0262 | 1.0268 |
|  | 5 | 1.0140 | 1.0263 | 1.0257 | 1.0263 |
|  | 6 | 1.0140 | 1.0263 | 1.0257 | 1.0263 |
|  | 7 | 1.0140 | 1.0263 | 1.0257 | 1.0263 |
| $a_{12}$ | 0 | . 0020 | -. 0078 | -. 0078 | -. 0078 |
|  | 1 | . 0020 | -. 0089 | -. 0087 | -. 0087 |
|  | 2 | . 0020 | -. 0055 | -. 0048 | -. 0054 |
|  | 3 | . 0020 | -. 0047 | -. 0039 | -. 0047 |
|  | 4 | . 0020 | -. 0023 | -. 0018 | -. 0031 |
|  | 5 | . 0020 | -. 0014 | -. 0010 | -. 0024 |
|  | 6 | . 0020 | -. 0014 | -. 0011 | -. 0025 |
|  | 7 | . 0020 | -. 0014 | -. 0011 | -. 0024 |
| $b_{1}$ | 0 | -. 0040 | -. 0301 | -. 0301 | -. 0301 |
|  | 1 | -. 0040 | -. 0316 | -. 0316 | -. 0317 |
|  | 2 | -. 0040 | -. 0275 | -. 0258 | -. 0263 |
|  | 3 | -. 0040 | -. 0260 | -. 0237 | -. 0247 |
|  | 4 | -. 0040 | -. 0214 | -. 0185 | -. 0202 |
|  | 5 | -. 0040 | -. 0195 | -. 0169 | -. 0186 |
|  | 6 | -. 0040 | -. 0195 | -. 0171 | -. 0187 |
|  | 7 | -. 0040 | -. 0194 | -. 0171 | -. 0187 |
| $c_{1}$ | 0 | -1.3120 | -2.8321 | -2.8321 | -2.8321 |
|  | 1 | -1.3120 | -2.7819 | -2.7989 | -2.8011 |
|  | 2 | -1.3120 | -2.9199 | -2.9537 | -2.9270 |
|  | 3 | -1.3120 | -2.9636 | -3.0079 | -2.9672 |
|  | 4 | -1.3120 | -3.0985 | -3.1565 | -3.0921 |
|  | 5 | -1.3120 | -3.1477 | -3.2125 | -3.1396 |
|  | 6 | -1.3120 | -3.1473 | -3.2018 | $-3.1366$ |
|  | 7 | -1.3120 | -3.1492 | -3.1948 | $-3.1366$ |
| $a_{21}$ | 0 | . 0930 | . 0941 | . 0941 | . 0941 |
|  | 1 | . 0930 | . 0913 | . 0900 | . 0899 |
|  | 2 | . 0930 | . 0910 | . 0895 | . 0896 |
|  | 3 | . 0930 | . 0892 | . 0876 | . 0878 |
|  | 4 | . 0930 | . 0875 | . 0859 | . 0863 |
|  | 5 | . 0930 | . 0868 | . 0854 | . 0858 |
|  | 6 | . 0930 | . 0871 | . 0856 | . 0860 |
|  | 7 | . 0930 | . 0870 | . 0858 | . 0860 |

Table T.3: Parameter-estimation results

| Parameter | Period | True | Dual | OLF | CE |
| :---: | :--- | ---: | ---: | ---: | ---: |
| $a_{22}$ | 0 | .7530 | .7971 | .7971 | .7971 |
|  | 1 | .7530 | .8027 | .8036 | .8033 |
|  | 2 | .7530 | .8033 | .8044 | .8039 |
|  | 3 | .7530 | .8062 | .8068 | .8059 |
|  | 4 | .7530 | .8089 | .8091 | .8078 |
|  | 5 | .7530 | .8098 | .8098 | .8085 |
|  | 6 | .7530 | .8095 | .8095 | .8082 |
|  | 7 | .7530 | .8093 | .8094 | .8080 |
| $b_{2}$ | 0 | -.1000 | -.1230 | -.1230 | -.1230 |
|  | 1 | -.1000 | -.1152 | -.1118 | -.1116 |
|  | 2 | -.1000 | -.1145 | -.1105 | -.1107 |
|  | 3 | -.1000 | -.1089 | -.1043 | -.1047 |
|  | 4 | -.1000 | -.1035 | -.0988 | -.0996 |
|  | 5 | -.1000 | -.1016 | -.0971 | -.0980 |
|  | 6 | -.1000 | -.1026 | -.0980 | -.0989 |
|  | 7 | -.1000 | -.1008 | -.0969 | -.0974 |
| $c_{2}$ | 0 | .4480 | -.8896 | -.8896 | -.8896 |
|  | 1 | .4480 | -1.1525 | -1.1382 | -1.1142 |
|  | 2 | .4480 | -1.1751 | -1.1690 | -1.1355 |
|  | 3 | .4480 | -1.3435 | -1.3341 | -1.2837 |
|  | 4 | .4480 | -1.4988 | -1.4949 | -1.4294 |
|  | 5 | .4480 | -1.5487 | -1.5507 | -1.4798 |
|  | 6 | .4480 | -1.5185 | -1.5060 | -1.4450 |
|  | 7 | .4480 | -1.6254 | -1.6312 | -1.5580 |

Table T.4: Approximate cost-to-go and its components

| Government <br> obligations | Deter- <br> ministic | Cautionary | Probing | Total |
| :---: | :---: | :---: | :---: | :---: |
| Period 0 |  |  |  |  |
| 100.00 | $16,219.92$ | 5342.64 | 2187.56 | $23,750.12$ |
| 105.00 | $15,778.62$ | 5419.73 | 2198.98 | $23,397.32$ |
| 110.00 | $15,364.90$ | 5497.78 | 2208.72 | $23,071.40$ |
| 115.00 | $14,978.76$ | 5576.80 | 2216.46 | $22,772.02$ |
| 120.00 | $14,620.20$ | 5656.79 | 2221.86 | $22,498.86$ |
| 125.00 | $14,289.22$ | 5737.75 | 2224.63 | $22,251.61$ |
| 130.00 | $13,985.82$ | 5819.69 | 2224.47 | $22,029.98$ |
| 135.00 | $13,710.01$ | 5902.59 | 2221.13 | $21,833.73$ |
| 140.00 | $13,461.77$ | 5986.46 | 2214.41 | $21,662.64$ |
| 145.00 | $13,241.11$ | 6071.30 | 2204.15 | $21,516.57$ |
| 150.00 | $13,048.04$ | 6157.11 | 2190.27 | $21,395.42$ |
| 155.00 | $12,882.54$ | 6243.89 | 2172.74 | $21,299.18$ |
| 160.00 | $12,744.63$ | 6331.65 | 2151.62 | $21,227.89$ |
| 165.00 | $12,634.29$ | 6420.37 | 2127.02 | $21,181.68$ |
| 166.00 | $12,615.54$ | 6438.23 | 2121.69 | $21,175.46$ |
| 167.00 | $12,597.88$ | 6456.13 | 2116.24 | $21,170.25$ |
| 168.00 | $12,581.33$ | 6474.07 | 2110.66 | $21,166.06$ |
| 169.00 | $12,565.89$ | 6492.04 | 2104.95 | $21,162.88$ |
| 170.00 | $12,551.54$ | 6510.06 | 2099.12 | $21,160.72$ |
| 171.00 | $12,538.30$ | 6528.11 | 2093.17 | $21,159.58$ |
| 172.00 | $12,526.16$ | 6546.21 | 2087.09 | $21,159.46$ |
| 173.00 | $12,515.13$ | 6564.34 | 2080.90 | $21,160.37$ |
| 174.00 | $12,505.20$ | 6582.51 | 2074.59 | $21,162.30$ |
| 175.00 | $12,496.37$ | 6600.72 | 2068.17 | $21,165.26$ |
| 180.00 | $12,468.78$ | 6692.35 | 2034.45 | $21,195.57$ |
| 185.00 | $12,468.76$ | 6784.95 | 1998.27 | $21,251.99$ |
| 190.00 | $12,496.33$ | 6878.52 | 1960.00 | $21,334.86$ |
| 195.00 | $12,551.48$ | 6973.07 | 1919.98 | $21,444.53$ |
|  |  |  |  |  |

Table T.4: Approximate cost-to-go and its components

| Government <br> obligations | Deter- <br> ministic | Cautionary | Probing | Total |
| :---: | ---: | :---: | :---: | :---: |
| Period 1 |  |  |  |  |
| 100.00 | $13,275.01$ | 5252.92 | 1367.78 | $19,895.72$ |
| 105.00 | $12,837.21$ | 5297.48 | 1377.31 | $19,512.00$ |
| 110.00 | $12,427.19$ | 5342.93 | 1385.71 | $19,155.84$ |
| 115.00 | $12,044.97$ | 5389.27 | 1392.74 | $18,826.98$ |
| 120.00 | $11,690.54$ | 5436.50 | 1398.17 | $18,525.22$ |
| 125.00 | $11,363.91$ | 5484.62 | 1401.79 | $18,250.32$ |
| 130.00 | $11,065.07$ | 5533.63 | 1403.38 | $18,002.08$ |
| 135.00 | $10,794.02$ | 5583.52 | 1402.77 | $17,780.32$ |
| 140.00 | $10,550.76$ | 5634.31 | 1399.82 | $17,584.89$ |
| 145.00 | $10,335.30$ | 5685.99 | 1394.41 | $17,415.70$ |
| 150.00 | $10,147.63$ | 5738.56 | 1386.50 | $17,272.69$ |
| 155.00 | $9,987.76$ | 5792.01 | 1376.06 | $17,155.83$ |
| 160.00 | $9,855.67$ | 5846.36 | 1363.15 | $17,067.18$ |
| 165.00 | $9,751.38$ | 5901.59 | 1347.85 | $17,000.83$ |
| 170.00 | $9,674.89$ | 5957.72 | 1330.30 | $16,962.91$ |
| 171.00 | $9,662.92$ | 5969.05 | 1326.54 | $16,958.51$ |
| 172.00 | $9,652.07$ | 5980.42 | 1322.69 | $16,955.18$ |
| 173.00 | $9,642.33$ | 5991.82 | 1318.76 | $16,952.92$ |
| 174.00 | $9,633.70$ | 6003.26 | 1314.76 | $16,951.72$ |
| 175.00 | $9,626.18$ | 6014.74 | 1310.68 | $16,951.60$ |
| 176.00 | $9,619.78$ | 6026.25 | 1306.52 | $16,952.55$ |
| 177.00 | $9,614.48$ | 6037.79 | 1302.29 | $16,954.57$ |
| 178.00 | $9,610.30$ | 6049.37 | 1297.99 | $16,957.67$ |
| 179.00 | $9,607.23$ | 6060.99 | 1293.63 | $16,961.85$ |
| 180.00 | $9,605.27$ | 6072.64 | 1289.19 | $16,967.10$ |
| 185.00 | $9,612.16$ | 6131.44 | 1266.07 | $17,009.66$ |
| 190.00 | $9,646.83$ | 6191.12 | 1241.57 | $17,079.52$ |
| 195.00 | $9,709.30$ | 6251.69 | 1215.94 | $17,176.93$ |
|  |  |  |  |  |

Table T.4: Approximate cost-to-go and its components

| Government <br> obligations | Deter- <br> ministic | Cautionary | Probing | Total |
| :---: | :---: | :---: | :---: | :---: |
| Period 6 |  |  |  |  |
| 100.00 | $29,380.71$ | 2299.60 | 0.00 | $31,680.31$ |
| 105.00 | $28,514.79$ | 2224.35 | 0.00 | $30,739.13$ |
| 110.00 | $27,701.15$ | 2154.75 | 0.00 | $29,855.90$ |
| 115.00 | $26,939.79$ | 2090.82 | 0.00 | $29,030.61$ |
| 120.00 | $26,230.72$ | 2032.55 | 0.00 | $28,263.27$ |
| 125.00 | $25,573.93$ | 1979.95 | 0.00 | $27,553.88$ |
| 130.00 | $24,969.42$ | 1933.00 | 0.00 | $26,902.43$ |
| 135.00 | $24,417.20$ | 1891.72 | 0.00 | $26,308.92$ |
| 140.00 | $23,917.26$ | 1856.10 | 0.00 | $25,773.36$ |
| 145.00 | $23,469.61$ | 1826.14 | 0.00 | $25,295.74$ |
| 150.00 | $23,074.24$ | 1801.84 | 0.00 | $24,876.07$ |
| 155.00 | $22,731.15$ | 1783.20 | 0.00 | $24,514.35$ |
| 160.00 | $22,440.34$ | 1770.22 | 0.00 | $24,210.57$ |
| 165.00 | $22,201.82$ | 1762.91 | 0.00 | $23,964.73$ |
| 170.00 | $22,015.59$ | 1761.26 | 0.00 | $23,776.84$ |
| 175.00 | $21,881.63$ | 1765.27 | 0.00 | $23,646.90$ |
| 180.00 | $21,799.96$ | 1774.94 | 0.00 | $23,574.90$ |
| 181.00 | $21,789.90$ | 1777.55 | 0.00 | $23,567.45$ |
| 182.00 | $21,781.93$ | 1780.39 | 0.00 | $23,562.32$ |
| 183.00 | $21,776.06$ | 1783.46 | 0.00 | $23,559.51$ |
| 184.00 | $21,772.27$ | 1786.75 | 0.00 | $23,559.02$ |
| 185.00 | $21,770.57$ | 1790.27 | 0.00 | $23,560.84$ |
| 186.00 | $21,770.97$ | 1794.02 | 0.00 | $23,564.99$ |
| 187.00 | $21,773.46$ | 1797.99 | 0.00 | $23,571.45$ |
| 188.00 | $21,778.04$ | 1802.19 | 0.00 | $23,580.23$ |
| 189.00 | $21,784.71$ | 1806.61 | 0.00 | $23,591.32$ |
| 190.00 | $21,793.47$ | 1811.26 | 0.00 | $23,604.74$ |
| 195.00 | $21,868.65$ | 1837.92 | 0.00 | $23,706.57$ |

## Appendix U

## Changes in the Second Edition

As is discussed in the Preface to the Second Edition the changes from the First Edition to the Second Edition are primarily in providing an electronic version of the book that can be posted on the Internet. However, many minor corrections and a few major ones have been made in the process of creating the electronic version of the book. Many of the minor changes are corrections of transpose signs. Some major changes are listed below.

Eq. (10-64) has been changed from

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A}_{k} \hat{\mathbf{x}}_{k \mid k}+\mathbf{B}_{k} \mathbf{u}_{k}^{*}+\mathbf{c}_{k}+\mathbf{v}_{k} \tag{U.1}
\end{equation*}
$$

to

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A}_{k} \mathbf{x}_{k}+\mathbf{B}_{k} \mathbf{u}_{k}^{*}+\mathbf{c}_{k}+\mathbf{v}_{k} \tag{U.2}
\end{equation*}
$$

Eq. (10-65) has been changed from

$$
\begin{equation*}
\boldsymbol{\theta}_{k+1}=\mathbf{D} \hat{\boldsymbol{\theta}}_{k \mid k}+\boldsymbol{\eta}_{k} \tag{U.3}
\end{equation*}
$$

to

$$
\begin{equation*}
\boldsymbol{\theta}_{k+1}=\mathbf{D} \boldsymbol{\theta}_{k}+\boldsymbol{\eta}_{k} \tag{U.4}
\end{equation*}
$$

Eq. (M-1) has been changed from

$$
\begin{equation*}
\hat{\mathbf{z}}_{k+1 \mid k} \approx \mathbf{f}\left(\hat{\mathbf{z}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right)+\frac{1}{2} \sum_{i \in I} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{z}, k \mid k}^{i}\right] \tag{U.5}
\end{equation*}
$$

to

$$
\begin{equation*}
\hat{\mathbf{z}}_{k+1 \mid k} \approx \mathbf{f}\left(\hat{\mathbf{z}}_{k \mid k}, \mathbf{u}_{k}^{\tau}\right)+\frac{1}{2} \sum_{i \in I} \mathbf{e}^{i} \operatorname{tr}\left[\mathbf{f}_{\mathbf{z z}}^{i} \boldsymbol{\Sigma}_{k \mid k}\right] \tag{U.6}
\end{equation*}
$$
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[^0]:    ${ }^{1} \mathrm{~A}$ list of references appears after the appendixes.

[^1]:    ${ }^{1}$ For other examples of quadratic linear control (but not necessarily tracking problems) the reader is referred to Tustin (1953), Bogaard and Theil (1959), van Eijk and Sandee (1959), Holt (1962), Theil (1964, 1965), Erickson, Leondes, and Norton (1970), Sandblom (1970), Thalberg (1971a b), Paryani (1972), Friedman (1972), Erickson and Norton (1973), Tinsley, Craine, and Havenner (1974), Shupp (1976a), You (1975), Kaul and Rao (1975), Fischer and Uebe (1975) , and Oudet (1976).

[^2]:    ${ }^{2}$ See Intriligator (1971, chap. 13), for a discussion of dynamic-programming methods.

[^3]:    ${ }^{3}$ For a full discussion of dynamic programming see Bellman (1957) and Bellman and Dreyfus (1962).

[^4]:    ${ }^{4}$ For an application of control methods to commodity stabilization see Kim, Goreux, and Kendrick (1975).

[^5]:    ${ }^{1}$ For a discussion of continuous-time problems see Miller (1979), Intriligator (1971), or Pitchford and Turnovsky (1977).
    ${ }^{2}$ Examples of the application of nonlinear control theory to economic problems include Livesey (1971, 1978), Cheng and Wan (1972), Shupp (1972), Norman and Norman (1973), Fitzgerald, Johnston, and Bayes (1973), Holbrook (1973, 1974, 1975), Woodside (1973), Friedman and Howrey (1973), Healey and Summers (1974), Sandblom (1975), Fair (1974, 1976, 1978a b), Rouzier (1974), Healey and Medina (1975), Gupta et al. (1975), Craine, Havenner, and Tinslev (1976), Ando, Norman, and Palash (1978), Athans et al. (1975), Palash (1977), and Klein (1979).

[^6]:    ${ }^{3}$ The method described here is like Garbade (1975ab, chap. 2).
    ${ }^{4} \mathrm{~A}$ lowercase $o$ is used to denote the nominal path, and 0 is used to denote the period zero.

[^7]:    ${ }^{5}$ This notation differs from the convention of treating gradient vectors as row vectors. Thus the usual notation would treat, for example, $\mathbf{L}_{\mathbf{x} N}$ as a row vector and the transpose shown in Eq. (3.5) would not be necessary. Departure from that convention was adopted here so that all vectors can be treated as column vectors unless an explicit transpose is given, in which case they are row vectors.

[^8]:    ${ }^{6}$ See Kendrick and Taylor (1971) and Bryson and Ho (1969, chap. 7, secs. 7 and 8).

[^9]:    ${ }^{7}$ This is the procedure which was used by Kendrick and Taylor (1970). For a description see Lasdon, Mitter, and Warren (1967), and Fletcher and Reeves (1964). For other gradient methods see Polack and Ribière (1969), Perry (1976), Davidon (1959), Fletcher and Powell (1963), and computer codes which embody several of these methods, namely MINOS, by Murtagh and Saunders (1977), and LSGRG, by Mantell and Lasdon (1977).

[^10]:    ${ }^{8}$ For a discussion of this problem see Ando, Norman, and Palash (1978).
    ${ }^{9}$ The Drud and Meeraus code is not yet fully documented, but a call for problems and the addresses of the authors are given in A. Drud and A. Meeraus, J. Econ. Dynam. Control, 2(1): 133-4 (1980).

[^11]:    ${ }^{10}$ For a discussion see Drud (1976, sec. 6.3).

[^12]:    ${ }^{1}$ See Kmenta (1971, pp. 539-546).

[^13]:    ${ }^{2}$ See Kmenta (1971, p. 551).
    ${ }^{3}$ These data are listed in Appendix $S$.

[^14]:    ${ }^{4}$ For a more interesting example of deterministic control see Pindyck (1973a). A smaller model is used here so that it can also be used for stochastic control in later chapters.

[^15]:    ${ }^{5}$ See for example Palash (1977) and related comments by Shupp (1977) and Livesey (1977).
    ${ }^{6}$ See Friedman (1972), however, for an asymmetric quadratic penalty function.

[^16]:    ${ }^{7}$ For a discussion and application of this procedure to a larger model see Pindyck (1973a).

[^17]:    ${ }^{1}$ See for example Geraci (1976).

[^18]:    ${ }^{2}$ For a discussion of this problem see also Sarris and Athans (1973).
    ${ }^{3}$ See Rausser (1978) for a more complete discussion of active- and passive-learning stochastic control.

[^19]:    ${ }^{4}$ Correlated error terms in control problems are discussed in Pagan (1975).
    ${ }^{5}$ For a generalization of this result to adaptive-control problems see Ashley (1979).

[^20]:    ${ }^{6}$ For other applications of control theory to models with additive error terms see, for microeconomics, Kendrick. Rao. and Wells (1970), a water-pollution control problem; for macroeconomics (1) United States Economy, Pindyck and Roberts (1974), Chow (1972), Brito and Hester (1974), and Gordon (1974); (2) United Kingdom Economy, Brav (1974, 1975) and Wall and Westcott (1974, 1975); (3) theoretical models, Kareken. Muench. and Wallace (1973), Phelps and Taylor (1977), and Sargent and Wallace (1975).
    ${ }^{7}$ See Denham (1964) for an alternative procedure for choosing the nominal path with consideration of the uncertainty.

[^21]:    ${ }^{1}$ The derivation here follows the procedure of Farison, Graham, and Shelton (1967) and Aoki (1967, pp. 44-47). Related algorithms have been developed by Bar-Shalom and Sivan (1969), Curry (1969), Tse and Athans (1972) and Ku and Athans (1973). Yaakov Bar-Shalom provided private communications that helped in developing the derivations used here. Also a few elements from Tse, Bar-Shalom, and Meier (1973) and Bar-Shalom. Tse, and Larson (1974) have been used. For a similar derivation see Chow (1975, chap. 10). For an alternative treatment of multiplicative uncertainty see Turnovsky (1975, 1977).

[^22]:    ${ }^{2}$ This procedure was suggested to the author by Fred Norman.

[^23]:    ${ }^{3}$ Rausser (1978) distinguishes between open-loop feedback and sequential stochastic control. In sequential stochastic control in his nomenclature the derivation of the control rule is based on the assumption that future observations will be made but they will not be used to adapt the probability distribution of the parameters. He classifies as open-loop feedback studies those of Aoki 1967), Bar-Shalom and Sivan (1969), Curry (1969), Ku and Athans (1973), and Tse and Athans (1972). He classifies as sequential stochastic control the studies of Rausser and Freebairn (1974), Zellner (1971), Chow 1975, chap. 10), and Prescott (1971).

[^24]:    ${ }^{1}$ This chapter has been written with an eye toward its use in debugging computer programs. For this reason, the calculations are presented in considerable detail with all intermediate results explicitly shown.
    ${ }^{2}$ This notation means that $\xi_{k}$ is a normally distributed random variable with mean zero and covariance Q.
    ${ }^{3} \Sigma_{0 \mid 0}^{b b}$ is the variance of $b$. The reason for this elaborate notation is given in subsequent chapters.

[^25]:    ${ }^{4}$ For other examples of the applications of passive-learning stochastic control methods to economic problems with multiplicative random variables see Fisher (1962), Zellner and Geisel (1968), Burger, Kalish III, and Babb (1971), Henderson and Turnovsky (1972), Bowman and Laporte (1972), Chow (1973), Turnovsky (1973, 1974, 1975, 1977), Kendrick (1973), Aoki (1974ab), Cooper and Fischer (1975), Shupp (1976b|c), and Walsh and Cruz (1975).
    ${ }^{5}$ The results are of course a function of the particular random quantities generated. However, the calculations are done here for a single set of random quantities to show how the calculations are performed.

[^26]:    ${ }^{6}$ With no measurement error in the problem that state covariance returns to zero after each measurement.

[^27]:    ${ }^{1}$ See also Bar-Shalom, Tse, and Larson (1974).

[^28]:    ${ }^{2}$ The gradient technique used was ZXMIN from the IMSL Library (1974).

[^29]:    ${ }^{3}$ Expression (9.69) is the same as the cost-to-go in Tse. Bar-Shalom, and Meier (1973). Expression (9.68) is the same as the cost-to-go in Bar-Shalom, Tse, and Larson (1974).

[^30]:    ${ }^{4}$ This result is given in Athans, Wishner, and Bertolini 1968, eq. (48)).

[^31]:    ${ }^{1}$ See Norman (1976) for a method of solving this problem without augmenting the state vector for problems in which there is no measurement error.

[^32]:    ${ }^{2}$ Since Eq. 10.24) is conditional on the choice of $\mathbf{u}_{k}$, the minimum over $\mathbf{u}_{k}$ operation in Eq. 9.69 is dropped.
    ${ }^{3}$ Note in Appendix E that this term is the same as $C_{o, N-k-1}$.

[^33]:    ${ }^{4}$ Expression (10.40) is similar to Tse and Bar-Shalom (1973, eq. (3.15)). Equation (10.40) contains a term in $\mathbf{a}_{\boldsymbol{\theta}}^{i}$ which should be added to the equation in Tse and Bar-Shalom.

[^34]:    ${ }^{1}$ For a discussion of this, see Kendrick (1978).
    ${ }^{2}$ See also Bar-Shalom and Tse (1976a, p. 331).

[^35]:    ${ }^{1}$ In contrast, in Kendrick (1979) only 5 of the 15 parameters were learned. The other 10 were assumed to be known perfectly.

[^36]:    ${ }^{2}$ This covariance could be estimated by applying a Kalman filter to the same data that were used for estimating the reduced form of the model. Some sensitivity tests on an earlier model indicated that the results were affected substantially by the choice of $\boldsymbol{\Sigma}_{0 \mid 0}^{\boldsymbol{\theta} \mathbf{x}}$.

[^37]:    ${ }^{3}$ Preliminary results from dual control experiments on the Abel (1975) model with 2 state variables, 2 control variables, and 10 unknown parameters exhibit both the probing and the caution characteristics Kendrick (1980a)].

[^38]:    ${ }^{4}$ See, for example, Dersin, Athans, and Kendrick (1979).

[^39]:    ${ }^{5}$ A grid-search method was used to obtain the points shown in these figures. First the functions were evaluated at 20 points between $\mathbf{u}_{k}=100$ and $\mathbf{u}_{k}=195$. Then the function was evaluated at 10 points around the minimum found in the first grid search.

[^40]:    ${ }^{1}$ This differs from the usual procedure of treating the gradient vector $\boldsymbol{\nabla} \mathbf{f}$ of a function as a row vector. This means that all vectors are treated as column vectors unless they are explicitly transposed.

[^41]:    ${ }^{1}$ To be consistent in the treatment of vectors, $\mathbf{a}_{i}$ contains the elements of the $i$ th row of $\mathbf{A}$, but these elements are arranged as a column. Thus $\mathbf{a}_{i}^{\prime}$ is a row vector.

[^42]:    ${ }^{1}$ The procedure followed here is the same as that used in solving prob. 12.2.4 in Bryson and Ho (1969).

[^43]:    ${ }^{2}$ A simple derivation of this is to recall that $\mathbf{P}_{\mathrm{zz}}=\mathbf{H M H}{ }^{\prime}+\mathbf{R}$ from (D.21) and $\mathbf{P}_{\mathrm{xx}}=\mathbf{M}$ by definition. So it remains only to obtain $\mathbf{P}_{\mathrm{xz}}$ since $\mathbf{P}$ is symmetric and $\mathbf{P}_{\mathrm{xz}}=\mathbf{P}_{\mathbf{z x}}^{\prime}$

    $$
    \begin{aligned}
    \mathbf{P}_{\mathbf{z x}} & =E\left\{[\mathbf{x}-\overline{\mathbf{x}}][\mathbf{z}-\overline{\mathbf{z}}]^{\prime}\right\} \\
    & =E\left\{[\mathbf{x}-\overline{\mathbf{x}}][\mathbf{H}[\mathbf{x}-\overline{\mathbf{x}}]+\mathbf{v}]^{\prime}\right\} \\
    & =E\left\{[\mathbf{x}-\overline{\mathbf{x}}][\mathbf{x}-\overline{\mathbf{x}}]^{\prime} \mathbf{H}^{\prime}+[\mathbf{x}-\overline{\mathbf{x}}][\mathbf{v}]^{\prime}\right\} \\
    \mathbf{P}_{\mathbf{x z}} & \left.=\mathbf{M H}^{\prime}\right\}
    \end{aligned}
    $$

    ${ }^{3}$ Bryson and Ho use the notation $\mathbf{P}$ rather than $\boldsymbol{\Sigma}$ for the covariance matrix of $\mathbf{x}$ conditional on $\mathbf{z}$. Thus Eqs. (D.28) and (D.30) provide the mean and covariance of $p(\mathbf{x} \mid \mathbf{z})$ for a first-order expansion of the measurement relationship. However, TBM use a second-order expansion.

[^44]:    ${ }^{1}$ The author has been helped in certain aspects of the derivation by notes of Yaakov BarShalom.

[^45]:    ${ }^{2}$ In this appendix $d$ is used to indicate partial derivatives.

[^46]:    ${ }^{3} M x(\mathbf{t})$ is a scalar, the first derivative is a vector, the second derivative is a matrix, and the third derivative is a row vector of matrices.

[^47]:    ${ }^{4}$ See Appendix Band/or Goldberger (1964, p. 166).

[^48]:    ${ }^{5}$ The reader is cautioned to be aware of the difference between $\sum_{j}$ (summation over $j$ ) and $\boldsymbol{\Sigma}$ (variance-covariance matrix).

[^49]:    ${ }^{1}$ Since $\left(\mathbf{e}^{i}\right)^{\prime} \mathbf{p}_{j+1}$ is a scalar quantity it is equal to the quantity $\mathbf{e}^{i} \mathbf{p}_{j+1}^{\prime}$ which is used in Eq. 9.29.

[^50]:    ${ }^{1}$ Note that the summations below are over $X$ while the summations in Eq. (M.11) are over $I$. This explains why $\mathbb{A}$ is in the upper left hand corner in Eq. (M.13).

[^51]:    ${ }^{1}$ The interested reader may wish to turn back to $S$ ec. 7.3 to see how results from this appendix were used in that example.

