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ABSTRACT
The entities that emerge during a conversation can be used to model
topics, but not all entities are equally useful for this task. Modeling
the conversation with entity graphs and predicting each entity’s
centrality in the conversation provides additional information that
improves the retrieval of answer passages for the current question.
Experiments show that using random walks to estimate entity cen-
trality on conversation entity graphs improves top precision answer
passage ranking over competitive transformer-based baselines.
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1 INTRODUCTION
It is well-established that a query is only an approximate descrip-
tion of an information need. The same is true in conversational
search: An individual question only approximates the underlying
information need. Typically, other clues are used to infer a better
understanding of the information need. Prior research in conversa-
tional search uses previous questions or answer passages from the
conversation to augment understanding of the current query [23].

We observe that conversational information seeking often ex-
plores topics related to named entities, for example, the Grateful
Dead, oat milk, and bees (all TREC Conversational Assistance Track
(CAsT) topics [6, 7]). We hypothesize that modeling the conversa-
tional turn as an entity graph may be effective, because the most
likely interpretations of the current question will be closely con-
nected to entities in candidate answers. Forming an entity graph
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Figure 1: Conversation Entity Graph.

from multiple sources of evidence creates a more informative rep-
resentation of the current conversational context.

As illustrated in Figure 1, such an entity graph covers the entities
mentioned in the current question and retrieved answers. Some
of the entities obtained from the retrieved answers are reasonable
facets of the current topic. Some are only peripherally related to the
focus of the conversation. The challenge in using such a graph is
to distinguish the most central or important entities, and use them
to improve the understanding of the current question [38, 45].

The inspiration behind this work is related to the idea that en-
tities of a document ranking, can be used to reach similar docu-
ments given the connections of an entity graph built with the top
documents of the document ranking [30]. Under a conversational
scenario, the interaction between the query and highest-ranked
passage candidates can be insufficient to cover different conver-
sational facets. While previous approaches [23] have successfully
modeled near-context across turns using queries, they ignore entity
interactions between passages.

This paper proposes a novel approach that is added to a stan-
dard transformer reranking architecture. It uses the top-ranked
passages of an initial retrieval to form an entity graph that rep-
resents the current conversation turn, estimates the importance
or centrality of each entity to the turn, and uses these estimates
to rerank the retrieved passages. Experimental evaluation shows
that the method improves precision at the top of the rankings for
TREC CAsT datasets, which is ideal for conversational assistants
where only a few answers are required.1 The reranking method’s
improvements, albeit modest, are offset by its low computational
cost, making the method an attractive addition to a conversational
system. Finally, we study the influence of the entity graph design
for conversational search.

The next section discusses published research related to this
work. Section 3 describes the formation of entity graphs and com-
putation of entity centrality scores. Section 4 discusses the use of

1Source code: https://github.com/gsgoncalves/ICTIR2023-ConvSearchWithEntGraphs
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those scores in passage ranking. Sections 5 and 6 present the experi-
mental methodology and experimental results. Section 7 concludes.

2 RELATEDWORK
Conversational search introduces novel dimensions to the ad-hoc
retrieval scenario going beyond the traditional list of search results.
Previous works have already shown that explicitly tackling named-
entities can improve many language modeling tasks [15, 22]. Neural
architectures still present room for improvement, as they do not
fully discriminate the important textual information available [35].
We hypothesize that named-entities are a possible information
source to bridge the semantic gaps introduced by pre-trained lan-
guage models to rerank passages in a conversational search task.

There are two challenging main aspects that distinguish con-
versational search from ad-hoc ranking tasks: First, it focuses on a
live dialogue scenario emphasizing the importance of the top-1 re-
sults; Second, it adds a challenging dimension of sequence between
utterances, thus introducing a notion of context, or history.

Task-based conversational search tasks illustrate both previous
aspects by focusing on unforgiving scenarios that prioritize the
quality of the top results, while maintaining conversational con-
text [13, 36]. Our work focuses mainly on the first scenario, where
passage ranking tasks have been adapted to include conversational
context. Popular approaches to passage ranking, while maintaining
a conversational context, include using the transformer architec-
ture to encode context along with information needs [12, 19, 31, 32].
These approaches leverage on pre-trained language models to ob-
tain semantic context they are limited by the amount of information
they can encode, since they are very memory intensive.

Given the limited information that novel strategies can encode
it is also necessary to build better queries. Query rewriting is a
competitive strategy in approximating the users’ information need
as the conversation evolves, and has been largely studied to sat-
isfy users’ information needs [23, 24, 37]. Additionally, it has been
shown that using graph structures for multi-hop strategies is a
competitive approach to estimate important terms during a conver-
sation [5, 46, 48]. Graph-based methods allow the exploration of
neighboring levels of a knowledge base, which can be used to infer
the topics a conversation might follow.

External knowledge bases provide additional information that
may not be explicit in documents. A fundamental aspect is the
extraction and linking of named-entities across the conversation
turns. Before conversational search took centre stage, many entity
linking works were proposed [11]. One family of approaches uses
some form of external knowledge such asWikipedia or DBpedia [1].
TagMe [11] and DBPediaSpotlight [25], are long-standing examples
of such approaches. More recently, other approaches extend the
external knowledge with representation learning in the form of
embeddings such as Wikipedia2Vec [42]. Good examples include
REL [39], BLINK [21], and GENRE [8].

Driven by the research in conversational assistants, Joko et al.
[17] examined how different entity linkers behaved in this do-
main. The authors observed that deep learning methods achieve
a higher precision but very low recall. Overall, the best f-measure
was achieved by the methods based on textual representations of
Wikipedia [11].

There is a wide range of works exploring named-entities with
the Transformer architecture [29, 47]. While these works have been
successful in a number of tasks, there is not enough evidence that
such approaches can improve the Transformer architecture in ad-
hoc retrieval tasks, or conversational search tasks. It is interesting to
see that previous improvements with named-entities [40, 41] have
yet to be translated into the Transformer generation of ranking
methods. See the experiments section of this paper for more details.

3 CONVERSATION ENTITY GRAPHS
Our goal is to improve the top precision of conversational search,
as this is an important factor for user satisfaction when dealing
with conversational assistants. We hypothesize that the entities
appearing in top-ranked passages are connected both by their co-
occurrence and semantic relations, which can provide access to an
extended set of relevant passages at lower-ranked positions that
might be overlooked by neural rankers. We propose a lightweight
approach that leverages on the top passage results of state-of-the-
art neural rankers, and encodes the query-passage interactions
across the ranking as an entity graph.

Modern state-of-the-art ranking pipelines often start with a lexi-
cal ranker, such as BM25 [33], to quickly obtain a set of documents
that approximate a user’s information need. Increasingly computa-
tionally expensive rerankers are applied subsequently to reorder
the documents and maximize relevance. Recent work uses neural
language models, such as BERT, to reorder the documents obtained
by the earlier ranker(s) [14].

This work proposes a lightweight reranking model that utilizes
entity graphs as a representation of conversational context, and
consists of two distinct stages. The first stage is a full-text retrieval
ranker. In our work, the full-text retrieval ranker consists of a query
likelihood ranker followed by a BERT [9] reranker, but any full-text
retrieval systemmay be used. The full-text retrieval ranker produces
a ranking of passages 𝑃 = {𝑝1, · · · , 𝑝𝑘 }, an ordered collection of
𝑘 candidate passages that answer a query 𝑞. The second stage
analyzes 𝑃 to estimate entity centrality scores, which are used to
rerank passages more effectively. We refer to these two stages as
the full-text retrieval and entity centrality stages throughout this
paper. The following subsections explain the entity centrality stage
of the reranking model, by decomposing the graph construction in
Section 3.1, defining how to weight the graph edges in Section 3.2,
and finally how to determine entity centrality in Section 3.3.

3.1 Nodes and Edges of the Entity Graph
This work, inspired by previous competitive approaches that con-
sider named-entities as a connective element between documents
[10, 40, 41], infers the current conversation context by estimating
centrality over an entity graph, thus connecting query and passages.

Named-entities in queries and passages provide a knowledge-
aware view of the textual content. Linking text to a knowledge-
base is a starting point to obtain external connections that are not
explicit in the query-passage text. We argue that entity occurrence
is enough to provide information and reweight the full-text retrieval
ranker passage scores. Thus, giving more importance to passages
that contain entities central to the current query, but lack the exact
query terms to be highly ranked by the full-text retrieval ranker.
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The turn-specific entity graph construction begins with linking
the entities [17] of the query and respective retrieved passages
obtained by the full-text retrieval ranker. The nodes of the graph
are given by the entities in the passages, and the edges correspond
to the occurrence in the passages. The set of unique entities 𝐸
is computed from the current conversation query 𝑞, and the top
retrieved passages 𝑃 . This leads to the set of unique entities 𝐸

defined as:

𝐸 = {𝑒1, · · · , 𝑒𝑔, · · · , 𝑒𝑛},∀𝑒𝑔 ∈ {𝑞} ∪ 𝑃 (1)

Given the set of 𝑛 entities, 𝐸, and the top 𝑘 passages 𝑃 , we com-
pute the entities-passage occurrence matrix CP as:

CP ∈ {𝑤𝑔}𝑛×𝑘 (2)

To build the affinitymatrix we consider theweighted occurrences
of entities CP for each query 𝑞 of the conversational search session,
which will result in the entities that will be in the graph to calculate
the centrality scores and rerank the top passages. The query vector
CQ, Eq. (3), contains the entities mentioned in the query and we
define it as a multi-hot vector:

CQ ∈ {0, 1}𝑛×1 (3)

This allows us to compute the occurrence matrix of the conver-
sation entities CQP, as the concatenation of vector CQ with matrix
CP,

CQP =
[
𝛾 · CQ (1 − 𝛾) · CP

]𝑇
. (4)

The choice of concatenating the query vector with the passage
entity matrix was motivated by the idea that relevant documents
would contain similar entities contained in the query, thus it is
important that the query also makes part of the entity matrix.

Eq. (4) introduces a linear combination parameter 𝛾 . The 𝛾 pa-
rameter controls the weight balance between the entities in the
query vector and the entities in the top passages matrix. Motivated
by linear interpolation schemes such as the Jelinek and Mercer [16]
smoothing, this parameter allows flexibility to weight the query and
passages entities differently and observe how their contribution
affects the results. In our experimental results we tune 𝛾 to obtain
the optimal weight to be given to the entities in the query vector,
or the top passages matrix. By expanding Equation (4) we get the
unrolled expression:

CQP =

 𝛾 ·

𝑞𝑒1
.
.
.

𝑞𝑒𝑛

 (1 − 𝛾) ·

𝑝1𝑒1 . . . 𝑝𝑘𝑒1
.
.
.

. . .
.
.
.

𝑝1𝑒𝑛 . . . 𝑝𝑘𝑒𝑛



𝑇

. (5)

Finally, the entity graph, Eq. (6), is given by the application of
the dot product over the occurrence matrix

G = CQP · CQP
𝑇 , G ∈ R𝑛×𝑛 . (6)

3.2 Weighting the Entity Graph Edges
The weighting scheme used in the previous subsection is obtained
by signaling the presence of entities in passages, and query. A more
informative, conversation-specific, weighting scheme can be further
designed with the passage rank scores. In this weighting scheme,

the values of CP correspond to the full-text retrieval ranker scores,
𝑅𝑆 . Hence, the score of each passage entity of CP is given by:

𝑐𝑝𝑒 = 𝑅𝑆 (𝑝𝑒 ) ∀𝑒 ∈ 𝐸 ∧ ∀𝑝 ∈ 𝑃 (7)

Using the Equation (7) weights in Equation (6) is equivalent to
setting all the values of each column to the full-text retrieval ranker
score of the corresponding passage. The weight given to the entities
in the query vector CQ is the original multi-hot binary encoding.

The model uses this graph edge weighting scheme to maintain a
strong signal from the query entities. Moreover, this formulation
allows for entity occurrences in higher-ranked passages to have
more influence than entity occurrences in lower-ranked passages.

3.3 Calculating the Entity Graph Centrality
The entity graph represents the entities related to the current con-
versation turn and how they are used in the query and top-ranked
passages. The next step is to calculate the entity centrality (EC)
scores that indicate how well each entity represents the conversa-
tion turn context.

The EC scores can be estimated with random walk methods.
We focus on eigenvector methods as an implementation of ran-
dom walks to estimate centrality [2, 4], as they can be imple-
mented efficiently through a power-iteration with convergence
in 𝑂 (𝐸𝑑𝑔𝑒𝑠 × 𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠). Moreover, we choose a particular use
case of the eigenvector centrality [3] with a teleportation variation.

The EC vector of the top passages entities is computed as

EC(𝑡 ) = (1 − 𝛼) · 1
|𝐸 | + 𝛼 · G · EC(𝑡−1) (8)

where 𝛼 is the damping factor and each dimension 𝑖 of EC contains
the centrality score of entity 𝑖 .

Over both datasets the best results were achieved by setting the
dampening factor to 0.99, virtually eliminating the teleportation
factor introduced by Eq. (8), as our task relies on small connected
graphs that require a small amount of dampening. We keep the
dampening factor, ever so slightly, for the sake of guaranteed con-
vergence of the power-iteration algorithm [20].

4 RERANKING WITH ENTITY CENTRALITIES
Formally, the score of each top passage is obtained by computing
the dot product between EC scores, and the entity-passage matrix
CP.

S = EC𝑇 · CP, S ∈ [0, 1]1×𝑘 (9)

Eq. (9) results in a scoring vector for all of the full-text retrieval
passages in matrix CP, now conditioned on entity information.

With the score vector defined in Eq. (9) we can perform a rerank-
ing step based on the entity centralities of the passage. We refer to
this scoring system as 𝐸𝐶𝑏𝑖𝑛𝑎𝑟𝑦 .

A straightforward extension to 𝐸𝐶𝑏𝑖𝑛𝑎𝑟𝑦 is to fuse the entity
centrality ranking, with the full-text retrieval ranking. Motivated
by Jelinek and Mercer [16], we balance the original scores derived
from the full-text retrieval ranker with the entity centrality scores.
The linear interpolation scoring is formalized below for any passage
𝑘 in the ranking:

𝑝𝑘 = (1 − 𝛿) · S𝑘 + 𝛿 · 𝑅𝑆𝑘 (10)
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Table 1: Retrieval baselines compared with the averages for the 5-Fold CV Entity Centrality re-ranking. Statistically significant
improvements are denoted with †, and non-inferiority with **, for 𝑝 < 0.05 with a margin of 0.01, over the BERT baseline.

CAsT 2019 CAsT 2020

Method nDCG@1 nDCG@3 P@1 P@3 MRR nDCG@1 nDCG@3 P@1 P@3 MRR

Term based approaches
BM25 0.4152 0.3858 0.6012 0.5568 0.7157 0.2528 0.2536 0.3798 0.3798 0.5241
LMD 0.3974 0.4026 0.5838 0.5896 0.6984 0.3257 0.2930 0.4952 0.4167 0.6024
RM3 0.4099 0.4133 0.6069 0.6031 0.7158 0.3013 0.2808 0.4519 0.4135 0.5690
BERT 0.5689 0.5703 0.7803 0.7476 0.8604 0.5244 0.4976 0.6923 0.6538 0.7783

Entity based approaches
ERNIE 0.5626 0.5617 0.7514 0.7245 0.8435 0.5243 0.4865 0.6971 0.6394 0.7750
E-BERT 0.5270 0.5205 0.7283 0.6802 0.8229 0.4006 0.3786 0.5673 0.5208 0.6840
𝐸𝐶𝑏𝑖𝑛𝑎𝑟𝑦 0.6074 0.5839*

*
0.8035 0.7534 0.8707 0.4812 0.4950 0.6635 0.6554 0.7598

𝐸𝐶𝐵𝐸𝑅𝑇 0.6320† 0.6164† 0.8439† 0.7746*
*

0.8869*
*

0.5088 0.5092*
*

0.6779 0.6779*
*

0.7713
𝐸𝐶𝑙𝑖𝑛𝑒𝑎𝑟 0.6334† 0.6102† 0.8439† 0.7649 0.8871*

*
0.5104 0.5084*

*
0.6779 0.6731*

*
0.7730

The balance between the passage centrality score, S𝑘 , and the full-
text retrieval ranker, 𝑅𝑆𝑘 , score is tuned with the hyperparameter 𝛿 .
The motivation for combining S𝑘 and the ranking provided by the
full-text retrieval ranker is to retain the full-text retrieval score since
it captures complementary relevance signals, including interactions
among query and passage terms that do not correspond to entities.
We name this scoring system as 𝐸𝐶𝑙𝑖𝑛𝑒𝑎𝑟 .

5 EXPERIMENTAL METHODOLOGY
Datasets: The TREC CAsT [6, 7] benchmark provides evaluation
datasets for conversational search. It is composed of theMSMarco [27]
and the TREC CAR Wikipedia datasets [26]. The CAsT datasets
follow a dialog construction, where the last utterances of a dialog
combine information needs that have occurred during the conver-
sation. We use the set of manual queries for the 2019 and 2020
editions of the dataset to maximize entity recall.

Entity Linking: Entity Linking is a preprocessing step that can
be performed offline for corpora, and at runtime for the queries.
We opted to use TagMe [11] as the entity linker for its superior
F-measure on the CAsT 2019 and 2020 datasets [17]. TagMe used a
Wikipedia dump from November 2019 as its knowledge base, and
we linked entities with a confidence score of 0.1 to maximize entity
recall on both queries and passages.

Baselines: We compare the proposed methods with three clas-
sical retrieval models and three transformer models. The classical
retrieval models are BM25 (𝑘 = 1.1, 𝑏 = 0.3), LMD (` = 1000), RM3
over the previous LMD baseline (5 terms, 15 docs, query weight of
0.8). A BERT reranker is the main baseline, and the starting ranking
for entity centralitymethods. The BERT rerankerwas obtained from
the LMD run listed in Table 1 and was finetuned [28] on the MS-
Marco dataset [27], (sample size=100k steps; learning rate=3×10−6;
warm-up=10%; ADAM [18] 𝛽1=0.9, 𝛽2=0.999; L2 decay=0.01). We ap-
plied the same fine-tuning process to train two other entity-aware
transformer models, ERNIE [47] and E-BERT [29].

Finally, the three experimental systems are 𝐸𝐶𝑏𝑖𝑛𝑎𝑟𝑦 , 𝐸𝐶𝐵𝐸𝑅𝑇 ,
and 𝐸𝐶𝑙𝑖𝑛𝑒𝑎𝑟 . 𝐸𝐶𝑏𝑖𝑛𝑎𝑟𝑦 uses the binary co-occurrence matrix to
calculate the entities’ centrality. 𝐸𝐶𝐵𝐸𝑅𝑇 replaces the non-zero

positions of the matrix with the respective BERT passage score
for all entities contained in that passage, before calculating the
centrality scores. In both 𝐸𝐶𝑏𝑖𝑛𝑎𝑟𝑦 and 𝐸𝐶𝐵𝐸𝑅𝑇 , the score of each
passage is the sum of all entity centrality values. 𝐸𝐶𝑙𝑖𝑛𝑒𝑎𝑟 builds on
𝐸𝐶𝐵𝐸𝑅𝑇 and calculates the passage score as the linear interpolation
between, the BERT query-passage score and centrality score. The
𝐸𝐶 variations are reported with a 5-fold cross-validation over the
CAsT 2019 and 2020 datasets.

Evaluation Metrics: The goal of conversational search is to an-
swer a question with the top passage, thus we focused on Precision
at ranks 1 and 3. We also measured results with MRR, and nDCG
at 1 and 3 to account for the multi-level relevance judgments.

6 RESULTS AND DISCUSSION
This section discusses experimental results and the impact of the
system components on the conversational search task.

6.1 Analysis of Top Retrieved Passages
Table 1 shows the retrieval results for all methods. As expected,
BERT outperforms the traditional rankers across all metrics. In-
terestingly, the neural entity-based approaches fall behind BERT,
despite being trained in the same way. These neural entity-based
architectures learn a deep contextual representation by fusing en-
tity embeddings in the case of ERNIE [47] or transposing entity
embeddings to a BERT-compatible embedding space as in the case
of E-BERT [29]. However, our experiments show that the additional
contextual entity representation diminishes the ranking capabilities
of the pre-trained language models.

The centrality-based approaches using a graph built with the top
20 passages show the benefit of using the entities of lower-ranked
passages to improve the quality of the top positions of the ranking.
Our experiments show gains in combining the Entity Centrality
(EC) information with the original BERT ranking.

Statistical significance was determined using two-sided paired
t-tests, and non-inferiority with one-sided paired t-tests, follow-
ing Sakai [34]. The multiple tests were adjusted with the Holm-
Bonferroni correction. For both datasets, the 𝐸𝐶𝐵𝐸𝑅𝑇 and 𝐸𝐶𝑙𝑖𝑛𝑒𝑎𝑟
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Figure 2: nDCG@3, 10, 20, and 40 after reranking the top K passages on CAsT 2019. Graph-* shows the graph size with the
entities from the specified number of passages.

Figure 3: Entity Graph size vs. Number of passages

methods show improvements over the baseline. For 2019 we can ob-
serve that nDCG@3 statistically outperforms BERT with a p-value
inferior to 0.05, and a relative improvement of 8.1%. nDCG@1 and
P@1 are statistically superior to BERT with a p-value inferior to
0.05, and with relative improvements of 11.3% and 8.2% respectively.
For the 2020 dataset, 𝐸𝐶𝐵𝐸𝑅𝑇 and 𝐸𝐶𝑙𝑖𝑛𝑒𝑎𝑟 are statistically equal
or superior to BERT with a p-value inferior to 0.05 for metrics
nDCG@3 and P@3, with relative improvements of 2.3% and 3.7%.

The results show a more modest improvement from 2019 to 2020.
Our experiments showed that for the 2020 dataset, on average lower
𝛿 provided the best results thus giving less emphasis to the query
entities, whichmeans that the best 2020 results were achievedwith a
lower contribution of the query entities. This behavior is surprising
as query entities are the main signal for relevance. It suggests that

the 2020 dataset contains a noisier set of entities, which is directly
linked to the quality of the contextual entity graphs as discussed in
Section 6.2. We found a higher dissociation between the presence of
query entities in relevant passages from 2019 to 2020, with 78% of
relevant passages containing at least 1 query entity in 2019, and 66%
in 2020. Furthermore, for the 2019 edition, only 3.41% of turns do
not contain any query entity, when compared to the 7.41% of turns
without entities for 2020. These results indicate that the method
has fewer connections available to reach relevant passages for the
2020 dataset.

6.2 Entity Graphs over Conversation Turns
The next experiment examines the impacts of the entities’ graph
quality and the value of the entities added to the centrality-based
reranking. Figure 3 shows the divergence between the median set
of relevant entities and total entities in the graph across all queries,
as we consider more passages of the ranking. After 20 passages
(purple vertical line) we start to see a significant increase in noisy
entities, i.e. the gap between the entities that occur in relevant
passages and entities from all passages. This pattern seems to be
linked to the performance difference between the 2019 and the 2020
results that we presented in the previous section: the quality of
the entity graph had a positive impact in the 2019 dataset, while
in the 2020 dataset, the conversational entity graph is noisier, thus
resulting in smaller improvements.

Next, the retrieval performance is studied conditioned on the
graph size. The centrality reranking approach has two hyperparam-
eters. The first hyperparameter controls the number of passages
from which entities are extracted to build the graph. The second
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Figure 4: Evolution of the top entities along the conversation topic 78 - ’diet information’. The line plots show the most central
entities at rank positions 1, 3, 5, 10, 20.

hyperparameter is the number of passages reranked by the central-
ity measure, limiting passages to be reordered with the information
present in the entity graph. Figure 2 shows the nDCG@3, 10, 20,
and 40 for rerankers with different entity graph sizes, on CAsT 2019.
Please note that for each nDCG@k graph, the reranking depth (x
axis) begins at k to align the metric with the ranking size. The dot-
ted black line shows the BERT nDCG at the corresponding nDCG
cutoff. As shown across the four nDCG cutoffs, using entity infor-
mation from passages further down in the ranking helps to rerank
the BERT ranking, which indicates that the method is capturing
ranking signals that were not considered by the BERT ranker.

Figure 3 and Figure 2 are connected by the graph depth, and
consequently, the entities that are used to estimate the centrality
and rerank the passages. Figure 2 shows the different retrieval
performances of the 𝐸𝐶𝐿𝑖𝑛𝑒𝑎𝑟 system, for CAsT 2019, as the entity-
graph size increases. Each line in Figure 2 corresponds to a different
number of passages used to build the graph e.g., the line "Graph-20"
reorders the BERT run using the entities contained in the top 20
passages. Figure 3 shows that on median 20 passages will provide a
graph with approximately 150 entities.

Noting that the black dashed line of Figure 2 represents the BERT
baseline we can observe that the systems with Graph-10, Graph-20,
and Graph-40 beat the baseline at reranking cutoffs up to 40. This
confirms the previously seen low divergence for 2019, to the left of
the vertical line of Figure 3, between the relevant entity set and the
retrieved entity set. To the right of the vertical line of Figure 3 as the
divergence between sets increases, the EC model performance also
decreases across all systems that use more than 40 passages to build
the graph. After this point, the introduced noisy entities lead to

sharp drops in performance across all graph sizes, showing the need
for a balance between graph size, and ranking depth. Large graphs
with many non-relevant entities for the passages to be reranked,
or on the other hand, small graphs that do not cover the relevant
entities of the passages to be reranked will lead to deficient results.

Another interesting observation, that confirms the observations
so far, is that as the graph size increases, there are faster diminishing
returns as the reranking depth is also increased. That is, for a graph
built with 100 passages (Graph-100 - pink line in Fig. 2), there is too
much noise in the graph to rerank more than 40 passages, thus the
centrality ranking signals perform worse than the BERT baselines.
This observation ties back to Figure 3, where the median graph size
built with 100 passages has approximately 500 entities (in Figure 3
when Nr. of Passages in Ranking = 100, the Median Entity Count is
≈ 500). Many of these entities will be noise as we can see from the
gap between the lines in Figure 3.

6.3 Qualitative Analysis of Conversation’s Rank
of Entities

Figure 4 examines the quality of the entities obtained by the random
walks for four questions in CAsT conversation 78 to investigate
how centrality changes throughout a conversation. It shows the
entities ranked at position 1, 3, 5, 10, and 20 by their entity centrality
score across the conversation turns 1, 3, 6 and 8.

As the conversation advances from turns 1 and 3, to turns 3 and
6, the entity with the highest score "Ketogenic Diet" and "Ketosis",
gives place to subtopics of the conversation on "Paleolithic Diet"
and "Intermittent Fasting". It is noteworthy that the first entities
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Figure 5: The modes of carrying context on the query side as
a function of 𝛾 for the CAsT 2019 dataset.

with the highest entity centrality scores are query entities. However,
the immediate entities in position 3 are closely related to the query
entities and the initial intent, which expands the vocabulary being
considered and brings passages that contain these closely connected
entities to higher positions in the ranking.

Entities at positions 10 and 20 become less related to the topic
turn. This shows that a majority of the centrality score is strongly
focused on query entities and their connections, thus making the
centrality model grounded in the query entities and closely related
entity neighbors.

6.4 The Role of Query Entities
In this sectionwe expand our analysis by doing preliminarywork on
using different combinations of query entities to maintain conversa-
tional context on CAsT 2019. In particular, we examine the impact
of enriching the initial query vector CQj with entities from previous
turns to better capture the conversation context [23, 43, 44]. We
hypothesize that maintaining query entities that were mentioned
in previous utterances creates a high-level context representation
that can roughly approximate the conversation history. By using
different strategies to capture query entities we can improve the
robustness of the entity graph against topic shifts, while keeping an
evolving context of the conversation given by the central entities.
We defined the following modes of carrying context as the system
advances through conversation turns as follow:

• Current Turn Entities: CQj contains the entities of the
current query.

• All Turns Entities:CQj contains all entities from previously
seen queries, including the current query.

• First+Current Turn Entities: CQj contains the entities of
the first query and the current query.

• Recent+Current Turn Entities: CQj contains the entities
of the three previous queries and the current query.

In Figure 5 and Table 2 we analyze the effects of four query entity
combinations while varying the importance of the query entities
on the entity graph. The “Current Turn Entities” experimental sys-
tem sets the lower bound for manipulating conversational context
using entities. In this system, no information is carried between
conversation turns. The “All Turns Entities” baseline carries all
entities on the query side along the conversation, which causes a
loss across all cutoffs of nDCG shown in Table 2. A conversation

Table 2: Conversational context combinations on the query
side for the CAsT 2019 dataset at 𝛾=0.9.

Graph Query Mode nDCG@3 nDCG@10 nDCG@20

Current Turn Ent. 0.612 0.568 0.536
All Turns Ent. 0.602 0.560 0.533
First Turn Ent. 0.610 0.569 0.537
Recent Turns Ent. 0.619 0.571 0.538

can have similar information needs that might change the higher-
level context of the conversation, which requires the system to
give less importance to entities that are no longer central to the
current stage of the conversation. Hence, maintaining entities that
appeared early in the conversation can harm the results of the final
utterances of the conversation. Finally, the most competitive ap-
proaches are either adding the entities that appear in the first query
– “First Turn Entities”, or using the entities of the previously three
seen queries – “Recent Turns Entities”. Using a recent conversation
history, consistently outperforms the remaining combinations. We
can infer that entities that appeared closely in previous utterances
are related to the current query.

We must note that the improvements across these different com-
bination modes are in very close proximity to each other. This is
an opportunity and tentative path to explore to improve results in
this conversational search scenario.

7 CONCLUSIONS AND FUTUREWORK
This paper proposes an Entity Centrality method for improving
top-3 passage ranking in conversational search. A conversation
turn-specific graph is built using the entities from both queries and
passages given by any neural ranker. At runtime, random walks
are used to estimate the entity centralities over the conversation
graph and used to rerank the passages. Experiments demonstrate
an improvement of up to 8.1% in nDCG@3 and 3.6% in P@3 on the
CAsT 2019 dataset. Results on CAsT 2020 were less competitive
and illustrate the importance of having a sufficiently large number
of relevant entities in the top passages. In fact, our analysis showed
that queries are the main source of relevant entities that approx-
imate closely related entities in passages. Passages are extremely
entity-rich, introducing many non-relevant entities in the entity
graph, thus the query entities are a strong signal to keep the graph
on topic.
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