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ABSTRACT
Knowledge components (KCs) de�ne the underlying skill
model of intelligent educational software, and they are crit-
ical to understanding and improving the e�cacy of learning
technology. In this research, we show how learning curve
analysis is used to �t a KC model - one that was created
after use of the learning technology - which can then be
improved by human-centered data science methods. We an-
alyzed data from 417 middle-school students who used a
digital learning game to learn decimal numbers and decimal
operations. Our initial results showed that problem types
(e.g., ordering decimals, adding decimals) capture students’
performance better than underlying decimal misconceptions
(e.g., longer decimals are larger). Through a process of KC
model re�nement and domain knowledge interpretation, we
were able to identify the di�culties that students faced in
learning decimals. Based on this result, we present an in-
structional redesign proposal for our digital learning game
and outline a framework for post-hoc KC modeling in a tu-
toring system. More generally, the method we used in this
work can help guide changes to the type, content and order
of problems in educational software.
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1. INTRODUCTION
In the view of KC modeling, student’s knowledge can be
treated as a set of inter-related KCs, where each KC is \an
acquired unit of cognitive function or structure that can be
inferred from performance on a set of related tasks" [22]. A
KC-based student model (which we refer to as KC model )
has been employed in a wide range of learning tasks, such
as supporting individualized problem selection [11], choos-

ing examples for analogical comparison [35] and transition-
ing from worked examples to problem solving [43]. A good
KC model is vital to intelligent educational software, par-
ticularly in the design of adaptive feedback, assessment of
student knowledge and prediction of learning outcomes [24].

A new area in educational technology that could potentially
bene�t from KC models is digital learning game. While
there has been much enthusiasm about the potential of dig-
ital games to engage students and enhance learning, few
rigorous studies have demonstrated their bene�ts over more
traditional instructional approaches [32, 34]. One possible
reason is that most digital learning games have been de-
signed in a one-size-�ts-all approach rather than with per-
sonalized instruction in mind [9]. Adopting KC modeling
techniques could therefore be an important �rst step in meet-
ing individual students’ learning needs and making digital
learning games a more e�ective form of instruction. A criti-
cal question in this direction is whether a KC model can be
created after the use of the learning technology, in order to
better understand the targeted learning domain and to help
in improving the technology.

In our study, we explore this question in the context of
a game that teaches decimal numbers and decimal opera-
tions to middle-school students. We started with an initial
KC model based on problem type (e.g., adding decimals,
completing sequences of decimals), then used the human-
machine discovery method [51] to derive new KCs and for-
mulate the best �tting model. From this improved model,
we �rst discuss �ndings about students’ learning of decimal
numbers and propose potential changes to the instructional
materials that address a wider range of learning di�culties -
a process known as \closing the loop" [24]. Then, we outline
a general framework for adding KC models to educational
software in a post-hoc manner and discuss its broader im-
plications in digital learning games.

2. BACKGROUND
In this section, we �rst present background information about
two aspects of student modeling that are relevant to our
work: (1) KC modeling, a technique that represents stu-
dents’ knowledge as latent variables, and (2) the current
state of student modeling in digital learning games. Then,
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we describe the game environment used for data analysis.

2.1 KC Modeling
Traditionally, KC models have been developed by domain
experts, using Cognitive Task Analysis methods such as
structured interviews, think aloud protocols and rational
analysis [45]. These methods result in better instructional
design but are also highly subjective and require substantial
human e�ort. To address this shortcoming, a wide range of
prior research has focused on creating KC models through
data-driven techniques. Some of the earliest work on iden-
tifying and improving KC models was done by Corbett and
Anderson [11] with the early LISP tutors. In this work,
plotting of learning curves showed \blips" or \peaks" in the
curves which indicated new KCs that were not accounted
for in the initial model. By using a computational model
to �t the data in learning curves, [5] showed how Learning
Factor Analysis (LFA) could automate the process of identi-
fying additional KCs in educational software. LFA takes as
input a space of hypothesized KCs, which can be discovered
through visualization and analysis tools [51]. Once there
are several human-generated KC models, they can be com-
bined by merging and splitting skills using machine learning
techniques that aim to improve the overall �t [23].

It is important to de�ne a good model, but it is not al-
ways clear how to do so. Goodness of �t is best measured
by cross validation, but this technique is time consuming
and computationally expensive for large datasets. Further-
more, there is no consensus on how cross validation should
be performed on educational data [50]. Two related and
easy-to-compute metrics are the Akaike information crite-
rion (AIC) and Bayesian information criterion (BIC), which
address over�t by measuring prediction accuracy while pe-
nalizing complexity. In general, a lower AIC/BIC/cross val-
idation score indicates a better model. In case they do not
agree, [50] showed that AIC correlates with cross validation
better than BIC, through an analysis of 1,943 KC models in
DataShop. However, these scores alone do not portray the
full picture; as pointed out by [3], many student modeling
techniques that aim to predict student learning achieve neg-
ligible accuracy gains, \with di�erences in the thousandths
place," suggesting that they are already close to ceiling per-
formance. In response, [28] brought attention to another
important criterion - whether the model is interpretable and
actionable. As the authors argued, even slight improvement
can be meaningful if it reveals insights on student learning
that generalize to a new context and lead to better, empiri-
cally validated instructional designs. For instance, some re-
search has been successful in redesigning tutor units to help
students reach mastery more e�ciently, based on analysis of
previous KC models [24,27].

Our analysis follows the established process outlined above,
in which we started with a basic human-generated KC model,
then identi�ed potential improvements using learning curve
analysis, and evaluated the new model by AIC, BIC and
cross validation. We also derived instructional insights from
this model as the �rst step in closing the loop.

2.2 Student Modeling in Games
As pointed out by [2], knowledge in digital learning games
is harder to represent than knowledge in tutoring systems

because the students’ thinking process, as well as learning
objectives, may not be as explicit. The popular student
modeling techniques for learning games are those that can
represent uncertainty, such as Bayesian Networks (BN) [31]
and Dynamic Bayesian Networks (DBN) [8]. For instance,
in Use Your Brainz , by applying BN to each level of the
game to estimate the problem-solving skills of learners, re-
searchers were able to validate their measures of stealth as-
sessment [46]. [10] applied DBN in Prime Climb , a math
game for learning factorization, to build an intelligent peda-
gogical agent that results in more learning gains for students.
Follow-up work by [30] re�ned and evaluated the existing
DBN, yielding substantial improvement in the model’s test
performance prediction accuracy, which in turn helps bet-
ter estimate students’ learning states in future studies. As
another example, [42] employed DBN to predict responses on
post-test questions in Crystal Island , an immersive narrative-
based environment for learning microbiology.

Recent research has proposed entirely data-driven meth-
ods for discovering KC models in a tutoring system [17,
26]. However, most KC models employed in digital learning
games have been generated manually by domain experts.
For instance, in Zombie Division , the KCs were identi�ed
by math teachers as common prime factors such as \divide
by two" and \divide by three" [2]. Similarly, the designers
of Crystal Island labeled the general categories of knowl-
edge involved in problem-solving as narrative , strategic, sce-
nario solution and content knowledge [42]. The �rst at-
tempt to re�ne a human-generated baseline KC model using
data-driven techniques in digital learning games was done
by Harpstead and Aleven [18]. Their approach, which was
applied to Beanstalk, a game that teaches the concept of
physical balance, is based on [51]’s human-machine discov-
ery method, which is very similar to ours; however, there are
notable di�erences in the learning environments. In particu-
lar, the domain of decimal numbers involves many more rules
and operations than Beanstalk’s domain of beam balancing;
in turn, our digital learning game also incorporates more ac-
tivities (e.g., placing numbers on a number line, completing
sequences, assigning numbers to less-than and greater-than
buckets). Therefore, our KC modeling process takes into ac-
count not just the instructional materials but also elements
of the interface and problem types, which could be more
generalizable to other learning environments.

2.3 A Digital Learning Game for Decimals
Decimal Point is a single-player game that helps middle-
school students learn about decimal numbers and their op-
erations (e.g., adding, ordering, comparing). The game is
based on an amusement park metaphor (Figure 1), where
students travel to various areas of the park, each with a dif-
ferent theme (e.g., Haunted House, Sports World ), and play
a variety of mini-games within each theme area, each target-
ing a common decimal misconception: Megz(longer decimals
are larger), Segz(shorter decimals are larger), Pegz(the two
sides of a decimal number are separate and independent)
and Negz (decimals smaller than 1 are treated as negative
numbers) [21, 47]. Each mini-game also involves one of the
following problem types:

1. NumberLine - locate the position of a given decimal
number on the number line.
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2. Addition - add two decimal numbers by entering the
carry digits and the result digits.

3. Sequence- �ll in the next two numbers of a given se-
quence of decimal numbers.

4. Bucket - compare given decimal numbers to a thresh-
old number and place each decimal in a \less than" or
\greater than" bucket.

5. Sorting - sort a given list of decimal numbers in as-
cending or descending order.

Figure 1: A screenshot of the main map screen.

In each theme area, and across the di�erent theme areas,
the problem types are interleaved to improve mathematics
learning [41] and introduce variety and interest in gameplay.
Figure 2 shows the screenshots of two mini-games -Ancient
Temple (a Sequencegame) and Peg Leg Shop(an Addition
game). Each mini-game requires students to solve up to
three problems of the same type (e.g., place three numbers
on a number line, or complete three number sequences). Stu-
dents must answer correctly to move to the next mini-game;
they also receive immediate feedback about their answers.
To further support learning, after a problem has been solved,
students are prompted to self-explain their answer by select-
ing from a multiple-choice list of possible explanations [7].

A prior study by [34] showed that Decimal Point promoted
more learning and enjoyment than a conventional instruc-
tional system with identical decimal content. Follow-up
studies by [37] and [19] then tested the e�ect of student
agency, where students can choose the order and number
of mini-games they play. These studies revealed no di�er-
ences in learning or enjoyment between low- and high-agency
conditions, but [19] found that students in a high-agency
condition had the same learning gains while playing fewer
mini-games than those in low-agency, suggesting that the
high-agency version led to more learning e�ciency.

Post-hoc analyses by [52] examined the di�erent mini-game
sequences played by high-agency students and found that,
consistent with the reports in [19], those who stopped early
learned as much as those who played all mini-games. This
result leads to important questions about the right amount
of instructional content to maximize learning e�ciency. To
answer these questions, we would need a more �ne-grained

measure of student learning using in-game data rather than
external test scores. The KC modeling work presented here
represents the �rst step in this direction.

(a) Ancient Temple (b) Peg Leg Shop

Figure 2: Screenshots of two mini-games.

2.3.1 Participants and Design
We obtained data from two prior studies of Decimal Point
involving 484 students in 5th and 6th grade, in all study
conditions [19,37], and removed those students who did not
�nish all of the required materials, reducing the sample to
417 students (200 males, 216 females, 1 declined to respond).
The students played either some or all of the 24 mini-games
in Figure 1, depending on their assigned agency condition,
as described previously. When selecting a mini-game, stu-
dents would play two instances of that game, with the same
interface and game mechanics but di�erent questions. Stu-
dents in the high-agency condition also had the choice to
play a third instance of each mini-game once. In subsequent
analyses, we use an index of 1, 2 and 3 to denote the in-
stance number, e.g., Ancient Temple 1, Ancient Temple 2
and Ancient Temple 3 . For a detailed description of the
experimental design of prior studies, refer to [19,37].

2.4 Dataset
We analyzed students’ in-game performance data, which was
archived in the DataShop repository [49] in dataset number
2906. The dataset covers a total of 613,055 individual trans-
actions, which represent actions taken in the mini-games by
417 students in solving decimal problems.

3. METHODS & RESULTS
We started with the baseline KC models derived from two
sets of features that Decimal Point was built upon. These
initial models were �t using the Additive Factors Model
(AFM) method [6], and the learning curves were visualized
in DataShop. AFM is a speci�c instance of logistic regres-
sion, with student-correctness (0 or 1) as the dependent vari-
able and with independent variable terms for each student,
each KC, and the KC by opportunity interaction. It is a
generalization of the log-linear test model [54] produced by
adding the KC by opportunity terms. We then chose the
model with better �t and analyzed its learning curves. Each
model was run on 42,637 observations tagged with KCs.

3.1 Baseline Models
Our �rst baseline model, called DecimalMisc , consists of
four KCs that are the misconceptions targeted by the mini-
games: Megz, Segz, Negz, Pegz [21]. Because each mini-
game was designed based on a single misconception (KC),
















