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Guiding Question
Can collections of simple models outperform 
large models if each simple model is used for 
only a single sample?

Figure 1 Illustration of the benefits of personalized models. Each point represents the regression 
parameters for a sample. Black points indicate true effect sizes, while the red points are estimates. Mixture 
models (a) estimate a limited number of models. The varying-coefficients model (b) estimates sample-specific 
models but the non-linear structure of the true parameters violates the model assumptions, leading to a poor 
fit. The locally-linear models induced by a deep learning model (c) do not accurately recover the underlying 
effect sizes. In contrast, personalized regression (d) accurately recovers effect sizes.

Motivation
Typical tug-of-war:

What if this tradeoff is a byproduct of using 
population-level models to learn effects which actually 
differ between samples?
Can we instead learn sample-specific models? Would 
give us:
• A simple, interpretable model for each sample
• Representational capacity from the entire collection 

of models.
Let’s use a multi-task framework, defining each 
training sample as a task, to share power and learn 
these sample-specific models.

Problem Formulation
Given samples with predictors !",… ,!%, covariates
&",… ,&% and labels '",… , '% with !( ∈ ℝ+, &( ∈
ℝ,, '( ∈ ℝ,we seek a collection of models - =
/",… , /% and a distance function 0 1,1 which jointly 

minimize expectation of the test loss
2('4564, !4564, /7(89:;9)) where the model to use is 
chosen from - by the distance metric.

Personalized Regression
Individual samples become different tasks in a multi-task framework:

Related Work
• Mixture Models estimate a small number of 

components, typically independently.
• Varying Coefficients (VC) [1] specify a function to 

generate regression parameters from covariates.
• Contextual Parameters [2] generalize VC models 

to use deep networks as context encoders.
• Sample-specific PGMs [4,5] use model structure 

to test individual observations for deviations away 
from a population mean.

We are testing a general framework for sample-specific 
model inference which does not require specifying a 
parameter-generating function.

Distance-Matching Regularization
To share power, match structure in covariates to structure in regression parameters:
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Open Questions
• How many datasets have hidden sample-specific effects 

which could use sample-specific models?
• Is Personalized Regression the best framework to learn 

sample-specific models? Should models vary according 
to predictors or according to covariates?

• Can these ideas be used to regularize estimation of 
standard models (e.g. mixture models with DMR)?

Conclusions
• We have presented Personalized Regression to estimate 

collections of regression models by matching the structure 
of regression parameters to the structure of covariates.

• Personalized models often outperform the predictive 
accuracy of larger models because they can model effect 
sizes which vary between samples.

• Underscores the importance of treating sample 
heterogeneity directly rather than building increasingly-
complicated cohort-level models.

Accuracy Interpretability

Figure 2 Visualization of personalized models trained on a financial dataset. Personalized financial 
models (t-SNE (Van Der Maaten, 2014) projection). Each point represents a regression model for one security 
at a single date. There is strong clustering in models according to both industry (a) and time (b), but neither 
covariate would be sufficient to completely characterize each sample.

Predictive performance. For continuous response variables, we report 
correlation coefficient (R2) and mean squared error (MSE) of the predictions. 
For classification tasks, we report area under the receiver operating 
characteristic curve (AUROC) and the accuracy (ACC). For the simulation, we 
also report recovery error of the true regression parameters.

Figure 3 Personalized 
models for patients in the 
training set of the cancer 
dataset. Each point represents a 
model for a single sample, colored by the 
patient ID. There is strong clustering 
according to patient label, but also intra-
patient heterogeneity (notably Patients 
1,3,4, and 6).
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Guiding Question
Can collections of simple
models outperform large models 
if each simple model is used for 
only a single sample?

The benefits of personalized models. Each point 
represents the regression parameters for a 
sample. Black points indicate true effect sizes, 
while the red points are estimates.
Mixture models (a) estimate a limited number of 
models. The varying-coefficients model (b) 
estimates sample-specific models but the non-
linear structure of the true parameters violates the 
model assumptions, leading to a poor fit. The 
locally-linear models induced by a deep learning 
model (c) do not accurately recover the underlying 
effect sizes. In contrast, personalized regression 
(d) accurately recovers effect sizes.

Motivation
Typical tug-of-war:

What if this tradeoff is a 
byproduct of using 
population-level models to 
learn effects which actually 
differ between samples?

Can we instead learn sample-
specific models? Would give us:
• A simple, interpretable model 

for each sample
• Representational capacity from 

the entire collection of models.
Let’s use a multi-task framework, 
defining each training sample as 
a task, to share power and learn 
these sample-specific models.

Accuracy 

Interpretability

Visualization of personalized models trained on 
a financial dataset (t-SNE projection). Each point 
represents a regression model for one security at a 
single date. There is strong clustering in models 
according to both industry (a) and time (b), but 
neither covariate would be sufficient to completely 
characterize each sample.

Personalized Regression
Individual samples as tasks in a multi-task framework:

Distance-Matching Regularization
Match structure in covariates to structure in parameters:
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