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#### Abstract

We present a set of parallel algorithms for computing exact k-nearest neighbors in low dimensions. Many k-nearest neighbor algorithms use either a kd-tree or the Morton ordering of the point set; our algorithms combine these approaches using a data structure we call the $z d$-tree. We show that this combination is both theoretically efficient under common assumptions, and fast in practice. For point sets of size $n$ with bounded expansion constant and bounded ratio, the zd-tree can be built in $O(n)$ work with $O\left(n^{\epsilon}\right)$ span for constant $\epsilon<1$, and searching for the $k$-nearest neighbors of a point takes expected $O(k \log k)$ time. We benchmark our k-nearest neighbor algorithms against existing parallel k-nearest neighbor algorithms, showing that our implementations are generally faster than the state of the art as well as achieving 75 x speedup on 144 hyperthreads. Furthermore, the zd-tree supports parallel batch-dynamic insertions and deletions; to our knowledge, it is the first k-nearest neighbor data structure to support such updates. On point sets with bounded expansion constant and bounded ratio, a batch-dynamic update of size $k$ requires $O(k \log n / k)$ work with $O\left(k^{\epsilon}+\operatorname{polylog}(n)\right)$ span.


## 1 Introduction

Computing nearest neighbors is one of the most fundamental problems in computer science, with applications in diverse areas ranging from graphics $[19,32,33,34]$ to AI [31] to as far afield as particle physics [36]. Research on nearest neighbors can be roughly divided into two areas: one area focuses on computing approximate nearest neighbors in high dimensions, primarily with clustering as an application. The second focuses on exact (or closer to exact) nearest neighbors in lower dimensions, with tasks such as surface reconstruction [3, 24] as a prominent application. This work focuses on the latter category.

The most common method of computing nearest neighbors in low dimensions is via a kd-tree [9], a tree which keeps the entire bounding box of the point set at its root, and whose children represent progressively

[^0]smaller enclosed bounding boxes. Kd-trees have many applications in point-based graphics, and have been the data structure of choice for many graphics practitioners [33], even though other methods have better worstcase guarantees. One of the best kd-tree implementations is Arya et al's [8], which has been used widely by researchers [19, 32, 34]. Another commonly used library of kd-trees is that of the Computational Geometry Algorithms Library (CGAL) [40]. Recent work on kd-trees has focused on better theoretical guarantees [35], and with better performance in high dimensions [18].

Another approach for computing nearest neighbors uses space-filling curves known as the Morton ordering, z-ordering, or Lebesgue ordering (henceforth Morton ordering). Recursing by splitting the Morton ordering roughly splits space, making it possible to effectively search for nearest neighbors. Two nearest neighbor algorithms that make use of Morton ordering are Chan's minimalist nearest neighbor algorithm [16], and Connor and Kumar's k-nearest neighbor graph algorithm [22]. Other approaches to computing nearest neighbors include well-separated decompositions [15], and Delaunay triangulation [11].

Some important considerations when choosing a knearest neighbors algorithm are how it performs (theoretically as well as practically), does it run efficiently in parallel (since todays machines only have multiple processors), what kind of point sets it handles, and whether it supports dynamic updates (since in many applications point sets change over time [39]). Vaidya [41] and Callahan and Kosaraju [15] give strong bounds for general point sets computing all nearest neighbors in $O(n \log n)$ time using variants of kd-trees. Chan improved this to $O(n)$ time if the the ratio of the largest distance to the smallest is polynomially bounded [17]. However these results are limited to static point sets and have not yet shown to be practical. Connor and Kumar give bounds under the assumption of bounded expansion constants [22] for a practical algorithm they implement. There has also been significant interest in parallel algorithms for the problem. This includes implementations based on MapReduce [2], for GPUs [26], the STANN library [22], and an implementation in CGAL [4]. Although in principle kd-trees should be able to support dynamic updates we know of no libraries that efficiently
support them, and few interesting theoretical bounds for the problem in low dimensions. When considering parallelism and updates together one should be interested in batches of updates that can be processed in parallel.

In this paper, we present a technique that combines the ideas of kd-trees and Morton ordering to achieve efficient algorithms for k-nearest neighbors in bounded dimension. Some guiding intuition for such a combination is that Morton-based algorithms tend to have quick preprocessing (since only a sort is required) and slower queries; on the other hand, tree-based algorithms can have slower building times but their additional structure leads to faster queries. Thus, combining these approaches may allow us to achieve the advantages of both. In particular we present a k-nearest neighbor algorithm that hybridizes the kd-tree and Morton order approaches by using a kd-tree whose splitting rule is based on the Morton ordering; we call this tree the zdtree. We also present what is to our knowledge the first parallel batch-dynamic update algorithm for a k-nearest neighbor data structure. We prove the following theoretical results in the context of a point sets with bounded expansion constant and bounded ratio, two reasonable and broadly used assumptions when computing nearest neighbors $[5,6,8,10,17,22,25,29,30,37]$.

The first result concerns the work and span required to build the zd-tree:

Theorem 2.1. For a point set $P$ of size $n$ with bounded ratio, the zd-tree can be built using $O(n)$ work with $O\left(n^{\epsilon}\right)$ span, and the resulting tree height $O(\log n)$.

The second result bounds the work for a k-nearest neighbor query on the zd-tree.

Theorem 2.2. For a $z d$-tree representing a point set $P$ of size $n$ with bounded expansion, finding the $k$-nearest neighbors of a point $p \in P$ requires expected $O(k \log k)$ work.

These two theorems together imply a linear-work algorithm for finding the k-nearest neighbors among a set of points (i.e. the k-nearest neighbor graph). They also imply that for a point $q \notin P$, finding the nearest neighbors requires $O(\log n+k \log k)$ work.

The third result bounds the work and span for batches of updates.

ThEOREM 2.3. Let $T$ be a pruned $z d$-tree representing point set $P$, and let $Q$ be a point set of size $k$, such that $|P|+|Q|=n$. Then if $P \cup Q$ and $Q$ both have bounded expansion and bounded ratio in the same hypercube $X$, $Q$ can be inserted into $T$ in $O(k \log (n / k))$ work and $O\left(k^{\epsilon}+\operatorname{polylog}(n)\right)$ span.


Figure 1: A figure showing the work (threads $\times$ time) performed by various nearest neighbor algorithms as the number of threads increases. The k-nearest neighbor graph was computed on 10 million points from a random dataset within a 3D cube. Ideally the line for a particular algorithm would be both low (small total work) and straight (indicating more threads does not change the total work).

In additional to the theoretical contributions, we implement both our nearest neighbor searching algorithm and the batch-dynamic updates described above, and we measure our nearest neighbor searching algorithm against a large number of competitors. Our algorithms are optimized for parallelism: in addition to presenting a thread-safe data structure so that queries can be conducted in parallel, we use parallelism when recursively building or updating our kd-tree. A snapshot of our practical results can be found in Figure 1, which compares the work needed to preprocess and query a point set across our implementation and competitors.

Our experimental results show the following:

1. Our k-nearest neighbor algorithms achieve high parallelism. Using our basic algorithm to query all nearest neighbors of a 3D dataset with 10 million points achieves 75 -fold speedup on a 72 -core Dell R930 with 144 hyper-threads.
2. Our algorithms are fast. Our algorithm's speed is robust across all the measures which we testedadversarial datasets, varying $k$, varying the size of the dataset, and varying the number of threads. In most cases, it beats its competitors by close to an order of magnitude.
3. Our batch-dynamic updates drastically decrease the cost per insertion. An insertion of one point into a tree of $5,000,000$ points takes about $10^{-5}$ seconds, while an insertion of 100,000 points takes $10^{-7}$ seconds per pointelement.
1.1 Preliminaries. For the special case where we are given a point set $P$ and wish to calculate the k-nearest
neighbors of all points in $P$, we refer to the result as the k-nearest neighbor graph of $P$. A query of a point not in $P$ is a dynamic query, and a query of a point in the tree is sometimes referred to as as a non-dynamic query. Similarly, adding a point to or deleting a point from the tree is referred to as a dynamic update, which is batch-dynamic if the updates are processed in batches rather than one at a time.

Kd-trees. Many nearest neighbor algorithms use a kd-tree as the data structure to query for nearest neighbors. Given a set of points $P$ in a $d$-dimensional bounding box, a kd-tree splits the data into two smaller bounding boxes at every level of the tree. Designing a kd-tree requires making a choice of splitting rule - that is, how the bounding box will be divided. One common splitting rule is to divide the bounding box of points along its largest dimension; another is to divide the space such that equal numbers of points are on each side. A variant of the kd-tree is the $\{q u a d, o c t\}$-tree, where each internal node of the tree has $2^{d}$ equal sized children in $d$-dimensional space.

Morton ordering. A common tool used in designing k-nearest neighbor algorithms is the Morton ordering. For a set of points whose coordinates are $d$-vectors of integers $\left(x_{1}, x_{2}, \ldots, x_{d}\right)$, the Morton ordering is calculated by taking each integer coordinate in binary form, interleaving the coordinates to create one integer per point, then sorting using the interleave integers. Nearest neighbor algorithms take advantage of the following property of the Morton ordering: given any two points $p$ and $q$ and the rectangle defined by those points as the corners, then all points in the rectangle must fall between $p$ and $q$ in the Morton ordering. This allows pruning regions of the ordering.

Bounded expansion constant. Several previous works for nearest neighbors in metric spaces have assumed a bounded expansion constant $[5,6,10,22$, $25,29,30,37]$, which roughly requires that the density of points in the metric space does not change rapidly. In the context of Euclidean space we use the following definition. Given a point $p_{i}$ and a positive real $r$, let $\operatorname{box}\left(p_{i}, r\right)$ denote the box centered at $p_{i}$ with radius $r$ (that is, half the side length).

Definition 1. Given a point set $P$ contained in a bounded Euclidean space $X, P$ has expansion constant $\gamma$ if for all $x \in X$ and all positive real $r$, if $|b o x(x, r)|=k$ for any $k>1$ then

$$
|b o x(x, 2 r)| \leq \gamma k
$$

The expansion constant is referred to as bounded if $\gamma=O(1)$.

Bounded Ratio. Another property that will be needed to prove some of our theorems is that of the point set having bounded ratio. This is a commonly used property in problems such as nearest neighbors and closest pair [8, 17].

Definition 2. Given a point set $P$ of size $n$, let $d_{\text {max }}$ denote the maximum distance between any two points in the set, and let $d_{\text {min }}$ denote the minimum distance between any two points in the set. Then $P$ has bounded ratio if

$$
\frac{d_{\max }}{d_{\min }}=\operatorname{poly}(n)
$$

Model of computation. Our results for the parallel algorithms are given for the binary-fork-join model [13]. In this model, a process can fork two child processes, which work in parallel and when both complete, the parent process continues. Costs are measured in terms of the work (total number of instructions across all processes) and span or depth (longest dependence path among processes). Any algorithm in the binary forking model with $W$ work and $S$ span can be implemented on a CRCW PRAM with $P$ processors in $O(W / P+S)$ time with high probability $[7,14]$, so the results here are also valid on the PRAM, maintaining work efficiency.
1.2 Related Work. Arya and Mount's k-nearest neighbor implementation [8] is commonly referred to as the state-of-the-art sequential k-nearest neighbor algorithm for low dimensions. Their implementation uses a kd-tree known as a balanced box decomposition $(B B D)$ tree, whose splitting rule attempts to get the best of both commonly used splitting rules-that is, splitting a bounding box into approximately equal areas which also have approximately equal numbers of points. They show that using a BBD tree, an approximate k-nearest neighbor query takes $O\left(\frac{k}{\epsilon} \log n\right)$ work. The BBD tree theoretically supports insertions, but their given implementation does not. In [22], Connor and Kumar parallelize Arya and Mount's allnearest neighbors implementation and show that theirs produces faster results, so we compare against Connor and Kumar's instead of theirs.

One nearest neighbor algorithm which uses the Morton ordering instead of a kd-tree is Chan's "minimalist" nearest neighbors algorithm [16], which has a theoretical guarantee of $O(n \log n)$ expected preprocessing time and $O\left(\frac{1}{\epsilon} \log n\right)$ expected time per query for approximate nearest neighbors. The algorithm is notable for both its simple proof and strikingly minimalist implementation, whose sequential version requires fewer than 100 lines of code in $\mathrm{C}++$. Chan's algorithm first randomly shifts the
coordinate of each point, then sorts the points using the Morton ordering. The algorithm then uses an implicit tree, recursively dividing the sorted points and visiting every implicit vertex which is within some radius of the query point. An adversarial case for this algorithm is when some query point $q$ is in the right half of the sorted data and its nearest neighbor $p$ is in the left half, causing the algorithm to search a large number of vertices. The random shift helps avoid this case in expectation.

The k-nearest neighbor implementation that most closely matched ours - in that it is tailored for parallelism and for exact nearest neighbor searching in low dimensions - is that of Connor and Kumar in [22], where STANN stands for Simple Threaded Approximate Nearest Neighbor. Their algorithm makes several improvements on Chan's algorithm, especially for the case of computing the k-nearest neighbor graph. Their main improvement is to search from the leaf of the implicit tree rather than the root, which allows for the possibility of searching only $O(k)$ implicit nodes instead of at least $O(\log n)$ (and this would be a best case scenario where the tree is perfectly balanced). Indeed, they find that if the input point set has bounded expansion constant, their data structure uses $O(n \log n)$ work and their nearest neighbor queries use expected $O(k \log k)$ work. Their algorithm only works for static point sets and as our experiments show is not as fast as ours.

Another well-known tree used for computing nearest neighbors is Callahan and Kosaraju's well-separated pair decomposition [15]. For $n$ points, they can build their tree (similar to a kd-tree) in $O(n \log n)$ work and polylogarithmic span (in parallel). Based on the tree, they can build the decomposition and find nearest neighbors in $O(n)$ work and polylogarithmic span. The approach is only described for the static case. Another approach is to use the Delaunay triangulation of the set of points [11]. Although this seems to work reasonably well in two dimensions, in three and higher dimensions it can be very expensive. Beyond bounded expansion constant, another common geometric assumption used for finding nearest neighbors or the closest pair is a bound on the ratio of the furthest pair and the closest pair in a dataset $[8,17,20,21,23]$.

## 2 Algorithm Design and Bounds

Here we describe our algorithms for constructing a data structure for k-nearest neighbors, querying the structure, and batch updating it.

Data structure. The data structure we use for nearest neighbor searching is a kd-tree whose splitting rule uses the Morton ordering; this is what we refer to as the zd-tree. Since the Morton ordering is just the interleaving of the bits of each coordinate, the tree is
built by letting the root represent the entire bounding box, and splitting the points into child nodes at level $i$ based on whether the bit at place $i$ is 0 or 1 . In three dimensions, our tree is almost equivalent to an oct-tree in which every three levels of our tree corresponds to one level of the oct-tree; however, the leaves can be at different levels. Each internal node of the tree stores the two opposing corners defining its bounding box, its two children, and its parent. Each leaf node stores its two opposing corners, its parent, and the set of points it contains. We bound the number of points in a leaf by a constant, and a leaf can be empty. Note that every point covered by the root bounding box is included in exactly one leaf node.

Construction. Before the zd-tree can be built, we preprocess the input. Firstly, motivated by Chan [16], and necessary for our bounds (the proof of Theorem 2.2), we select a random shift for each coordinate, and shift all the coordinates by this amount. This shift is kept throughout. We then sort the points by the Morton order. This can use Chan's comparison function, which leads to an $O(n \log n)$ work sort, but as we describe in Section 2.1 can be reduced to a linear time radix sort with span $O\left(n^{\epsilon}\right)$ [28] when assuming a bounded expansion constant. In this case the number of bits needed for the Morton order can bounded by $O(\log n)$.

After shifting and sorting we apply a divide-andconquer algorithm (Algorithm 1) to build the zd-tree. The algorithm recurses at each level of the tree on the two sides of the cut for the given bit of the Morton ordering. Importantly, finding the cut in the routine splitUsingBit only requires a binary search since the points are sorted by Morton order. This implies that when the tree is sufficiently shallow (guaranteed by bounded ratio) the work to build the tree is only linear, and the parallel depth is low. Even if completely imbalanced the work would be $O(n \log n)$.

Downward search algorithm. Our downward search algorithm is detailed in Algorithm 2. The algorithm maintains a current set of $k$ nearest neighbors, which starts empty and is improved over time by inserting closer points. In our pseudocode, we use $N$ to represent the nearest neighbor candidate set. The downward search works as follows: let $r$ be the distance from $p$ to the furthest element in $N$ if $N$ contains at least $k$ elements, or infinity otherwise. Now search vertex $v$ only if the bounding box for $v$ intersects a ball of radius $r$ around $p$. This is determined by the withinBox function. If the node is a leaf, iterate through the points it contains and update the set of nearest neighbors if necessary. If it is not a leaf, recurse on its children, searching first the child whose center is closest to the query point $p$.

Our root-based algorithm simply starts at the root of the zd-tree with an empty $N$ and applies searchDown, but we also use searchDown in our upward algorithm.

Upward search algorithm. Our upward search algorithm is detailed in Algorithm 3. It always starts at the leaf in the tree containing the point $p$ and works its way up the tree. The idea is that in general, only a small part of the tree needs to be examined. It uses the downward search as a subroutine. As in the downward search, it maintains a priority queue $N$, initially empty, of the current estimate of the nearest $k$ neighbors, which is improved over time helping to prune further search. The algorithm starts at the leaf by adding any points in the leaf to $N$. Then, as with the downard version, let $r$ be the distance between $p$ and $k$-th nearest neighbor in $N$, or infinity if there are not $k$ neighbors in $N$ yet. Now search the parent of the current node if and only if the ball of radius $r$ around $p$ extends outside the bounding box of the current node. Otherwise we know there are no points not included in the current node that could be closer than those in $N$. This can use the same withinBox as used in the downward algorithm, but with a negative $r$. When searching the parent we search the parent's other child using the downward algorithm.

Finding the leaf in which a point $p$ belongs, which is needed, depends on whether we are generating a $k$ nearest neighbor graph or using the the structure for dynamic searches for points not in the set. In the first case we know the leaf since each point is in a leaf. Therefore to generate a k-nearest neighbor graph we need just build the tree and then run searchUp on each point in each leaf. We refer to this as the leaf-based version of our algorithm. In the second case we have to search down the tree from the root to find the location of the leaf. This can use the bits of the Morton ordering to decide left or right. We refer to this as the bit-based version, and the downward search from the root as the root-based version.

Batch-dynamic updates. The tree data structure naturally lends itself to the possibility of dynamic insertions and deletions. Insertion of a new point $q$ into a zd-tree $T$ is conceptually simple: locate the leaf of $T$ which $q$ should be inserted into; then either add $q$ to the sequence of points contained in the leaf, or if $q$ would cause the number of points in the leaf to exceed some cutoff, split the leaf into two children. This concept can be refined to a parallel batch-dynamic algorithm, which takes a set of points and recurses in parallel down the right and left children of the root. One small subtlety is that to avoid cases where an insertion might require a rebuild of the entire tree, we require a bounding box that all data will be contained in to be specified before building the initial tree.

```
Algorithm 1: buildTree \((P, b)\)
    Input: A set of randomly shifted points sorted
        according to their Morton ordering and an
        integer \(b\) representing the bit we are working
        on, starting with the highest bit.
    Output: The leaf or internal node that contains \(P\) 's
        bounding box
    if \(b==0\) or \(\operatorname{size}(P)<\) sizeCutoff then
        return createLeaf \((P)\)
    else
        \(i=\operatorname{splitUsingBit}(P, b)\);
        do in parallel
        \(L=\) buildTree \((P[1: i], b-1)\);
        \(R=\) buildTree \((P[i: n], b-1)\);
        return createInternalNode \((L, R)\);
```

As with building the tree from scratch, a batchdynamic insert starts by using the random shift to offset the points and sorting the points to be added based on their Morton ordering. We then apply the recursive algorithm shown in Algorithm 4. Deletions use an almost identical algorithm.
2.1 Theoretical Results. In this section, we give theoretical results on the performance of our algorithms when assuming bounded expansion constant. The results in the rest of the section assume that the point set $P$ has bounded expansion constant $\gamma \geq 2$ as well as bounded ratio, and they assume that the dimension $d=O(1)$. We also require that every coordinate of every point is unique. This is a fair assumption to make in the context of nearest neighbors, since every point set that does not have this property can be transformed into one that does and where each point retains the same nearest neighbors. The presented proofs in this section assume that $X$ is a bounding cube, but the full version of the paper contains the proofs of the same results where $X$ is any convex region. Wherever not otherwise specified, we use $B$ to denote the bounding box of the randomly shifted point set; note that the side lengths of $B$ can be at most twice the side lengths of the smallest bounding box containing $X$.

Our first theorem concerns the height and build time of a zd-tree on a point set with bounded ratio.

Theorem 2.1. For a point set $P$ of size $n$ with bounded ratio, the zd-tree can be built using $O(n)$ work with $O\left(n^{\epsilon}\right)$ span, and the resulting tree height $O(\log n)$.

Proof. For the tree depth and work bound, we need to show that the longest path in the tree has length $O(\log n)$. The bounding cube of $X$ has side length within a constant factor of $d_{\max }$, and it must be divided until

(a) A graphic illustrating a box situated inside the largest possible quad-tree box as referenced in Lemma 2.2.

(b) A figure illustrating the setup in Lemma 2.3. Here, the empty boxes represent empty splits, the light blue boxes represent unbalanced splits, and the dark blue box represents the box containing $p$.


Exterior
(c) An illustration of the three types of cuts referenced in Lemma 2.4: interior in red, exterior in black, and empty in blue.

Figure 2: Figures aiding with the proofs in Section 2.1.
the two points whose distance between them is $d_{\text {min }}$ are in separate cubes. Since $d_{\max } / d_{\text {min }}=\operatorname{poly}(n), d_{\max }$ must be halved $O(\log n)$ times to reach $d_{\min }$. Thus the tree has $O(\log n)$ depth.

For the sorting claim, we wish to show that a parallel radix sort can be used. For the radix sort to require $O(n)$ work, we need to guarantee that only $O(\log n)$ bits are required to sort the dataset. This follows directly from the fact that the tree has depth $O(\log n)$.

Now, we work towards the theorem on the expected time required to query the k-nearest neighbors of a point $p$. Like the result from Connor and Kumar in [22], the $O(k \log k)$ bound only applies when searching for the nearest neighbors of a point already in the tree; for a dynamic query, finding the leaf to start from requires $O(\log n)$ time. The following proofs assume without loss of generality that a leaf of the zd-tree contains no more than $k$ points. Furthermore, we assume that the tree is a true quad-tree, meaning that each internal node has $2^{d}$ children; thus we use the term "quad-tree box" to refer to the box belonging to a tree node. This will slightly simplify the analysis, and it can only be worse than the performance of the actual algorithm.

Theorem 2.2. For a zd-tree representing a point set $P$ of size $n$ with bounded expansion, finding the $k$-nearest neighbors of a point $p \in P$ requires expected $O(k \log k)$ work.

The proof of the theorem separates the work into two parts: the work of searching through the points in a leaf of the zd-tree, and the work of traversing the zd-tree to get to those leaves. The first lemma concerns the former.

Lemma 2.1. When searching for the $k$-nearest neighbors of a point p, $O(k)$ candidate points will be considered, resulting in $O(k \log k)$ work to evaluate all the candidate points.

Proof. The multiplicative factor of $\log k$ comes from the fact that a priority queue is used to store nearest neighbors, so an $O(\log k)$ cost is incurred each time the priority queue is updated.

Consider the leaf $L$ of the tree that would contain $p$. The initial approximation is found by recursing up to $L$ 's ancestor until the ancestor has more than $k$ descendants, then adding those descendants to the priority queue. The ancestor's bounding box $B$ must contain $O(k)$ points by the fact of bounded expansion constant, since one of its children contains fewer than $k$ points.

Now, let $r$ be the side length of $B$. Our algorithm will search a leaf only if the box belonging to that leaf overlaps with box $(p, r)$. Those neighbors are contained within radius $r$ of the quad-tree box containing our initial guess.

The search algorithm evaluates every point at radius $r$ from $p$ as a candidate point. If the radius $r$ of $B$ is expanded twice, all the candidate points will be contained in the resultant box; call this box of candidates $Q$. If $k^{\prime}=O(k)$ points are in $B$, the expansion condition guarantees that at most $\gamma^{2} k^{\prime}=O(k)$ points are in $Q$. However, the search algorithm does not directly search each point in $Q$; rather, it searches every leaf whose bounding box overlaps with $Q$. This means that if a leaf $L$ 's bounding box were to fall partially inside $Q$ and partially outside, all the points in $L$ would be counted. Since $B$ is a quad-tree box, this could only occur if the leaf $L$ were to have a bounding box with radius larger than $r$. Since the radius is larger than $r$ and $d=O(1)$,

```
Algorithm 2: searchDown \((T, p, N)\)
needed subroutines:
distance \((p, N, k)\) returns infinity if \(N\) has fewer
than \(k\) points and otherwise returns the distance
from \(p\) to the furthest point in \(N ; k=1\) if not
specified.
\(\operatorname{insert}(N, p, k)\) adds \(p\) to the set \(N\) keeping only
the \(k\) closest points to \(p\).
withinBox \((T, p, r)\) returns true if \(p\) is within a
distance \(r\) of the bounding box for \(T\).
    Input: A pointer to a tree node \(T\), the query point \(p\),
                and a current set of up to \(k\) nearest neighbors
                \(N\).
    Output: The \(k\)-nearest neighbors of \(p\).
    \(r \leftarrow\) distance \((p, N, k)\);
    if withinBox \((T, p, r)\) then
        if \(T=\) Leaf then
            \(Q \leftarrow\) set of points contained in \(T\);
            for \(q \in Q\) do
                if \(q \neq p\) then
                    if distance \((q, p)<\operatorname{distance}(p, N, k)\)
                    then
                    \(\operatorname{insert}(N, p, k)\);
        else
            \(R \leftarrow T\).Right() ;
            \(L \leftarrow T\).Left() ;
            \(\ell \leftarrow\) distance \((p\), L.center ()\()\);
            \(r \leftarrow \operatorname{distance}(p, R\).center ());
            if \(\ell<r\) then
                \(\mathrm{N}^{\prime}=\operatorname{searchDown}(L, p, N)\);
                return searchDown \(\left(R, p, N^{\prime}\right)\);
            else
                \(\mathrm{N}^{\prime}=\operatorname{searchDown}(R, p, N) ;\)
                return searchDown \(\left(L, p, N^{\prime}\right)\);
```

there can only be a constant number of such leaves. Since each leaf has at most $k$ points, the original bound still holds.

Now, we move on to considering the expected work required to traverse the zd-tree to access the leaves. The probability calculation given here can also be found in [22].

Lemma 2.2. When traversing the $z d$-tree, the expected number of tree edges traversed to find all the nearest neighbors is $O(k)$.

Proof. The worst case for the cost of the search algorithm is when the search space described in Lemma 2.1 is only contained in the bounding box containing all of $P$, as illustrated in Figure 2(a). First, we show that the length of the traversal is bounded by the longest path between two leaves in the search space; all other searches can be

```
Algorithm 3: searchUp \((C, p)\)
withinBox \((T, p, r)\) with negative \(r\) returns true
if \(p\) is in within the bounding box of \(T\) and at
least \(r\) from the boundary.
    Input: A leaf \(C\) of the kd-tree and a point \(p\) within
            the bounding box of \(C\).
    \(N=\emptyset\)
    \(Q \leftarrow\) set of points contained in \(C\);
    for \(q \in Q\) do
        if \(q \neq p\) then
            if \(d(q, p)<\operatorname{distance}(p, N, k)\) then
                insert \((N, p, k)\);
    \(7 r \leftarrow \operatorname{distance}(p, N, k)\);
    \(P \leftarrow C\).Parent () ;
    while not withinBox \((C, p,-r)\) and \(P \neq \top\) do
        if \(P\).Left ()\(=C\) then
                \(N=\operatorname{searchDown}(P \cdot \operatorname{Right}(), p, N) ;\)
        else
            \(N=\operatorname{searchDown}(P . \operatorname{Left}(), p, N) ;\)
        \(C=P ;\)
        \(r \leftarrow \operatorname{distance}(p, N, k)\);
        \(P \leftarrow C\). Parent () ;
    return \(N\)
```

```
Algorithm 4: batchInsert \((T, P)\)
    Input: A pointer to a node \(T\) of the kd-tree and a
            set of points \(P\) contained in its bounding box
            and sorted according to their Morton order
    if \(T=\) Leaf then
        if \(\operatorname{size}(P)+\operatorname{size}(T) ;\) leafCutoff then
            Insert \(p \in P\) into \(T\);
        else
            Split \(T\) into multiple leaf nodes ;
    else
        \(b=T \rightarrow\) bit ;
        \(i=\operatorname{splitUsingBit}(P, b)\);
        do in parallel
            batchInsert \((T \rightarrow\) Right, \(P[1: i])\);
            batchInsert \((T \rightarrow \operatorname{Left}, P[i: n])\);
```

charged to the $O(k)$ points that are searched. We will use the box $B$ to refer to the search space. The largest cut of $B$ divides $B$ into $2^{d}$ quad-tree boxes. Each of these boxes must be contained within a quad-tree box $Q_{i}$ of at most twice the side length of $B$. Thus, traversing every leaf in $Q_{i}$ incurs cost at most $O(k)$; since $d$ is constant, the claim follows.

All that remains is compute the expectation of the length of the longest path in the zd-tree. Without loss of generality, assume that the search space is a box with side length $2^{h}$. Then the probability that the search space is contained within a box of side length $2^{h+j}$ is
$\left(\frac{2^{j}-1}{2^{j}}\right)$, since the box must have its upper left corner in one of $2^{j}-1$ grid squares along each dimension. Thus, due to the random shift, the probability that the search space is NOT contained within a box of side length $2^{h+j}$ is $1-\left(1-\frac{1}{2^{j}}\right)^{d}$. From the perspective of traversing the zd-tree, this is the event that the path between two leaves in the search space is length $j$. Thus its expectation can be upper bounded by the following summation, which charges a cost of one for each box the search space is not contained in:

$$
\sum_{j=1}^{\infty}\left(1-\left(1-\frac{1}{2^{j}}\right)^{d}\right)=O(1)
$$

and the result follows.
Lemmas 2.1 and 2.2 together compose the proof of Theorem 2.2.

Now we move on to batch-dynamic updates. In a weight-balanced tree, the argument for the desired $O(k \log (n / k))$ bound would be as follows: when a batch of points is inserted into the tree, the work required to insert them into $\log k$ levels can be no more than the work that would be required to build them into their own tree. Thus insertion into the first $O(\log k)$ levels of the tree uses $O(k)$ work, and the work bound on an insertion is $O(k(\log n-\log k))=O(\log (n / k))$.

Hence the goal of Theorem 2.3 is to show that in addition to the traditional notion of balance, the zdtree also obeys some notion of weight balance - that is, that each split of a point set must produce two halves where each contains a constant fraction of the points. Unfortunately, this is not strictly true, since a set of points with bounded expansion may, for example, have only one element with a 1 at the largest bit if that element is very close to the rest of the elements. However, we will be able to show a slightly weaker notion than weight balance: that enough nodes in the tree are weightbalanced that the same work bound still applies.

One more piece of terminology is needed before the theorem statement. When building the zd-tree by successively splitting the bounding box of the input, a split may have no points in $X$ on one side. During the tree building phase, we face a choice regarding empty cuts: when the algorithm makes an empty cut, we could either fork off two child nodes where one is a leaf containing no points, or we could simply not fork off an empty node, and divide the other node using the next bit. Since it is strictly cheaper, we choose the latter. Thus the following analysis will not deal with empty cuts; in particular, Lemmas 2.4 and 2.5 do not consider empty cuts in their analysis, since empty cuts do not affect the length of paths in the tree.

Theorem 2.3. Let $T$ be a pruned $z d$-tree representing point set $P$, and let $Q$ be a point set of size $k$, such that $|P|+|Q|=n$. Then if $P \cup Q$ and $Q$ both have bounded expansion and bounded ratio in the same hypercube $X$, $Q$ can be inserted into $T$ in $O(k \log (n / k))$ work and $O\left(k^{\epsilon}+\operatorname{polylog}(n)\right)$ span.

When $X$ in its bounding box $B$ is being recursively divided using Algorithm 1, it will be useful to separate the divisions or cuts into several categories. A cut along dimension $d$ divides some sub-cube $S$ of $B$ in two with cutting plane $\ell$. The cut is either empty, meaning that $\ell$ does not touch any points in $X$; or it is exterior, meaning it touches the boundary of $X$; or it is interior, meaning that within $S, \ell$ does not touch any points on the boundary of $X$. See Figure 2(c) for an illustration.

The first step towards Theorem 2.3 is to show that interior cuts are weight balanced.

Lemma 2.3. One out of every d interior cuts must be weight balanced; that is, it must split its bounding box into sets of size $\alpha n$ and $(\alpha-1) n$ for constant $\alpha \in(0,1)$.

Proof. Consider a point $p \in P$. As the zd-tree is built, the point set $P$ is split into smaller pieces along each dimension. Call a split unbalanced if it splits $P$ into pieces of size $n_{1}, n_{2}$ such that one of $n_{1}, n_{2}<\frac{1}{2(1+\gamma)} n$. Refer to a split as "involving" $p$ if it splits a box containing $p$. We will show that after $d-1$ unbalanced splits involving $p$, the next split must be balanced.

Assume for contradiction that there are $d$ consecutive unbalanced splits involving $p$. Let $B$ be the quadtree box containing $p$ after those splits, and let the length of $B$ 's longest side be $2^{j}$. By the assumption that $d$ consecutive unbalanced splits have already happened, there must be some side of $B$ where the most recent split on that side was of a region with maximum side length $2^{j+1}$; call the hyperrectangle resulting from that split $Q$. Let $q \in B$ be the unique closest point to $Q$, as shown in Figure 2(b). Then, consider any $x \in Q$ such that $B_{q}=\operatorname{box}\left(x, 2^{j}\right)$ contains $q$ and no other point in $B$, and overlaps only $B$ and $Q$. Due to its proximity to $B$, box $\left(x, 2^{j+1}\right)$ must completely contain $B$. By our assumption, $B_{q}$ contains fewer than $\frac{1}{2(\gamma+1)} n+1$ points, since it contains one point from $B$ and otherwise only points from $Q$, which has at most $\frac{1}{2(\gamma+1) n}+1$ points by our assumption. The box $B$ contains at least $\left(1-\frac{1}{2(1+\gamma)}\right)^{d} n$ points, so since $d \geq 2$, the expansion constant is violated and we reach a contradiction.

While interior cuts are easily shown to be balanced, the same argument does not hold for a sequence of exterior cuts, since Lemma 2.3 relies on being able to
choose a certain point $x$ as the center of a box, and this point might not be included in $X$ if some of the $d$ unbalanced cuts were exterior. Since an arbitrarily long sequence of nodes formed from exterior cuts might not be weight-balanced, we take a different approach: showing that even if we have to pay the maximum possible cost for each unbalanced path, the number of points on such an unbalanced path is small enough that the overall bound is unchanged.

The first step towards this goal is to quantify, for a given point $p \in P$, how many exterior cuts involving $p$ must be made before the first interior cut involving $p$.

Lemma 2.4. Normalize the length of $B$ to $n$. Then for every point $p \in P$, let $f(p)$ denote the minimum distance from $p$ to the boundary of $X$, perpendicular to some side of the bounding box $B$. Then $O\left(\log \frac{n}{f(p)}\right)$ cuts will be made before the next cut containing $p$ is interior.

Proof. A cut involving $p$ is guaranteed to be interior when the quad-tree box containing $p$ has radius less than $f(p)$. Since the radius of the quad-tree box is halved every $d$ cuts and side length of $B$ is $n$, the aforementioned condition is met after $d \cdot \log (n / f(p))$ cuts.

Lemma 2.4 gives us a way to bound the number of exterior cuts along the path to $p$. The next step is to bound the number of points that can be a given distance or closer to the boundary of one of the faces; the proof of the following lemma can be found in the full version of the paper.

Lemma 2.5. Normalize the side of $B$ to $n$. Let $S$ be $a$ subset of $B$ formed by cutting $B$ parallel to one of its faces at distance $r$ away from the face. Then at most $a\left(\frac{\gamma^{2}}{\gamma^{2}+1}\right)^{\log n / r}$ fraction of the total points in $B$ are contained in $S$.

Now, we can put all these pieces together to prove the theorem.

## Proof. [Proof of Theorem 2.3]

The sorting cost bound follows directly from Theorem 2.1.

For the update bound, we know that over all weightbalanced paths in the tree, the cost of insertion the $k$ points down those paths is $O(k \log (n / k))$. Thus our task is to account for the paths in the tree that are not weight-balanced. In the worst case, for every non-weightbalanced path of length $\ell$, we incur an $O(\ell)$ cost for each point that traverses it. We will show that the number of points in $Q$ that are distributed among the unbalanced parts of the tree is small enough that the overall bound is unchanged. Consider one face $S$ of $X$. For a point
$p$ at a given length $r$ away from the boundary of $x$ perpendicular to $S$, the path traveled from the root to $p$ can encounter $O(\log (n / r))$ unbalanced nodes. Consider all points at a distance $r$ or closer to $S$. Lemma 2.5 shows that there are at most $k \cdot\left(\frac{\gamma^{2}}{\gamma^{2}+1}\right)^{\log (n / r)}$ such points. The cost incurred for each depth is also $\log (n / r)$. Thus, the maximum cost for all the points at depth $f(n)$ or smaller is $k\left(\frac{\gamma^{2}}{\gamma^{2}+1}\right)^{\log (n / r)} \log (n / r)$. Renaming $\log (n / r)$ as the variable $x$ and integrating over values of $x$ from 0 to $n / 2$ gives:

$$
\begin{array}{r}
k \int_{0}^{n / 2}\left(\frac{\gamma^{2}}{\gamma^{2}+1}\right)^{x} x d x \\
<k \int_{0}^{\infty}\left(\frac{\gamma^{2}}{\gamma^{2}+1}\right)^{x} x d x \\
=O(k)
\end{array}
$$

Since the number of faces is constant, the overall bound follows. This shows that even in the worst case where every exterior cut is unbalanced and the maximum number of points are distributed in nodes formed from exterior cuts, the extra work incurred does not change the overall bound.

We conclude the section with a note on the tradeoff between work and span. The versions of the theorems given in this section have a span that is greater than polylogarithmic due to the radix sort. If the algorithms used a comparison sort, they could run in polylogarithmic span at the cost of needing $O(n \log n)$ work for the sort.

## 3 Implementation Details

In this section we give more details on the practical implementation of both our algorithms and the other algorithms we use to benchmark our code.
3.1 Our Algorithms. We implemented our algorithms in $\mathrm{C}++$ using the parallel primitives from ParlayLib [12]. Our search implementation closely matches the algorithms shown in Section 2, so here we focus mostly on implementation details and other optimizations.

Numerical details. We work with doubleprecision floats, which we round to 64 -bit integers for building the tree and computing the Morton ordering.

Miscellaneous optimizations. We mention a few optimizations that made significant differences in our runtime. Whenever possible, we used squared distances instead of Euclidian distances in our computations, which made our code about $10 \%$ faster. To store the current k-nearest neighbors when traversing the tree we
use a vector for small $k$ and the $\mathrm{C}++\mathrm{STL}$ priority queue for larger $k$. The overhead of the vector was significantly less for small $k$, but the linear instead of logarithmic cost dominates for $k>40$ or so. A third optimization was to sort the sequence of queries using their Morton ordering so that nearby queries in this order access nearby nodes in the tree, thus reducing cache misses. The savings from reducing cache misses more than compensates for the cost of the sort, in some cases decreasing runtime by a factor of two. This is useful even when querying in parallel since the parallel scheduler processes chunks of the iteration space on the same core.
3.2 Other Implementations. For the purpose of comparison we use three existing implementations of nearest neighbor search: CGAL [4], STANN [22], and Chan [16]. Here we describe some performance issues with their code, and some modifications we made to improve the performance of their code to ensure a fair comparison. An extended version of this discussion can be found in the full version of this paper.

Chan. Chan's code was fully sequential so we needed to parallelize it. Conceptually this is relatively straightforward since the algorithm just requires using a parallel sort instead of a sequential one, and then running the queries in parallel. Chan's code only searches from the root of his implicit tree. We note that the root-based implementation of our code is significantly faster than Chan's.

STANN. STANN includes both a k-nearest neighbor graph (KNNG) function and a k-nearest neighbor (KNN) function. The first finds the $k$ nearest neighbors among a set of points, and the second supports a function to build a tree and a separate function to query a point for its $k$ nearest neighbors. They supply a parallel version of KNNG, that was parallelized with OpenMP, and only a sequential version of KNN. Their algorithm did not scale well beyond 16 threads, since it left some components sequential. We therefore updated their code to use the parallel primitives and built-in functions from ParlayLib [12]; this drastically improved their performance.

CGAL. CGAL implements a parallel version of their k-nearest neighbor code using the threading building blocks (TBB) [27]. We use their code directly with no modifications. We note that their code does not scale well past 16 or so threads. Furthermore, although the code appears to be thread safe, there seems to be contention when there are many threads, thereby slowing them all down. Due to the particularly bad performance beyond 36 threads (which all are on one chip), we only report numbers up to 36 threads. Furthermore, since


Figure 3: A bar chart showing the performance of our three k-nearest neighbor algorithms on different datasets. All datasets are 10 million points, and times reported are for $k=1$.
we observed wildly varying times with higher $k$, we only included times for $k<10$ in our experiments.

## 4 Experiments

In this section, we provide experimental results which show that 1) our algorithms perform well under many types of scaling and across different architectures, and 2) our algorithms outperform every implementation we test against.

### 4.1 Experimental Setup.

Machines. We ran most all of our experiments on a 72-core Dell R930 with 4x $\operatorname{Intel}($ (®) Xeon(®) E7-8867 v4 (18 cores, 2.4 GHz and 45 MB L3 cache), and 1Tbyte memory. With hyperthreading the total number of threads is 144 . To check whether the results were robust across machines, we also ran one set of experiments on a 4 -socket AMD machine with 32 physical cores in total, each running at 2.4 GHz , with 2-way hyperthreading, a 6 MB L 3 cache per socket, and 200 GB of main memory.

Test data. After testing our algorithms on some real-world image data, we discovered, similarly to Connor and Kumar [22], that uniformly random points perform very similarly to real-world datasets. To facilitate testing at various sizes we therefore use a few distributions of random points in 2 and 3 dimensions, on sizes up to 100 million points. The point sets we used are listed in Figure 3. The 2D and 3DinCube datasets are points picked uniformly at random in a square and cube, respectively. The points in the 3DonSphere dataset are selected on the 2D surface of a sphere in 3 space. This is meant to represent various graphics applications where the point sets are on a 2 D surface embedded in 3D. The 3Dplummer distribution uses the Plummer model [1], which is based on the study of galaxies, and highly dense in at the center, becoming very sparse on


Figure 4: Statistics related to non-dynamic queries. Unless otherwise stated, the size of the dataset is 10 million, the number of nearest neighbors $k=1$, experiments were performed on 144 threads on a 72 -core Dell R930, and data points are drawn randomly from a 3D cube.
the outside. The 2Dkuzmin distribution is a similarly skewed distribution in two dimensions.

As can be seen from the various statistics, the Plummer and Kuzmin distributions are significantly more skewed than the others. Indeed. these distributions do not have bounded expansion constant. The performance is slower due to the fact that a few small points are extremely far away from most of the points, which are in a dense cluster at the center. This causes the tree to be unbalanced and the searches for the nearest neighbors of these far points to be expensive. However the overall time is hardly affected by the skewed distribution for our leaf and bit-based implementations (Figure 3) showing the algorithms are robust under quite skewed distributions. As expected, the depth of the trees for the uniform distributions in a cube are just the logarithm of the number of points.

Algorithms tested. We ran three classes of experiments: (1) generating a $k$-nearest neighbor graph on a set of $n$ points, (2) building a $k$-nearest neighbor query structure on $n$ points followed by dynamic queries on a different set of $n$ points, and (3) batch insertions for a total of $n$ points (after the insertion). The results from (2) can be found in the full version of our paper; they are not significantly different from building the k-nearest neighbor graph.

Altogether we tested 9 variants of the algorithms: our parallelized version of Chan's algorithm, the CGAL algorithm, four variants of STANN (KNN, KNNG, parlayKNN and parlayKNNG), and three variants of our algorithm (leaf-based, root-based, and bit-based). The parlayKNN and parlayKNNG are our modified versions of Connor and Kumar's algorithms. Since our modified versions are always significantly faster, we only report numbers for our versions.


Figure 5: Time required per point as the number of points in the batch increases. Updates performed on a dataset of 10 million random points inside a 2 D cube.

For all implementations, we sort by Morton order before querying. This is to ensure that all algorithms are getting the same benefit of locality in the tree when querying. The experiments on batch insertion only use our algorithm since the others do not support dynamic updates.
4.2 Leaf vs. Root Based. In Figure 3, we show the performance of our three search algorithms for finding the k-nearest neighbor graph on varying datasets and $k=1$. Figure 3 shows the same result using a different measurement: the average and maximum number of nodes visited during a query. One takeaway from the figures is that even though the leaf-based method takes $O(n)$ work, and the bit-based method takes $O(n \log n)$ work, the prior is only slightly faster. This is because the constant in the $O(k \log k)$ term for a search from the leaf is much larger than the constant in the $O(\log n)$ search from the root. Another takeaway is that for the Kuzmin and Plummer distributions, when starting from the leaf using the root-based algorithm (Algorithm 2) makes an enormous difference.
$4.3 k$-Nearest Neighbor Graphs. The results of our experiments for generating the $k$-nearest neighbor graph can be found in Figure 4.

Varying dataset size. (Figure 4 (a) and (b).) We measured the total time per point (that is, to build the tree and perform the query) by dividing the total time to build and search by the number of points. As discussed in Section 3, we took measures to limit the number of cache misses where possible.

Work efficiency. (Figure 4(c) and (d).) Experiments showed that our algorithms performed significantly less work than our competitors as the number of threads increased to 144 . To show that we maintain
work efficiency on different architectures, we also ran the same experiments on a 32 -core AMD machine.

Varying $k$. (Figure $4(\mathrm{e})$. ) Our results on varying numbers of neighbors show that our algorithms remain fast and scalable.

Tree building. (Figure 4(f).) To illustrate that the tree-building step itself is efficient (except in the case of CGAL as explained in Section 3.2), we show time required to build the data structure for the 3DinCube and 3Dplummer distributions.
4.4 Dynamic Updates. We test the efficiency of our batch-dynamic updates by measuring the time required per update as the number of updates in the batch increases. Figure 5 shows the time taken per point as the size of the batch increases, with both insertions and deletions shown. The figure shows a drastic change in time, spanning almost four orders of magnitude from $10^{-4}$ seconds for a single update to $10^{-8}$ seconds per update for a batch of 5 million. The first period of decrease as the batch size increases to $10^{4}$ or $10^{5}$ can be explained by parallelism - this is the point at which the parallel sort and the parallel recursion down the tree begin to save significant time. The fact that time continues to decrease even after the size grows large enough to see the full effects of parallelism can be attributed to the work efficiency of the batch-dynamic updates, as shown in Theorem 2.3.
4.5 Code availability. Our implementation is part of the publicly available Problem-Based Benchmark Suite [38].

## 5 Conclusion

In this work, we presented the zd-tree, a data structure for k-nearest neighbors that combines the ideas of kdtrees and Morton ordering and supports batch-dynamic updates. We showed that the zd-tree is both theoretically efficient and fast in practice, performing well even on data sets which do not have bounded ratio or bounded expansion. One future experimental direction is to experiment with datasets with higher dimensions, or with using our algorithms as a sub-step in calculating nearest neighbors in high dimensions. Another direction worth exploring is to use the zd-tree or a similar data structure for other problems in low-dimensional geometry, such as closest pair or n-body interactions.
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