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Abstract

With the recentimprovementsin speechtechnology it is now
possibleto build spolen dialog systemsthat basically work.
However, suchsystemsare designedandtailoredfor the gen-
eralpopulation.Whenuserscomefrom lessgenerakectionsof
the population,suchasthe elderly and non-natve spealers of
English,theaccuray of dialogsystemslegrades.

This paperdescribed et's Go, a dialog systemspecifically
designedo allow dialog experimerts to be carriedout on the
elderlyandnon-natve spealersin orderto bettertunesuchsys-
temsfor theseimportantpopulations.Let’s Go is designedo
provide Pittshurgh areabus information. The basicsystemis
describecandour initial experimentsareoutlined.

1. Background

Although mary recentdialog systemshave shavn thatwe can
achieve effective spoleninteractionwith a computeythey tend
to targetthe "average” portionsof the population thosewhose
speechand hearingfall within the norm of the whole popula-
tion. Thishastaughtusmuchabouthow thedialogmustchang
whenpeopleinteractwith a computerinsteadof a human. We
have developedsystemarchitecturesapdle of findingandpre-
sentingusefulinformationfor the averageuser but thesesys-
temscannotbe usedby everyone. Peoplewho are, for some
reasongonsideredo be outliersin the generalpopulationcan-
not yet accesghe informationthesesystemsrovide. The ob-
jective of the Let’s Go projectis to createa basicdialogsystem
thatwe canuseto testhow to extendsystemaccessto extreme
populations Theportionsof thepopulationthatwe have chosen
asrepresentatiesof the extremearethe elderlyandnon-natve
spealersof English.

Asweage perceptioris lessenedattentionis narrovedand
memoryis limited. This makesit extremely difficult to listen
to and usethe information a dialog systemfurnishes. When
we speaka foreign language we often have not masteredall
of its soundsor its grammaticalconstructions. This makes it
difficult for a dialog systemto understandvhatwe want. Our
populationsthereforecomplenent eachothersincethe elderly
provide anextremein the useof speectoutputandnon-natves
do the samefor speechinput.

Our specificinterestin creatinga dialog systemfor such
populationscamefirst from the obsenation that elderly visi-
torsapparentlyhada muchhardertime usingour spolendialog
systemghanyoungerusers. To investigate this, we deviseda
simple experimentwith elderly visitors to CMU’s Homecom-
ing testingtheir comprehensioonf naturalandsyntheticspeech
over the telephoneundera numberof conditions. The results
[1] shav adropin comprehensioasageincreases.

In this paper we will describethe basicdialog systemthat
we have createdo sere asour testbed.Let's Go hasits roots

in the CMU Communicatof2] systemarchitectue. Fromthat
startingpointandwith our experiment&goalsin mind, we have

mademaodificationsto the basicarchitecturemakingit easier
to changenecessarpartsof the systemaswe adaptto the new

populations suchasmakingthe parsermoretolerantto gram-
maticalerrors.With thesystermow in placewe areexperimen-

ing with waysto: enhanceahe speectoutputsothattheelderly
canunderstand better;dete¢ whatanon-natve spealer meant
to sayandoffer hintsof how to sayit better

Our systemprovidesbus schedulanformationfor the city
of Pittsturgh. We areworking with the Port Authority Transit
System(PAT) to usetheirbusscheduleandrecordingof actual
callsto their helpdeskto build our system.

2. Architecture

In orderto be ableto develop andtesttechniquesn improv-
ing spolen dialog systemsa baselinesystemwasbuilt. CMU
hassignificantexperierce in building spolen dialog systems.
Sincewe wantto have significantcontrol of the dialog system,
completdy off-the-shelfsystemsupportingvoice XML-lik e di-
recteddialog would be too restrictive. We thereforechoseto
build onthe RavenClav [3] system.This systemis in turn built
upontheMIT Galaxyarchitecturd4] andusegsheCMU Sphinx
speechrecognize[5] andthe Festival SpeectBynthesisSystem

[6].

2.1. Telephone connection

Let's Go is conneted to a phoneline via a Gentne board
thatcansupportary telepholy systemthatis supportedy the
Galay architecture.

2.2. Recognizer

We usethe CMU Sphinx Il speechrecognize with gender
specifictelephonequality acousticmodelsfrom the Commu-
nicator system[2]. The datausedfor training consistsof the
CMU Communicatordatacollected over the last4 years. We
automatially split this datainto male and femalespeechand
trainedseparatenodels. Both modelsarethenrun in parallel
andthe bestis selected. Like others,we have found this im-
provesrecognitionaccurag.

We do have accessto recordingsfrom the PAT help line,
althoughthe contentis oftenmoregeneralthanjust bus sched-
ules,andthedatahasacousticartifactsfrom thearchving com-
pressiorusedandthereforedoesnot reflectthe acousticcondi-
tionsof thetelephonespeectwe expect. Thus,at presentusing
existing telephonebandwidthmodelsis appropriateput aswe
collea data,we will retrainour system.



2.3. Parsing and Language Modeling

Sphinxll usesastatisticalanguagenodel(n-grams)or recog-
nition. The resultof therecognitionis thenparsedoy Phoenix,
arobustparsetbasedn anextendedContet FreeGrammaral-
lowing the systemto skip unknavn wordsandperformpartial
parsing[7].

Ideally, wewouldlik eto trainthestatisticalanguagenodel
onacorpusof transcribedlialogscorrespondingo our particu-
lar task. Sincethe projectstartedrelatively recentlyandit took
time to obtainproperpermissiorto recordcallsto the PortAu-
thority, we have just begunto receve specificdatafor our task
andhave not yet hadtime to preproces#. The only Port Au-
thority datawe have usedn thesystensofaris thesetof official
namesf the busstops,asstoredin the scheduledatabase.

Our approachto languagemodelingwas to first write a
grammarfor our parseythengeneratanartificial corpusof text
from the parsinggrammarandthird, train a statisticallanguag
modelon the artificial corpus.We wrote the grammarasecbn
acombinaion of ourown intuition anda smallscaleWizard-of-
Oz experiment we ran. Thegrammarrulesusedto identify bus
stopsweregenerategutomaticly from thescheduledatabase.

In orderto make the parsinggrammarrobust enoughto
parsefairly ungrammatical,yet understandablesentencesit
was kept as generalas possible. When usedfor speechgen-
eration,however, avery generagrammarproducesavery large
amountof notonly ungrammatial, but unnaturakentencesie
thereforemodifiedthe grammarto male it suitablefor speech
generatiormandenhancd it by weightingthe rulesaccordingto
our obsenationsof haw frequentthey arein naturallanguage
We also adjustedthe weight of the bus stop namesaccording
to how frequentlythey arelikely to be presenin userrequests,
agin basednourown obsenations.Usingthemodifiedgram-
mar, we generatech 200,000-sentergccorpuswhich is large
enoughto cover mostof the bus stopandtime expressionsn
thedomain.We traineda 3-grammodelon the corpususingthe
CMU-CambridgeStatisticalLanguageModelingKit [8].

Although the resultinglanguagemodelis not as good as
onebuilt from realdata,it allows usto obtainausableprototype
with whichwe cannow collectandtranscribedialogsthattake
placein the experimentswith extreme populations,while we
await preprocesserkaltrainingdata.

Weareapproachinghelanguagenodelinganddialogman-
agementwith oneof the main goalsof the projectin mind —
detectingincorrectlexical and grammaticalstructuresn non-
native speechandoffering correction. The languagemodelon
the one hand needsto be generalenoughto acceptsentence
structuresanduseof expressionghatarenot quite correct. For
example,askingfor “the comingbus” insteadof “the next bus”,
or “when the busis coming” insteadof “when is the next bus
coming” should be acceptableto our system. However, the
phrase“when done bus come here” would be difficult to ac-
cept. By acceptingthe former examples, we thenwantto give
theusersubtlecorrectionhelpsothatthe next time he/sheuses
the word or expressiorit is correct. But this is not a languag
learningsystem.Someof the usersarecalling just beforethey
run outthedoorto catchthebus. We thereforehave atthemost
two shortsentence$or the correction.We arestartingto build
utterancesvherewe take the incorrectresponse;the coming
bus”, for example,andrespondwith “Y ou wantthe next bus?”,
with higherpitchandintensityonthecorrectword, “next”. This
adwaneesthe dialog while giving correctve informationat the
sametime.
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Figurel: TreeStructureof the Dialog Agents

2.4. Dialog Manager

Dialog managemernin the Let's Go systemis basedon Raven-
Claw [3], agenericframework for dialogmanagemetn Raven-
Claw featuresatask-independerttialog enginethatcarriesout
the dialog accordingto a task specification. To build a dialog
systenfor a new task,a dialog specificatioris written asatree
structurewhereeachnoderepresents “dialog agent” Figure
1 is a simplified representatiomf the tree structure. Eachleaf
agentis in chage of oneof four elementarytasks:

e Inform: sendoutputto theuser
e Requestrequesinformationfrom theuser
e Expect:exped informationwithout explicit request

e Execute: performsnon-dialogtaskssuchascalling the
databasenodule

Non-terminalagents(a.k.a. agencis) group otheragentsand
controltheir execution,capturingthe higherlevel temporaland
logical structureof thedialog.

Eachcall to the systemstartswith awelcomemessagé¢hat
promptsthe userto make a request. The systemwaits for the
users answerand grabsconcefts suchas questiontype (e.qg.
“When is the next busto X?”, “How canl go from X to Y?")
or departureandarrival timesandplaces. If it hasenoughin-
formationto be ableto submita queryto the databaseit does
so,presentsheresultsto theuser andpromptsfor anew query
If moreinformationis neededo make a completequery (e.g.
the usergave the destinatiorbut did not specifya placeof de-
parture),the systemexplicitly promptsthe userto provide the
missinginformation(e.g.“Where areyou leaving from?”).

Someagents(not representedn Figure 1) handlethe ex-
plicit confirmationof recognize concepts. In the currentsys-
tem, eachtime a new pieceof informationis obtainedfrom the
user the systenrepeatsvhatit understoodothatthe usercan
detec¢ andverbally correctmisrecognition@sthey occur

2.5. Backend Manager

Thebaclendof thesystemis primarily adatabasef bussched-
ules and routing information provided by the Port Authority.
The Port Authority systemconsistsof 15,218stops(although
somestopshave multiple names). Thereare 2423 routes(in-
cludingvariationsof routesaccordingo time of day or week).



Althoughwe have the databas¢ablesthatthe Port Author-
ity usesinternally, we hadto make several alterationsin how
the datais storedto malke it possibleto find the information
we needto provide to the userbecase the original structure
was not suitedfor retrieving time information. Also, the Port
Authority dataoften containsabbreiations for stops— some-
times several differentabbreviationsfor the samestop. These
abbreviationswere corvertedto a consistenform thatis more
suitablefor speechnputandoutput. To moreeasilymatchstop
names,we choseto fully expandall abbreiations, sincethat
allows usto saythat“5th Ave”, “5th Ave?, and“Fifth Avenué
all referencethe samestreet,but maintainsits distinctionwith
“5th Street”.

Stopscanbe specifiedn oneof threeways: the nearesin-
tersectiorto the stop(“Forbes[Avenud at Murray [Avenue]”),
aneighborhood“Oakland”), or alandmarkor otherpointof in-
terest(“Pittsburgh InternationalAirport”, “Waterworks Mall”).
Of these,only the first are storedin the database.Thus we
map neighborhood&indlandmarksto intersections.However,
bothneighborhoodandlandmarksanreferto severaldifferent
stops.We needto beableto denotestopsasdepartureor arrival
points, and also identify which stopin a list is the one being
referredto, giventhe context of therestof thequery For exam-
ple, notall stopswithin a neighborhoodreon every routethat
goesthroughthat neighborhood At this point, this is handled
by a “Stop Matcher”’modulethat createsa mappingbetwea a
neighborhooar landmarkandthe appropriatestop. It will cur
rently only returnasinglestop,althoughit will eventuallyneed
to returnmultiple stops.

The baclend receves query information from the dialog
managerwhich consistof thetypeof query informationiden-
tifying thedepartureandarrival points,possiblyaspecificroute,
andtime information. The departureand arrival information
is passedhroughthe Stop Matchermoduleto identify which
stopsto searchor in thedatabaseAfter exeauting oneor more
lookupsto retrieve informationfrom the databasethe module
thenresponddo the dialog managewith aresult,which either
containgheanswerto theusers query or afailure codeidenti-
fying a problem(for example,askingfor atime for abusgoing
betweertwo stopsthatarenot connectedy ary busroute).

2.6. Language Generation

For languagegenerationwe areusingRosettawhich is alan-
guagegeneratiortoolkit originally designedor theCMU Com-
municator Rosettais capableof generatingutterancesrom
templatesfilling in slots with information recevved from the
dialogmanage It canalsorandomlyselectfrom alist of tem-
platesfor a givenresponse.The generateditterancesrethen
sentto the TTS module(in this case Festval) for synthesis.

Rosettaidentifies different kinds of actionsthat require
utterancedo be generateditheseactionsare their own self-
containedmodulesthat have mappingsbetweendifferentcon-
ceptsandthe templateghat generateutterancegor thosecon-
cepts. This systemusesthreedifferentmodulesfor languag
generation:oneto provide informationto the user oneto re-
questinformationfrom theuser andonethatconfirmsinforma-
tion the userhasgiventhe system.Within thesemodulesthere
area variety of templateghat generateutterances.For exam-
ple,theRequesmodulehasa“query.depature place”template
which generats the utteranceé'Where areyou leaving from?”,
which requestghe correspondingonceptfrom the user The
Inform module has a “currenttime” templatethat randomly
generateSThe time is now [currenttime]” or “It is currently
[currenttime]”

2.7. Synthesis

Sinceone major part of this projectis to investigate the best
outputvoice quality, we wantto have significantcontrol of the
syntheticvoice output. In our initial design,we optedfor the
easiessolutionthatwould give usaworking system.Our very
first versionsimply useda diphonesynthesizerThe quality of
thelatteris basicallyinadeaatefor aryonebut thededicdedto
understandand particularly not suitablefor our target groups,
theelderlyandnon-natves,with limited abilitiesin English.

Oncewe hadabasicsystenrunningwith arelatively stable
langua@ generatiorsystemwe built a limited-domainsynthe-
sizer using the techniquesdescribedn [9]. Thatis, we built
a specificsynthesizedsoice that is explicitly designedfor the
type of outputwe required. To do this we programmatically
constructeall thephrasesndtemplats thatthelanguagegen-
eration systemcould output. We thenfilled in the bus stop
namespus numberstimes,etc.,generating list of sentences
(around12,500).We thensynthesizedheseto phonemestrings
andgreedilyselecteditterancesvith thebestdiphonecoverage,
which generatd alist of 202 utterancesThenwe removedthis
from thecompletedist andgreedilyselecteda secondset. This
wasdonethreetimes,generatinga diphone-richpromptset(for
our domain)of 600 prompts. Thesewererecordedanda voice
wasautomaticalybuilt usingthe Fest\ox [10] build processn-
cluding labeling phoneticdatawith a Sphinx acousticmodel
trainedfrom this data.

The resultis a high quality voice that works well for the
sentence generatedy our system. It doesnot, however, deal
with all bus stopnamesat present(or at leastnot consistently
well). We arecurrentlyworking with a subsebf the 15,000.A
bettername-specifiselectiortechniquevould potentiallyoffer
moreconsistentoverage

3. Discussion

We deliberatelychoosehe constrainedlomainof businforma-
tion for our domain,sothatwe canbettercontrolthe low level

aspectsof information presentatiorrather than be distracted
with the higherlevel problemsin dialog control. However, al-

thoughapparentlysimpleatfirst, therearestill a numberof is-

suesin thebusinformationdomainthatmustbe addressed.

Naming a bus stop appearssimple at first but more com-
plex asyoulook closeratthe system.Usersmayemploy awide
rangeof phrasedo refer to bus stops,and we wish to make
the systemdealwith this. Althoughthereare problemsin ab-
breviation exparsion, andtyposin the coredata,theideaof a
canoncal namefor a busstopis fairly well defined.“Murray at
Forward” refersto the stopon Murray Averue whereit meets
Forward Avente. However there may be multiple stopsat a
crossroadshat have differentnames.“South Craig at Forbes”
is not the samebus stopas“Forbesat SouthCraig”, thougha
humanuseris likely to conflatetheseas“ForbesandCraig”.

Ourinitial systemoffersa numberof rule-derved alterna-
tive namesfor stopsbut this will be insufficient in a general
system. Thuswe areinvestigating methodsto give moregen-
eralmatchef usergivennamedo bus stopswhich mustalso
be efficient. For example “Forbes” (a major thoroughére in
Pittshurgh) hasmary stopsandis usedby mary routes,thus
“Forbes” alone seemsinsuficient to identify a stop. But the
54Crouteshave only onestopon Forbes,andthusit is possible
toreferto thatstopin thecontet of the54C:“from EastCarson
and22ndto Forbes”



SYSTEM: Welcometo the CMU Let's Go! Bus
Information System. How may | help
you?

USER: I'd like to goto ForbesandMurray.

SYSTEM: To ForbesandMurray. Whereareyou
leaving from?

USER: Carngjie Mellon.

SYSTEM: From Carngjie Mellon. Therearefive
busesrunning betweenCarngjie Mel-
lon and Forbesand Murray: the 501,
the59U,the61A, the61B,andthe61C.
Whatelsecanl dofor you?

USER: Whenis thenext one?

SYSTEM: Thenext 61Cgoingto ForbesandMur-

ray will leave Carngjie Mellon at 5:13
PM.

Figure2: Exampleof aLet's Go dialog

4. Evaluation

So far, we have only carriedout empirical evaluationsof the
system.

An intial experiment wasto try to elicit how usersmight
speakto a bus information system. The ideawasto seehow
they would formulatetheir queriesin specificsituations. We
designedive scenariodor which the userneededo getsome
specificinformationon a bus (e.g. line numberbetweena start
pointandanendpoint or time of the next bus at a given stop).
We setup adedicateghoneline in our office andasked people
in the LanguageTechnologie Instituteto pick oneor two sce-
nariosandcall us. We did not try to emulatehuman-machia
corversationsandratheractedasif we wereoperatordrom the
Port Authority. In all, we recorded28 phonecallsfrom 17 dif-
ferentcallers(7 native and 10 non-natve spealersof English).
Thisdatawasusedio manuallyextendtheinitial setof grammar
rulesfor parsingandrefineour dialogmodel.

Theinformationgatheredrom this experimentwasusedin
designingtheinputlanguag for the system.

Sinceour initial telephone-bsedsystemhasonly recently
becomeoperable,we have not as yet carried out ary formal
tests.However, we have madethefollowing obsenations.

The systemworks well for simple requests. When some
information is missing, it is ableto requestit explicitly from
theuser Hence the dialog canbevery shortwhenthe userex-
presses completequeryin one sentencee.g. “When is the
next bus leaving X goingto Y?"). It canbe longerand more
system-directedf partof the requestis missingor not recog-
nized(seeFigure2 for anexampleof suchadialog). Systematic
explicit confirmationfrom thesystencanbeannging for some
usersbut we found that, given the currentnumberof speech
recognitionerrors, it is importantfor the userto monitor the
understanding@f the system.

As saidabore, speechrecognitionis acceptablebut farfrom
perfect.We think thatthisis mainly dueto thelimitationsof the
“artificial” languagemodel. As we get more experiencewith
the systemandcollectdatafrom awider rangeof userswe are
adjustingthe generatie grammarandthusimproving theLM’s
quality. Ultimately, we will collectenoughreal datato train a
modeldirectly onit.

Our baselinesynthesizewasthe standarddiphonesynthe-
sizerin Festval which is not suficient (particularly over the
telephone)henceour move to a domainsynthesizerAlthough
building a domainsynthesizelis more work, it is clearthata
betteroutputvoiceis necessarybeforewe canmake the system

available to awider populations.

Namingbusstopsis anon-trivial problem,andwe arelook-
ing atgeneratechniqueso beableto matchwhatouruseramay
saywhenreferringto stops.

5. Conclusions

We have describedthe Let's Go spolen dialog system, a
telephom-based mixed-initiative spolen dialog system for
Pittshurghareabusinformation. Theindividualcomponatsare
describedhighlighting the specificissuesin constructingsuch
a systemwith generaldialogtools. Let's Gois specificallyde-
signedto improve dialogsystemdor theelderlyandnon-natve
spealkrsof English,two importantpopulationsvho have diffi-
culty in usingstandardspolendialogsystems.

ThelLet's Go projectis currentlysettingup specificexperi-
mentswith ourtarmgetpopulationgo betterunderstandheir lim-
itationsin accessingnformationthroughtelephone-basespo-
kendialogsystems.
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