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Abstract

Running a high-volume Web site is a challenging task. Web traffic is bursty with peak request

rates rising far above average rates and likely phenomena such as flash crowds and hot spots. Yet

Web users are very demanding: they expect Web sites to be quickly accessible from around the

world 24 hours a day, 7 days a week. Recent studies show that even a short period of slowdown or

service interruption can have severe effects: it not only sends customers to the “just a click-away”

competitor; it also reflects negatively on the corporate image as a whole.

The broad goal of this thesis is to improve the user-perceived performance of both static and

dynamic requests at a busy Web site. By static requests we mean requests of the form “GET me

a file”. By dynamic requests we mean those which require the Web server to create the requested

information on the fly, by accessing a database backend. The approach taken in this thesis does not

require buying more hardware or any other costly system upgrades. The main idea is to schedule

the existing resources better among requests so as to either improve overall mean performance or

improve the performance of a small subset of high-priority requests.

The first part of the thesis presents a very simple solution for improving overall mean response

times for static Web workloads by favoring those requests that are quick, or have small remaining

processing requirements in accordance with the SRPT scheduling policy. Our policy is particularly

effective during transient overload. The second part of this thesis focuses on the more complex

dynamic Web requests. We propose and implement various approaches for providing differentiated

levels of service for database-driven dynamic requests. We propose and evaluate algorithms for both

scheduling of database internal resources and scheduling outside the DBMS through an external front-

end. In the third part of the thesis we study the effect of the experimental model on performance
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evaluation. In particular, we investigate the impact of choosing a closed versus an open system

model, a question that has received little attention in the past.
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Chapter 1

Introduction

1.1 The Internet and the Web

Exponential growth rates have been commonplace in computer science since its early days. Semi-

conductor performance, for example, is known to increase exponentially with a doubling rate of 18

months, as is disk storage capacity and RAM capacity. These trends have first been observed by

Moore in 1965, just four years after the first planar integrated circuit was discovered, and still hold

today. Nevertheless, even in this environment where exponential growth is a ubiquitous phenomenon,

the growth and scale of the Internet and the Web has been unique and unparalleled, leading even

seasoned researchers and market analysts to predict its early downfall.

The Internet started in 1969 as a single, closed network with four nodes whose purpose it was to

allow scientists in different geographic locations to share centralized compute resources. Thirty-five

years later, in 2004, the Internet has become an integral part in the life of millions of people world-

wide who use it for purposes as diverse as communication, entertainment, and commerce. Much of

the Internet growth and popularity among the general public can be contributed to the World Wide

Web, which was born in 1993 with the release of the Mosaic Web browser. While at that time there

were about 150 Web sites in existence, this number grew to 3000 in 1994 and to 25000 in 1995. For

the second half of 1993, the Web had a doubling period of under 3 months, and even today the

doubling period is still nearly 5 months
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The large scale of the Internet has created unique business opportunities by putting an estimated

user base of more than 800 million people within reach as potential customers. At the same time

the unprecedented scale introduces huge new challenges. Popular Web sites today need to be able

to process millions of requests per second, while at the same time ensuring fast and predictable

service times, security, privacy and reliability, among others. Even today, more than a decade after

the emergence of the Web, we are far from having solved these challenges. The oftentimes sluggish

download times have earned the WWW the nick-name world-wide-wait, and the unpredictability of

Web traffic often leaves even large corporate Web sites overwhelmed and unresponsive.

Below we discuss in more detail the opportunities and the challenges the Internet and the Web

have brought about, before we then describe the goals of this thesis.

1.2 Opportunities and challenges

The huge scale of the Web offers new world of opportunities. One of the biggest opportunities for

e-businesses is the ability to easily reach a huge number of potential customers. Taking as an example

a book store, while a traditional store relies on customers that live in the same or a nearby city, an

online book store can be accessed by any of the more then 800 million Internet users. Moreover, even

for the smallest home-based business it is affordable to create a Web site, and make their products

available to people all over the world. Popular Web sites manage to attract millions of hits per

second.

In addition to providing access to a huge potential customer base, it also provides the means for

running a large scale, global enterprise.

First, the Internet greatly simplifies the logistics compared to those involved in a traditional offline

business. An e-business can send updates, and announcements for new products or special offers to

a large customer base virtually for free by e-mail. Many products, such as software, digital music or

movies, can be made available for download on a Web site, instead of packaging and shipping them

to the individual client. Similarly, software upgrades and documentation can be published online to

be instantly available for customers.

Second, new Internet-based forms of communication, such as video-conferencing or e-mail, in
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combination with easy and fast data-exchange through the Internet enable efficient collaboration

among employees at different geographic locations. Resources such as compute clusters or a central-

ized database system can be efficiently shared by employees everywhere in the world.

Finally, management of global enterprises is simplified, since the Internet allows efficient access

to data at any branch or warehouse, including those that are geographically remote. Moreover,

in combination with the right tools the geographically distributed data from different branches or

warehouses can be automatically integrated providing a manager with a complete picture of the

company’s state as a whole.

While the large scale of the Web opens up a vast array of new opportunities for businesses, it

also comes with huge challenges, including for example the unpredictability of request patterns and

the high level of competition among e-businesses.

One major challenge is to sustain the rapid growth in traffic, and number of connected hosts and

users, while at the same time providing fast and reliable service. Online users are demanding and

unforgiving. While for example customers in a traditional business environment take it for granted

to wait in line for service, online customers demand instantaneous, predictable service on a 24/7

basis. User studies indicate that for a Web user to be satisfied, delays should not exceed 5 seconds

and that delays that are longer than 10 seconds are considered intolerable.

Meeting the users’ high expectations is crucial in running a successful e-business, since competi-

tion is fierce. The same features of the Web, that enable new business opportunities, such as a the

large scale with a huge user base and support for global businesses, also open the door for way more

competition. While the local bookstore competes only with a handful of other bookstores in the

same city, an online store finds itself in competition of global scale with thousands of other stores.

The strong competition among e-businesses is aggravated by the fact that it is easy and effortless

for a disappointed client to switch to a competitor: a single mouse-click is all that it takes. Moreover,

providing dissatisfactory service not only results in losing the current transaction the client was

requesting, but also future transactions. After one disappointing experience customers often don’t

come back for a second time, not only to avoid delays, but also because previously experienced high

delays reflect badly on the e-business as a whole. In the customer’s mind the seeming disability of
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the Web site to properly manage their resources to provide smooth service, rises doubt as to whether

other aspects of the Web site, such as security and privacy, are managed well.

Ensuring the consistently low delays needed to keep customers satisfied is difficult. The WWW,

dubbed by pundits “The World Wide Wait” frequently becomes a victim of its own popularity, when

congested network links or heavy load at a Web site cause large slowdowns for users. Sharp and

overwhelming surges in the traffic volume can affect individual Web sites or even the Web as a whole

leading to very slow service or in the worst case complete unavailability of service. Unexpected

surges in the traffic have been a problem for the Web since its early days. For example, during

the announcement of the O.J. Simpson trial outcome in 1995, the Web experienced huge brownouts

throughout the nation as online debates started. Six years later, during the terrorist attacks on

September 11, most news sites became temporarily inaccessible. Over the past years the Web sites

of several major online retailers became unavailable the day after thanksgiving due to high traffic

volume.

Avoiding slowdowns and servive unavailability, e.g. by accordingly provisioning resources at a

Web site, is complicated by the burstiness and unpredictability of Internet traffic. Sudden spikes in

the load can either be caused by an event or an announcement that suddenly draws a large crowd

(often referred to as flash crowd) or by a malicious act such as a denial of service (DOS) attack.

While some events that are likely to cause unusually high traffic can be predicted ahead of time

(such as sales events or promotions at an e-commerce site), others like news events or DOS attacks

usually arise unexpectedly. One difficulty with sharp load surges is that, even in cases where a surge

in traffic is predictable,it is difficult to provision the system accordingly in advance, since it is hard

to accurately predict the magnitude of the increase.

In addition to challenges involving latency, there are also many other challenges, such as ensuring

privacy and security. Before the emergence of the Internet computer systems were typically accessible

to only a small group of “trusted” users. In contrast, the Internet is accessed by millions of anonymous

users, potentially including ones with malicious or criminal intentions. Examples for when security

became an issue include the Code Red worm who in 2001 forced the Pentagon to temporarily shut

down public access to all of its Web sites, or the Mydoom worm which in 2004 crippled many Web
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sites, including large commercial ones. These challenges are beyond the scope of this thesis and are

beautifully described in [191].

1.3 Reducing the World-Wide-Wait

Among the many challenges related to the Web, in this thesis we focus on improving the user-

perceived performance of requests at a busy Web site. Since one of the most important factors in

user satisfaction is the speed of the service they receive, the main metric we consider is mean response

time. We define the response time for a Web request as the period of time between the moment users

make a request and the time they receive the response in its entirety.

At a high level, executing a Web request involves the following steps, each factoring into the

response time a user experiences.

1. After a client types a URI into their browser or clicks on a hyper-link, the browser uses DNS

to resolve the URI into the server’s IP address.

2. The browser opens a connection to the server and compiles and sends the HTTP request to

the server. Sending the browser’s request to the server involves several underlying protocols, in

addition to HTTP. For example, the connection to the server is based on the TCP/IP transport

protocol suite. The routing of the actual network packets relies on both intra-domain routing

protocols (such as BGP), and inter-domain routing protocols (such as IS/IS or OSPF).

3. After the server receives and parses the request, it decides what actions need to be taken to

produce the proper response. The proper actions depend on the type of the request: The

response to a static request of the form “Get me a file” can be directly retrieved from the disk

or a backend storage utility. The response to a dynamic request needs to be generated on the

fly. This can involve access to an application server, which might run e.g. cgi-script or java

servlet, or or it can involve access to a database backend.

4. After the server has generated the proper response, it sends the response through the network

back to the client.

23



Web server

Application
    server

backend
Database

Three tier web site

Internet

Figure 1.1: Three tier Web architecture.

Approaches for improving Web response times have targeted all of the above steps, resulting in

solutions that apply either to the client side, the server side, or the network.

Methods for reducing delays at the browser include for example the caching of documents re-

quested by the user, so that later requests for the same documents can be served from the cache

rather than going to the origin server. In addition to just caching previously seen documents, an-

other idea is to have browsers prefetch new documents that the user will likely request in the future.

Also, since the time spent for DNS name resolution can be significant, browsers usually cache the

IP addresses for the URIs they have seen and resolved previously. Caching of Web objects is also

commonly applied at different points on the path between the client and the server in the form of

proxy caches. Proxy caches act as intermediaries between a client and a server and usually cache

documents from a larger user population, thereby increasing cache hit rates.

Efforts on improving Web performance that target the network mostly involve improvements

in routing protocols. Those improvements usually affect any Internet traffic, not just Web traffic.

A large volume of research on routing protocols deals with ways of improving the stability of the

protocols. Instabilities can arise when a link or a router fails, e.g. due to overload, or when the

routing tables of a router are misconfigured. One approach for Web sites to achieve better routing

of their requests that does not rely on changes to network protocols, is to employ multi-homing: the

site maintains several uplinks to different providers and dynamically picks the best one to use at any

given time.

Many different techniques have been proposed for improving Web performance at the server side.
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In order to efficiently service a large number of requests at the same time, changes to the design

of Web server software and server operating systems have been suggested. One of the suggestions

to make Web servers more scalable is to follow an event-driven approach, rather than a process-

per-request approach. The Zeus Web server, for example, is based on an event-driven architecture.

Changes to the server’s operating system focus mostly on the network stack, e.g. by making the

select or the accept system calls more scalable. When it comes to reducing server delays for

dynamic requests, e.g. requests that access a database backend, a common approach is to use cached

data from previous runs of the same query. Using cached versions of dynamic content involves a

tradeoff between short service time and the freshness of the served data.

Some solutions require support both at the client and the server end. For example, many opti-

mizations that have been suggested target the interaction between the HTTP and the TCP protocol

and require changes to the HTTP protocol. These changes need to be supported by both the client

and the server in order to become effective. One example for such an optimization is the introduction

of persistent connections in HTTP 1.1. In the original version of the HTTP protocol a client was

required to set up a new connection for each request. Persistent connections allow the client and the

server to keep a connection open even after a request is completed, so that it can be reused for later

requests.

Other optimizations that require support both at the client and the server end are the introduction

of new, more efficient data formats, such as PNG (Portable Network Graphics). PNG images render

more quickly on the screen and are often smaller than images in other formats, but a server can

employ them only if the client browser knows how to interpret the PNG format.

1.4 Thesis overview

The broad goal of this thesis is to improve the user-perceived performance of both static and dynamic

requests at a busy Web site. Our focus is on improvements that can be implemented entirely at the

server side, without support of the client’s browser or the network. Our solutions are very different

from the ones described in the previous section in that they are based on the idea of scheduling the

resources at a Web server better among requests so as to either improve overall performance, or the
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performance of particularly important, high-priority requests.

This thesis has three parts with different goals. The first part of the thesis presents a very simple

solution for improving overall mean response times for static Web workloads. The main idea is to

give preference to those requests that are quick, or have small remaining processing requirements

in accordance with the SRPT scheduling policy. The second part of this thesis is motivated by the

fact that requests vary in how important they are and focuses on providing differentiated levels of

service for dynamic requests that rely on access to a database management system (DBMS). We

propose and evaluate algorithms for both scheduling of database internal resources and scheduling

outside the DBMS through an external front-end. In the third part of the thesis we study the effect

of the experimental model on performance evaluation. In particular, we investigate the impact of

choosing a closed versus an open system model, a question that has received little attention in the

past, despite the large volume of research on workload analysis.

1.4.1 Part I: Improving mean performance of static Web requests

The first part of the thesis presents a very simple solution to improving overall mean performance at a

Web server. The solution does not require buying more hardware or any other costly system upgrades

and can easily be integrated into any Web server software. The main idea is to give preference to

those requests that are quick, or have small remaining processing requirements in accordance with

the SRPT scheduling policy. We apply this idea to static requests. By static requests we mean

requests of the form “GET me a file”

The theoretical advantages of SRPT with respect to mean response time have been understood for

a long time in the queuing-theory community. While in the single queue context SRPT’s advantages

may seem obvious, SRPT’s applicability to real Web servers is not. First, it is not clear where or how

SRPT should be implemented in a Web server. Second, it is not clear whether SRPT is still effective

in the context of network protocols such as TCP; under WAN conditions including propagation delay

and loss; and under client/server behavior patterns – all of which are outside of the server’s control.

Third, even if SRPT does reduce mean response time, it is unclear what the penalty to requests for

large files will be under SRPT, especially in the case of transient overload conditions. Addressing

26



the above three questions is the focus of this part of the thesis.

We implement SRPT in an Apache Web server running on Linux by scheduling the bandwidth

on the server’s uplink. This is done by modifying the order that socket buffers are drained within

the kernel. We then compare the performance of the SRPT server in a thorough performance study,

including many different parameters that affect Web response times, to the performance of a standard

server, which we refer to as a FAIR server.

We find that the delay at a busy Web server can be greatly reduced by applying SRPT-based

scheduling of the server’s bandwidth. We show further that the reduction in server delay often results

in a reduction in the client-perceived response time. In a LAN setting, our SRPT-based scheduling

algorithm reduces mean response time significantly over the standard FAIR scheduling algorithm.

In a WAN setting the improvement is still significant for high uplink loads.

We also find that SRPT significantly improves both server stability and client experience during

overload conditions, that is times where the request arrival rate exceeds the server’s capacity. Under

persistent overload, the number of connections at the FAIR server grows quickly compared with

the buildup of connections under SRPT, and consequently the FAIR server is also quick to reach

the point where incoming SYNs are dropped. As a result, the client experience in terms of mean

response time and the time until the first byte is received, is greatly improved under the SRPT server

compared to the FAIR server. With respect to transient overload, we find that SRPT improves mean

response times by factors of 1.5 – 8 over the traditional FAIR scheduling, across ten different transient

overload workloads. This is significant since mean response times under FAIR can get quite high,

and peak response time are many-fold higher than mean response times.

Performance improvements are measured under a vast range of environmental factors including

a range of WAN delays and loss rates, use of persistent connections, user behaviors, packet sizes,

and Web server configurations. Results are consistent across different traces. Importantly, we find

that requests for large files are not penalized by SRPT scheduling under transient overload. In fact,

for the largest 1% of requests, the response time under SRPT is very close to that under FAIR.

Furthermore these gains are achieved under no loss in byte throughput or request throughput.

The organization of Part I of the thesis is as follows. Chapter 2 reviews common approaches for
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improving Web performance and introduces the main idea of SRPT scheduling. Chapter 3 describes

how we implement kernel-level SRPT scheduling for static Web workloads in a standard Web server.

Chapter 4 evaluates the performance of our SRPT server implementation in both LAN and WAN

testbeds for the case where the system load stays within the server’s capacity. Chapter 5 shows how

the same basic idea of SRPT scheduling can be used to improve performance during transient periods

of overload. Chapter 6 concludes Part I of the thesis by summarizing the results and describing the

impact of our work.

1.4.2 Part II: Providing differentiated quality of service for database workloads

Requests at a Web site vary in how time-critical they are and in how important they are to the

site. It is therefore important for a Web site to be able to provide different levels of service for

different classes of requests. This is particularly the case for database-driven dynamic Web requests,

which tend to have long response times. This part of the thesis is therefore concerned with providing

differentiated quality of service for OLTP (Online Transaction Processing) database workloads.

Our work proposes and evaluates two different approaches to providing differentiated services for

database workloads. In the first approach, which we call internal scheduling, we integrate priority

scheduling into the database engine, which allows us full control over all the databases resources.

Since a DBMS (database management system) utilizes many different resources, including hardware

resources like CPUs or disks, and software resources like the locks used for concurrency control, the

important questions are which resource should be scheduling and what is the best scheduling policy

for each resource.

To answer these questions we begin with a detailed resource utilization breakdown for OLTP

workloads executing on a range of commercial and open-source database platforms. The workloads

are created based on two standard OLTP benchmarks, TPC-C and TPC-W. We identify the bottle-

neck resource by dividing the lifetime of a transaction into three components: CPU, I/O, and lock

wait times. We find that across a wide range of configurations, the bottleneck for TPC-C running on

DBMS using 2-phase-locking (2PL) is lock waiting. By contrast, the bottleneck for TPC-C running

on DBMS with Multiversion-Concurrency-Control (MVCC) is I/O synchronization for low loads,
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although locking can dominate at extremely high concurrency levels. For TPC-W workloads, CPU

is always the bottleneck.

Based on the results from the bottleneck analysis we focus on lock and CPU scheduling to directly

or indirectly schedule the bottleneck resource. We evaluate the effectiveness of simple prioritization,

priority inheritance, and preemptive abort scheduling, and the results are broken down by workload

and concurrency control mechanism. We find that for the CPU-bound workload TPC-W CPU

scheduling is extremely effective in prioritizing transactions, while lock scheduling shows no effect.

For TPC-C on MVCC DBMS, CPU scheduling is most effective, due to its ability to indirectly

schedule the I/O bottleneck. For TPC-C on 2PL systems, non-preemptive lock scheduling with

priority inheritance yields significant improvements in high priority response times. Preemptive lock

scheduling is even more effective in reducing the response times of high priority transactions, but

this improvement comes at an excessive penalty for low-priority transactions.

In the second approach, which we call external scheduling, we implement scheduling outside the

DBMS, where all scheduling is done as a front end to the DBMS by temporarily delaying certain

transactions. The advantage of this approach is that it doesn’t depend on changes to the DBMS

or knowledge of the resource utilization of the workload. Potential drawbacks are (1) a drop in

throughput due to the reduced concurrency inside the DBMS; (2) an increase in overall mean response

time due to head-of-line blocking; or (3) limited effectiveness in comparison with internal scheduling

due to the lack of fine-grained control over DBMS resources. A large part of our work on external

scheduling will therefore deal with a general feasibility study of the external scheduling approach.

We begin with an experimental study of the trade-off between maximizing scheduling control,

and minimizing negative side effects such as loss in throughput. We find that, in particular for multi-

resource systems, a too low MPL can dramatically hurt throughput and therefore a careful choice

of the MPL is imperative. However, we also show that for all workloads there exists some feasible

MPL that manages to satisfy both the conflicting goals of not hurting throughput or response time

while providing sufficient prioritization differentiation between classes. We develop analytical tools

for optimizing the MPL and algorithms for scheduling the external queue in order to achieve complex

QoS targets.
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Part II of the thesis is organized as follows. Chapter 7 surveys the area of QoS for dynamic

requests and explains how our work fits in. Chapter 8 studies the problem of providing transaction

priorities through scheduling of database internal resources Chapter 9 tackles the same problem of

providing transaction priorities as Chapter 5, but strives to do so without touching database internals:

scheduling for priorities is done in an external scheduling frontend. Chapter 10 investigates how to

achieve more complex QoS goals for database transactions, such as response time goals and percentile

goals. Chapter 11 summarizes the work of Part II and concludes by describing extensions and the

more general applicability of the work.

1.4.3 Part III: Experimental models: Understanding their impact on perfor-

mance evaluation and system design

A good understanding of a system’s workloads is essential for both designing good workload gener-

ators and for designing high-performance systems. Understanding workloads involves many things,

including for example (1) good understanding of workload parameters, such as the distribution of

service request demands, popularity distributions, locality distributions, and correlations between

requests; (2) understanding of which of the workload parameters impact important performance

metrics most; and (3) understanding of the system model, i.e. whether the job arrival stream obeys

a closed or open system model and the effect the choice of system model has.

While a large body of research exists that analyzes the workload parameters of Web workloads and

some work has been done on quantifying the performance effects of the individual parameters, very

little attention has been paid to the impact of choosing a closed versus an open system model. In this

part of the thesis we use implementation and simulation experiments together with theoretic support

in order to identify the major differences between open and closed system models. We compare how

system load, service time variability, and the scheduling discipline affect response times under an

open versus a closed system model. We also study a partly-open model that provides a more realistic

representation of application behavior, and discuss the effect of parameter settings under that model.

Based on our study we derive eight simple principles that function to explain the differences

in behavior of closed, open, and partly-open systems and validate these principles via trace-based
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simulation and real-world implementation. The more intuitive of these principles point out that

response times under closed systems are typically lower than in the corresponding open system, and

that as MPL increases, closed systems approach open ones. Less obviously, our principles point out

that: (a) the magnitude of the difference in response times between closed and open systems can

be very large, even under moderate load; (b) the convergence of closed to open as MPL grows is

very slow, especially when service demand variability (C2) is high; and (c) scheduling is far more

beneficial in open systems than in closed ones. We also compare the partly-open model with the open

and closed models. We illustrate the strong effect of the number of visits and C2 on the behavior of

the partly-open model, and the surprisingly weak effect of think time.

Part III of the thesis is organized as follows. Chapter 12 formally defines the open, closed, and

partly-open system model and surveys how existing experimental research uses the different models.

Chapter 13 provides an analytical comparison of how the system model affects response times under

different system parameters and scheduling policies. Chapter 14 presents results from case studies

based on simulation or implementation of real systems and their workloads. Chapter 15 summarizes

our findings and the impact on experimental performance evaluation of systems.
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Part I

Improving mean performance of static

web requests
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Chapter 2

Introduction to Part I

Web clients are very demanding. While clients in the real (non-online) world routinely wait in line

for a teller at a bank or the cashier at a super-market, and accept limited opening hours as a matter

of course, online users have come to expect instantaneous 24/7 service. Meeting those expectations

is critical for a succesful e-business, since it takes dissatisfied customers only seconds to leave a site

and take their business to a competitor. At the same time, providing consistently good service at a

busy web site is a challenging task. Web traffic is bursty and hard to predict and popular web sites

serve millions of requests per second.

This part of the thesis considers how we might reduce the wait a client experiences in the case

of static web requests, of the form “Get me a file.” In contrast to dynamic requests, which require

the web server to generate the response on the fly, the response to static requests is pre-generated

and just needs to be retrieved from the storage system (if not already in main memory). While web

sites are increasingly generating dynamic content, studies from 1997-2001 [116, 136, 79] suggest that

static requests still make up a significant fraction of request stream at web sites. Even logs as recent

as 2004 from proxy servers suggest that 67-73% of requests are for static content [96]. Static requests

are especially important when a web site experiences overload, since popular web sites often convert

their dynamic content into static content during overload [125].

The performance metric we are concerned with in this part of the thesis is response time, which

is defined to be the time from when the client sends out the SYN-packet requesting to open a
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connection until the client receives the last byte of the file requested. Improving the response time

of static requests is the focus of many companies e.g., Akamai Technologies, and much ongoing

research. Below we first survey common approaches and issues in improving mean response times of

static requests, before we then introduce the main idea behind our approach.

2.1 Common approaches to improving web response times

Research has investigated many different ways of improving response time, such as caching and repli-

cation, improvement of web protocols, building faster web servers, and optimizing server operating

systems. We give a brief survey of this work below.

2.1.1 Replication

The basic idea behind replication is to create replicas of web objects and store them in a server that

is closer to the client than the origin server. This will reduce user-perceived response times, as well

as the load in the network and at the origin server. The simplest form of replication is to copy the

entire contents of an origin server to a mirror site [38]. Clients either choose which mirror site to

use, or alternatively, their requests may be automatically redirected to a mirror, e.g. through the

use of DNS.

The most common form of replication is through caching. Caching can be employed at different

places in the internet. At the client side, the web browser stores the pages requested during a web

session, so that later requests to the same document can be served from the browser’s cache rather

than the origin server. On the network path between the client and the server, web proxies often

function as caches. A caching web proxy acts as an intermediary between the client and the server. It

stores web responses received in reply to clients’ requests, and tries to serve new requests directly from

its cache, rather than forwarding them to the origin server. Web caching is a large research area by

itself and covering it in detail is beyond the scope of this thesis. In short, two of the main challenges

in web caching are (i) the choice of the right cache replacement strategy [21, 13, 163, 51, 181] that

determines which object to remove from the cache if the storage capacity is reached; and (2) the

choice of a cache coherency protocol [128, 97, 50, 214] that ensures the freshness of the served content.
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In addition to just caching previously requested documents, it has been suggested that caches also

prefetch web objects that clients will likely request in the future. For a survey of web caching see for

example [116] or [207].

A third form of replication is through content distribution networks (CDNs). In CDNs the content

served by an origin server is selectively replicated in CDN servers. Unlike the content stored at caches,

the content at a CDN server is completely controlled by the origin server (similar to a selective mirror

site), hence obviating the need for consistency and freshness protocols at the CDN server. Content

distribution solutions are provided by many companies, the most prominent arguably being Akamai

Technologies, with tens of thousands of CDN servers placed all over the Internet. CDNs differ in

how they decide when to replicate a web object and which CDN server to place it on, and how to

route clients requests to the appropriate CDN server. A common approach is to use a combination

of DNS-based redirection and proxy-caching techniques. A detailed survey of different solutions can

be found in [187].

2.1.2 Improving Web protocols

Other work on reducing web response times focuses on optimizing the protocols involved in web

transfers, particularly HTTP. HTTP was originally proposed in 1990 by Tim Berners-Lee and by

1997 made up more than 75% of the Internet backbone traffic. The protocol version at use at the

time was HTTP 1.0 and it didn’t take long until several weaknesses of the protocol became evident.

In a collaborative effort both Web researchers and developers worked on solutions to these problems,

resulting in a new version of the protocol, HTTP 1.1 [117].

With respect to reducing response times, the most important changes in HTTP 1.1 are arguably

those targeting the interaction with TCP. One weakness of HTTP 1.0 is that it opens a new TCP

connection for every request a client sends to a web site. This approach is not only wasteful due the

overhead of setting up a new connection for every request; it also makes it hard for a connection to

ever leave TCP slowstart, since individual web requests are typically short. HTTP 1.1 overcomes

these problems by introducing persistent connections, i.e. the same TCP connection can be used for

several consecutive downloads. Secondly, HTTP 1.1 introduces pipelining which allows a web client
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to simultanesously send several requests over one connection, instead of waiting for the response to

one request before sending a new request. Other changes from HTTP 1.0 to HTTP 1.1 include the

introduction of range requests, which allow a user to request only parts of a web resource. Range

requests provide shorter latencies for web clients interested in only part of a resource, or web clients

that want to resume a previously interrupted download. The work by Krishnamurthy et al. [117]

gives an excellent summary of other key differences between HTTP 1.0 and HTTP 1.1.

In addition to the above protocol optimization researchers have also proposed other optimizations

for HTTP that have not yet been incorporated in the current version of the protocol. Examples

include delta encoding and policies for managing persistent HTTP connections.

Delta encoding exploits the fact that many requests are for objects that have been retrieved and

cached earlier, but that have undergone small modifications by the origin server in the mean time.

The idea behind delta encoding is to transfer a description of the modifications rather than the entire

object to the client. Several research studies have demonstrated the potential for delta encoding to

improve Web performance [150], and a standardization effort is now underway [147].

Policies for managing TCP connections are needed to decide when to keep a persistent HTTP

connection open and when to close it. A TCP connection which is kept open and reused for the next

HTTP request reduces overhead and response times. On the other hand, keeping a connection open

consumes sockets and memory for socket-buffers. The simplest policy for managing this tradeoff (and

the one most commonly implemented in practice) is to use a fixed timeout after which a connection

is closed. Krishnamurthy et al. [117] propose more sophisticated policies which exploit embedded

information in the HTTP request messages, e.g., senders’ identities and requested URLs.

2.1.3 Web server architecture

An important component of web performance is the architectural design of the web server software.

The biggest challenge in designing an efficient web server lies in efficiently supporting thousands of

connections concurrently. Different web server architectures therefory vary mainly in how they im-

plement concurrency. Below we briefly summarize the standard web architectures. A more complete

treatment of the topic can be found in [102].
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The first web servers are all process driven, i.e. they maintain a separate operating system process

for each request. The process driven approach simplifies code development, since all responsibility

for handling concurrency is relayed to the operating system. However, a major drawback of processes

are that they are heavy-weight, and creating and deleting them and context-switching between them

is expensive.

An alternative approach is to use threads instead of processes. Threads are more light-weight

since they allow sharing of the same address space. While sharing the address space reduces the

context switching cost, it has the disadvantage that a poorly programmed thread can crash the

entire server. To optimize the tradeoff between the process and the thread driven design, some web

servers, including for example the latest version of the popular Apache web server [19], follow a

hybrid approach that utilizes both processes and threads.

A completely different form of providing concurrency is through an event driven architecture,

where the entire web server is implemented in a single process. The single server process uses

asynchronous I/O in combination with a notification mechanism such as the select() system call to

manage the I/O events of many concurrent connections. The biggest advantage of the event-driven

approach is that it minimizes overhead, since there’s no context switching and memory overhead.

As with the purely thread-based approach though, one bug in the code can crash the entire server.

Moreover, implementation of an event-driven web server poses a bigger burden on the programmer,

who is now solely responsible for managing the concurrency rather than relying on operating system

support. Examples of web servers following an event-driven architecture include Flash [160] and

Zeus [130].

In all the above approaches the web server software is implemented in user space. Some web

servers such as Tux [100] are entirely implemented in kernel space thereby avoiding overheads asso-

ciated with systems calls and copying of data between user and kernel space. The downside of the

in-kernel implementation is that it is extremely sensitive to programming errors, since a crash of the

web server code translates to a crash of the kernel and therefore the whole machine.
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2.1.4 Optimizing operating systems

Much of the work on improving operating systems for internet servers focuses on improving the

scalability of system calls. A study by Mogul et al. [29] in 1998 shows that both, the select() system

call used to support non-blocking I/O, and the kernel routine that allocates a new file descriptor, do

not scale well with the number of open connections at a web server. In their work they design and

implement a more scalable version of those system calls. They later propose an entirely new event

delivery mechanism for UNIX to overcome inherent limitations in the scalability of the select()

system call [28]. More recent work by Brecht et al. [46] focuses on the scalability of the accept()

system call, which is used for accepting incoming connections.

Another approach for increasing the efficiency of the networking subsystem is by avoiding in-

terrupts and reducing the number of context switches associated with network processing. This is

the path taken for example in the work on Soft timers [23]. Soft timers are a new operating system

facility that provide efficient scheduling of software events at a granularity down to tens of microsec-

onds. This allows transport protocols like TCP to efficiently perform rate-based clocking of packet

transmissions and also facilitates network polling to eliminate network interrupts without sacrificing

delay.

Other work concentrates on optimizing the I/O subsystem. As an example, the work by Pai

et al. [161] strives to improve server performance by eliminating copying and multiple buffering of

I/O data. They achieve this goal through a unified I/O buffering and caching system that allows

applications, interprocess communication, the filesystem, the file cache, and the network subsystem to

safely share a single physical copy of the data. Work by Iyer et al. [104] increases the efficiency which

with disks process requests by increasing the chances that the disk sees multiple outstanding requests

from the same server process or thread. The idea is to sometimes introduce a short, controlled delay

period during which the disk scheduler waits for additional requests to arrive from the process that

issued the last request.
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2.1.5 Overprovisioning and server farms

In practice, a common approach for improving web performance is to simply overprovision a web

site’s resources. While an expensive approach, overprovisioning reduces the load at a server, thereby

reducing response times and variability in response times. Overprovisioning is commonly achieved by

configuring multiple servers in a server farm, or through the use of multiprocessor machines [67, 74].

2.1.6 Content adaptation

Content adaptation for improving user-experienced web performance relies on the observation that

the client population accessing a web site is very diverse. For example, some clients might access the

web site through a slow modem connection, while others might use a high-speed DSL connection.

As a result some web objects that appear to download instanteneously for some clients, seem to have

excessively long download times for other clients.

Krishnamurthy et al. [118, 119] develop techniques for a server to adapt to the individual needs

of its clients. In their work, the server first characterizes a client as poor or rich. It then uses

this information to alter content, alter how content is delivered, alter policy and caching decisions,

or decide when to redirect the client to a mirror site. Chandra et al. [55, 56] investigates in

detail techniques for altering content according to client and network characteristics, in particular

the transcoding of Web images. Content adaptation plays an important role in managing system

overload as we will explain in Section 2.3.

2.2 The problem of overload

A major challenge in providing low response times lies in the burstiness and unpredictability of web

traffic. The peak loads experienced by a web site are often orders of magnitudes larger than the

average loads. Examples for events causing sudden surges in traffic include special promotions or

sales events offered by an e-commerce site, or an abrupt increase of a sites popularity, e.g. after being

featured on national television or in a major newspaper. While some of these events can be predicted,

it is often difficult to predict exactly the magnitude of the associated increase in traffic volume. As
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a result even well-provisioned web sites can experience transient periods of overload during which

the volume of requests outstrips the system’s capacity. Famous examples include the overload of the

Firestone web site after a tire recall, the outage of several large e-tailers during the holiday shopping

season in 2000, and overload of the official Florida election site, which became overwhelmed after

the presidential election of 2000.

During overload the response times at a web site rapidly grow to a point where the site seems

completely unresponsive to a client. In the worst case, overload can even lead to a crash of the entire

site. The resulting loss in revenue at an e-commerce site can be huge. Not only is business lost during

the actual overload period, when clients find the site unresponsive. The company might also loose

future business, because customers loose trust in the company and take their business elsewhere.

The importance of avoiding overload has been widely recognized and has resulted in a large body of

research. We summarize the most common approaches below.

2.3 Common approaches to overload

Overload control typically consists of two steps; detecting when a system reaches overload and

reacting by taking measures to reduce the load. The approaches suggested for load control vary

depending on where they are implemented. Load control can be integrated into the operating system

of the web server, it can be implemented at the application level, or, in the case of database-driven

dynamic requests, it can be moved to the database back-end. Below we first describe different

approaches for detecting overload and then survey possible reactions.

2.3.1 Detecting Overload

Approaches for overload detection at the operating system level fall into two categories. Approaches

in the first category focus on the network stack and typically monitor the occupancy of the SYN queue

or the TCP listen queue [204]. While the occupancy of these queues provides only a very limited

view of the overall state of the server, the back-pressure caused by over-utilization of resources in

one of the higher system layers will eventually lead to a backlog in those kernel queues.

Another approach for overload detection at the operating system level is based on measuring
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the utilization of server resources. One of the motivations for considering server resource utilization

is that some QoS algorithms can be theoretically proven to guarantee a certain level of service,

assuming that the server utilization is below some threshold [12].

When using information on the utilization level of the system in load control decisions, it is

important to distinguish between high utilization caused by a short, transient burst of new traf-

fic, versus high utilization resulting from a persistent increase in traffic that calls for load control.

Cherkasova et al. [62] therefore propose to use a predictive admission control strategy that is based

on the weighted moving average of the utilization level observed in previous measurement periods,

rather than the instantaneous utilization level.

Methods for detecting overload at the application level are either based on monitoring the occu-

pancy of application internal queues, or on developing an estimate of the work involved in processing

the currently active requests.

The prior approach is taken by [41] and [40]. Both employ mechanisms for rapidly draining the

TCP listen queue and managing the outstanding requests in an internal system of queues. The

lengths of the internal queues can then indicate when to apply load control. Moving load control

from the kernel queues to an application level queue helps to avoid TCP timeouts experienced by

requests dropped in the kernel queues. Moving the load control to the application level also allows

for the use of application-level information in the load control process.

Chen et al. [59] and Elnikety et al. [78] follow the latter approach, i.e. they approximate the

current system load based on estimates of the work imposed by each request in progress. Chen et al.

experiment with the CGI scripts included in the WebStone benchmark. They measure the CPU usage

for each CGI script and use it as an estimate for the work associated with serving the corresponding

dynamic request. Elnikety et al. consider java servlets that communicate with a database back-end

and find that estimates of per-servlet service time converge relatively quickly. Hence the per-servlet

estimates can indicate the load a given dynamic request introduces to the system. Both studies,

then approximate the system load at any given time by summing up the per-request service time

estimates for the requests in progress. Load control is triggered if the estimated load in the system

is close to the system capacity, which is determined in off-line experiments.
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Research on integrating load control into the database server has mostly focused on the avoidance

of lock thrashing caused by data contention. A database-integrated approach offers the possibility

of utilizing more detailed information on the transactions in progress. Rather than simply basing

decisions on the number of transactions in progress, the load control can utilize knowledge of the

state of the individual transactions (running vs blocked waiting for a lock) and the progress the

transactions have made.

Choosing the right approach for implementing overload control involves several trade-offs. In-

tegration into the operating system allows overload control by immediately dropping new requests

before occupying any system resources. On the other hand, the advantage of application-level load

control is that application-level information, e.g. the expected work to process a given request, can

be taken into account. For complex applications like database systems the application level and the

operating system have only limited information of the state of the system, potentially allowing only

for coarse-grained load detection and control. However, the more fine-grained approach of integrat-

ing QoS mechanisms into the database system comes at the price of modifying a complex piece of

software.

2.3.2 Reacting to Overload

After detecting an overload situation, measures must be taken to reduce the server load. One

common approach is to reduce the number of requests at the server by employing admission control,

i.e. selectively rejecting incoming requests. An alternative approach is to reduce the work required

for each request, rather than reducing the number of requests, by serving lower quality content, that

requires less resources. The premise for using content adaptation rather than admission control is

that clients prefer receiving lower quality content over being denied service completely.

Dealing with overload through content adaptation

Content adaptation to control overload has first been suggested by Bhatti et al [11]. Some of the

proposed mechanisms apply mostly to static content, e.g. the suggestion to replace large, high

resolution images by small, low resolution images to reduce the required bandwidth. Others of their
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approaches can also help reduce high load that is due to dynamic content. For example, the authors

propose reducing the number of local links in each page, e.g. by limiting the web site’s content tree

to a specific depth. A smaller number of links in a page affects user behavior in a way that tends to

decrease the load on the server.

The work in [57] shows how to apply the concept of service degradation to dynamic content that

is generated by accessing a back-end information systems, such as a database server. They propose

to generate a less resource intensive, lower quality version of this type of content, by trading in the

freshness of the served data by using cached or replicated versions of the original content.

Chen et al. implement the notion of service degradation by complementing the high-end database

back-end server at a web site with a set of low-end servers that maintain replicated versions of the

original data with varying update rates. If the load at the high-end server gets to high, traffic can

be offloaded to the low-end servers, at the price of serving more outdated data.

Li et al. [126] propose a similar approach for database content that is replicated in data centers

across the wide area network. They characterize the dependency between request response times

and the frequency of invalidating cached content (and hence the freshness of the cached content) and

exploit this relationship by dynamically adjusting the caching policy based on the observed response

times.

A famous example for the application of service degradation in practice includes the way CNN

handled the traffic surge at its site on Sept 11, 2001 [125]. CNN’s homepage, which usually features

a complex page design and extensive use of dynamic content, was reduced to static content with one

page containing 1247 bytes of text, the logo, and one image, designed to fit into one network packet.

Dealing with overload through admission control

The simplest form of admission control would be to reject all incoming requests, either in the network

stack of the operating system or at the application level, until the load drops below some threshold.

There are at least two problems caused by the indiscriminate dropping of requests in this naive

approach.

1. The decision to drop a request does not take into account whether the request is from a new user
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or part of a session that has been lasting for a while. As a result long sessions are much more

likely to experience rejected requests at some point during their lifetime than short sessions.

However, it is often the long sessions at an e-commerce server that finally lead to a purchase.

2. The decision to drop a request does not take the resource requirements of the request into

account. To effectively shed load through admission control one ideally wants to drop incoming

requests with high resource requirements. On the other hand, despite high load, the server

might want to accept a request, if this request has very small resource requirements, or requires

only little service at the bottleneck resource.

The work of Cherkasova et al. [63] and Chen et al. [58] addresses the first problem by taking

session characteristics into account when making admission control decisions. Simply put, if the

load at the server exceeds a specified threshold, only requests that are part of an active session

are accepted, while requests starting new sessions are rejected. In practice, this approach can be

implemented by using cookies to distinguish whether an incoming request starts a new session or is

part of a session in progress.

The work in [78] and [59] bases admission control decisions on estimates of the service require-

ments of incoming requests and estimates of the server capacity (determined as described above).

The system load at any given time is computed as the sum of the service requirements of all requests

in progress. Elnikety et al. admit a new request to the system only if adding its service requirement

to the current load does not increase the load beyond the server capacity. Requests that would

increase the server load beyond its capacity are stored in a backup queue. Only once the backup

queue fills up, are requests dropped.

Orthogonal to the above approaches, Welsh et al. [209] propose a whole new design paradigm

for architecting internet services with better load control, that they call SEDA (Staged-event-driven-

architecture). In SEDA internet services are decomposed into a set of event-driven stages connected

with request queues. Each stage can control the rate at which to admit requests from its incoming

request queue and decide which requests to drop in the case of excessive load. This approach allows

fine-grained admission control. Moreover, combating overload can be focused on those requests that

actually lead to a bottleneck (since requests that never enter an overloaded stage are not affected by
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the admission control).

Work for load control in database backends is mostly concerned with avoiding thrashing due to

data contention. Database internal methods reduce data contention not only by employing admission

control, but also by canceling transactions that are already in progress. The conditions for triggering

admission control and the canceling of transactions depends on the state of the transactions in

progress. One option is to trigger admission control and transaction cancellation once the ratio

of the number of locks held by all transactions to the number of locks held by active transactions

exceeds a critical threshold [146]. Another possibility is to apply admission control and cancel an

existing transaction, if more than half of all transactions are blocked waiting for a lock, after already

having acquired a large fraction of the locks they require for their execution [53]. In both cases, the

transaction to be canceled is one that is blocked waiting for a lock and at the same time is blocking

other transactions.

2.4 Our approach for improving web performance and overload

behavior

Our idea is very different from the above approaches and is based on connection scheduling. Tra-

ditionally, requests at a web server are time-shared: the web server proportions its resources fairly

among those requests ready to receive service. We call this scheduling policy FAIR scheduling. We

propose, instead, unfair scheduling, in which priority is given to requests for short files, or those

requests with short remaining file size, in accordance with the well-known scheduling algorithm pre-

emptive Shortest-Remaining-Processing-Time-first (SRPT). It is well-known from queueing theory

that SRPT scheduling minimizes queueing time [182]. Allowing short requests to preempt long re-

quests is desirable because forcing long requests to wait behind short requests results in much lower

mean response time than the situation where short requests must wait behind long requests. Our

expectation is that using SRPT scheduling of requests at the server will reduce the queueing time at

the server, and therefore the total response time.

An additional motivation for applying SRPT scheduling at a web server are its benefits during
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periods of overload. Most of the performance problems a web server experiences during periods of

overload are due to the rapidly growing number of requests at the server. In a FAIR server the fair

shares of service that each request receives are eventually getting so small, that no request makes

any significant progress. Intuitively, SRPT can be viewed as a greedy strategy to minimize the

number of requests at the server by always working on the request that is closest to completion. In

fact, queueing theory proves that SRPT scheduling minimizes the number of outstanding jobs at a

server [182].

Despite the obvious advantages of SRPT scheduling with respect to mean response time, appli-

cations have shied away from using this policy for two reasons: First SRPT requires knowing the

time to service the request. We find that in the case of static requests the size of the requested file

is a good indicator of the service time. Second, there is the fear that SRPT “starves” requests for

large files [35], [190] (p. 410), [185] (p. 162). For example, Bender et. al. [35] reject the idea of

using SRPT scheduling in web servers because they prove that SRPT will cause large files to have

an arbitrarily high max slowdown. However, that paper assumes a worst-case adversarial arrival

sequence of web requests. A primary goal of this thesis is to investigate whether this fear is valid in

the case of web servers serving typical web workloads. We will give special consideration to the case

of transient periods of overload where starvation becomes a particularly big concern.

In Chapter 3 we explain how we implement SRPT in a web server serving static requests. In

Chapter 4 we evaluate our new SRPT server in a LAN and a WAN environment during normal

operation, i.e. when the system load is less than one. Chapter 5 investigates how SRPT can help

during transient periods of overload. In Chapter 6 we describe the general impact of our work and

conclude.
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Chapter 3

Implementing SRPT in a web server

While SRPT scheduling is a well-defined concept in queueing theory, it is not immediately clear what

SRPT means in the context of a web server. Unlike the theoretical M/G/1 queueing model, a web

server is a complex system with many resources, including the CPU, memory, disks, and network

bandwidth.

Previous approaches at implementing size-based scheduling for web servers mostly focus on

scheduling at the application level, thereby avoiding the complexity of scheduling individual re-

sources. The authors in [71] design a specialized Web server which allows them to control the order

in which read() and write() calls are made, but does not allow any control over the low-level

scheduling which occurs inside the kernel, below the application layer ( e.g., control over the order in

which socket buffers are drained). Via the experimental Web server, the authors are able to improve

mean response time by a factor of up to 4, for some ranges of uplink load, but the improvement

comes at a price: a drop in throughput by a factor of almost 2. The explanation, which the authors

offer repeatedly, is that scheduling at the application level does not provide fine enough control over

the order in which packets enter the network. In order to obtain enough control over scheduling, the

authors are forced to limit the throughput of requests.

Almeida et. al. [16] modify the Apache web server to include a scheduler process which determines

the order in which requests are fed to the web server. Again this modification is at the application

level and therefore does not have any control over what the OS does when servicing the requests.
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However, the authors add some kernel-level support by simply setting the operating system priority

of the process which handles a request in accordance with the priority of the request. Observe

that setting the priority of a process only allows very coarse-grained control over the scheduling of

the process, as pointed out in the paper. The approaches in this paper are good starting points,

but the results show that more fine-grained implementation work is needed. For example, in their

experiments, the high-priority requests only benefit by 20% and the low priority requests suffer by

up to 200%.

The goal of this chapter is to implement fine-grained connection scheduling at the kernel level,

with absolute control over packets entering the network. Such an implementation will yield greater

performance improvements than previous work and will not come at the cost of any decrease in

throughput.

To implement effective connection scheduling at the kernel level, we need to apply scheduling

directly at the bottleneck resource of the web server, that is the resource which experiences high

load first. The three contenders are: the CPU; the disk to memory bandwidth; and the server’s

limited fraction of its ISP’s bandwidth. On a site consisting primarily of static content, a common

performance bottleneck is the limited bandwidth which the server has bought from its ISP [142,

66, 134]. Even a fairly modest server can completely saturate a T3 connection or 100Mbps Fast

Ethernet connection. Also, buying more bandwidth from the ISP is typically relatively more costly

than upgrading other system components like memory or CPU.

In our work we model the limited bandwidth that the server has purchased from its ISP by

placing a limitation on the server’s uplink, as shown in Figure 3.1. In all our experiments (using both

a 10Mbps and 100 Mbps uplink, and 256 MB of RAM, and running various trace-based workloads)

the bandwidth on the server’s uplink is always the bottleneck resource. The system load is therefore

defined in terms of the load on the server’s uplink, which we refer to as the uplink load. For

example, if the web server has a 100 Mbps uplink and the average amount of data requested by the

clients is 80 Mbps, then the uplink load is 0.8. Although we assume in our work that the bottleneck

resource is the limited bandwidth that the server has purchased from its ISP, the main ideas can

also be adapted for alternative bottleneck resources.
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Figure 3.1: (a) Server’s bottleneck is the limited fraction of bandwidth that it has purchased from
its ISP. (b) How our implementation setup models this bottleneck by limiting the server’s uplink
bandwidth.
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The focus in the remainder of Part I of this thesis is on how to schedule the server’s uplink

bandwidth, and the performance effects of this scheduling. To schedule the server’s uplink bandwidth,

we need to apply the SRPT algorithm at the level of the network. Our approach is to control the

order in which the server’s socket buffers are drained. Recall that for each (non-persistent) request a

connection is established between the client and the web server. Corresponding to each connection,

there is a socket buffer on the web server end into which the web server writes the contents of the

requested file. Traditionally, the different socket buffers are drained in Round-Robin Order, with

equal turns being given to each eligible connection, where an eligible connection is one that has

packets waiting to be sent and for which TCP congestion control allows packets to be sent. Thus

each eligible connection receives a fair share of the bandwidth of the server’s uplink. We instead

propose to give priority to those sockets corresponding to connections requesting small files or where

the remaining data required by the request is small. Throughout, we use the Linux OS.

Our goal is to compare FAIR scheduling with SRPT scheduling. These are defined as follows:

FAIR scheduling This uses standard Linux (fair-share draining of socket buffers) with an unmod-

ified web server.

SRPT scheduling This uses modified Linux (SRPT-based draining of socket buffers) with the web

server modified only to update socket priorities.

We experiment with two different web servers: the common Apache server [19], and the Flash

web server [160], which is known for speed. Our clients make requests according to a web trace,

which specifies both the time the request is made and the size of the file requested. Experiments are

also repeated using requests generated by a web workload generator[32].

In Section 3.1 we explain how socket draining works in standard Linux, and we describe how to

achieve priority queueing in Linux (versions 2.2 and above). Section 3.2 describes the implementation

end at the web server and also deals with the algorithmic issues such as how to choose good priority

classes and the setting and updating of priorities. Furthermore we consider the problem that for

small file requests, a large portion of the time to service the request is spent before the size of the

requested file is even known, and we find a solution for this problem.
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3.1 Achieving priority queueing in Linux

Figure 3.2(left) shows data flow in standard Linux.
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Figure 3.2: (Left) Data flow in standard Linux. The important thing to observe is that there is a single

priority queue into which all ready connections drain fairly. (Right) Linux with priority queueing. There are

several priority queues, and queue i is serviced only if all of queues 0 through i − 1 are empty.

There is a socket buffer corresponding to each connection. Data streaming into each socket buffer

is encapsulated into packets which obtain TCP headers and IP headers. Throughout this processing,

the packet streams corresponding to each connection are kept separate. Finally, there is a single1

“priority queue” (transmit queue), into which all streams feed. All eligible streams (eligible via TCP

1The queue actually consists of 3 priority queues, a.k.a. bands. By default, however, all packets are queued to the
same band.
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congestion control) take equal turns draining into the priority queue. Although the Linux kernel does

not explicitly enforce fairness, we find that under conditions where clients are otherwise equal, TCP

governs the flows so that they share fairly on short time scales. This single “priority queue,” can get

as long as 100 packets. Packets leaving this queue drain into a short Ethernet card queue and out

to the network.

To implement SRPT we need more priority levels. To do this, we first build the Linux kernel with

support for the user/kernel Netlink Socket, QOS and Fair Queueing, and the Prio Pseudoscheduler.

Then we use the tc[17] user space tool to switch the Ethernet card queue from the default 3-band

queue to the 16-band prio queue. Further information about the support for differentiated services

and various queueing policies in Linux can be found in [90, 167, 17, 18].

Figure 3.2(right) shows the flow of data in Linux after the above modification: The processing

is the same until the packets reach the priority queue. Instead of a single priority queue (transmit

queue), there are 16 priority queues. These are called bands and they range in number from 0 to 15,

where band 15 has lowest priority and band 0 has highest priority. All the connections of priority i

feed fairly into the ith priority queue. The priority queues then feed in a prioritized fashion into the

Ethernet Card queue. Priority queue i is only allowed to flow if priority queues 0 through i − 1 are

all empty.

A note on experimenting with the above implementation of priority queueing: Consider an ex-

periment where each connection is assigned to one of two priorities. We have found that when the

number of simultaneous connections is very low, the bandwidth is not actually split such that the

first priority connections get 100% of the bandwidth and the second priority connections get 0%

of the bandwidth. The reason is that with very few connections, the first priority connections are

unable to fully utilize the link, and thus the second priority connections get a turn to run. However,

when the number of simultaneous connections is higher (e.g., above 10), this is not a problem, and

the first priority connections get 100% of the bandwidth. In all our experiments, we have hundreds

of simultaneous connections and the above implementation of priority queueing works perfectly.

52



3.2 Modifications to web server and algorithmic issues in approxi-

mating SRPT

The modified Linux kernel provides a mechanism for prioritized queueing. In our implementation,

the Apache web server uses this mechanisms to implement the SRPT-based scheduling policy. Specif-

ically, after determining the size of the requested file, Apache sets the priority of the corresponding

socket by calling setsockopt. As Apache sends the file, the remaining size of the requested file

decreases. When the remaining size falls below the threshold for the current priority class, Apache

updates the socket priority with another call to setsockopt.

3.2.1 Implementation Design Choices

Our implementation places the responsibility for prioritizing connections on the web server code.

There are two potential problems with this approach. These are the overhead of the system calls to

modify priorities, and the need to modify server code.

The issue of system call overhead is mitigated by the limited number of setsockopt calls which

must be made. Typically only one call is made per connection. Even in the worst case, we make

only as many setsockopt calls as there are priority classes (6 in our experiments) per connection.

A clean way to handle the changing of priorities totally within the kernel would be to enhance

the sendfile system call to set priorities based on the remaining file size. We do not pursue this

approach here as neither our version of Apache (1.3.14) nor Flash uses sendfile.

3.2.2 Size cutoffs

SRPT assumes infinite precision in ranking the remaining processing requirements of requests. In

practice, we are limited to only 16 priority bands (16).

Based on experimentation, we have come up with some rules-of-thumb for partitioning the re-

quests into priority classes which apply to the heavy-tailed web workloads. The reader not familiar

with heavy-tailed workloads will benefit by first reading Section 4.4.

Denoting the cutoffs by x1 < x2 < . . . < xn:
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• The lowest size cutoff x1 should be such that about 50% of requests have size smaller than x1.

These requests comprise so little total load in a heavy-tailed workload that there’s no point in

separating them.

• The highest cutoff xn needs to be low enough that the largest (approx.) .5% – 1% of the

requests have size > xn. This is necessary to prevent the largest requests from starving.

• The middle cutoffs are far less important. A logarithmic spacing works well.

In all experiments, we use only 6 priority classes to approximate SRPT. Using more improved

performance only slightly.

3.2.3 Priority to SYNACKs

At this point one subtle problem remains: For requests for small files, a large portion of time to

service the request is spent during the connection setup phase, before the size of the requested file

is even known. The packets sent during the connection startup might therefore end up waiting in

long queues, making connection startup very costly. For requests for small files, a long startup time

is especially detrimental to response time. It is therefore important that the SYNACK be isolated

from other traffic. Linux sends SYNACKs, to priority band 0. It is important when assigning priority

bands to requests that we:

1. Never assign any sockets to priority band 0.

2. Make all priority band assignments to bands of lower priority than band 0, so that SYNACKs

always have highest priority.

Observe that giving highest priority to the SYNACKs doesn’t negatively impact the performance

of requests since the SYNACKs themselves make up only a negligible fraction of the total uplink

load.

Giving priority to SYNACKs is important in SRPT because without it the benefit that SRPT

gives to small file requests is not noticeable. Later in Section 4.4.1 we consider whether the FAIR
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policy might also benefit by giving priority to SYNACKs, but find the improvement to FAIR to be

less significant.

Assigning highest priority to SYNACKs has the negative effect of increasing the system’s vul-

nerability to SYN-flooding attacks and severe overload. One possible solution to this problem is to

take advantage of the fact that SYNACKs have their own priority band under SRPT and to monitor

the rate of arrivals into this priority band. If the rate suddenly increases, indicating a potential

SYN-flooding attack, we could drop the priority of SYNACKs, thus returning to a system closer to

FAIR.

3.2.4 The final algorithm

Our SRPT-like algorithm is thus as follows:

1. When a request arrives, it is given a socket with priority 0 (highest priority). This allows

SYNACKs to travel quickly as explained in Section 3.2.3.

2. After the size of the file requested is determined (by looking at the URL of the file), the priority

of the corresponding socket is reset based on the size of the requested file, as shown in the table

below.

Priority Size (Kbytes)

0 (highest) -

1 ≤ 1K

2 1K - 2K

3 2K - 5K

4 5K-20K

5 20K - 50K

6 (lowest) > 50K

3. As the remaining size of the requested file diminishes, the priority of the socket is dynamically

updated to reflect the remaining size.

In the next chapter we evaluate our new SRPT server in a LAN and a WAN environment during

normal operation, i.e. when the system load is less than one.
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Chapter 4

Scheduling to improve mean

performance for system load < 1

In this chapter we experimentally evaluate the performance of the FAIR and the SRPT server

described in the previous chapter. We measure performance in terms of the following metrics:

• Mean response time. The response time of a request is the time from when the client submits

the request until the client receives the last byte of the requested file.

• Mean slowdown. The slowdown metric attempts to capture the idea that clients are willing to

tolerate long response times for requests for large files and yet expect short response times for

small file requests. The slowdown of a request is therefore its response time divided by the time

it would require if it were the sole request in the system. Slowdown is also commonly known

as normalized response time or stretch factor and has been widely used [35, 174, 76, 91].

• Mean response time as a function of the size of the file requested. This metric indicates whether

requests for large files are being treated unfairly under SRPT as compared with FAIR-share

scheduling.

Experiments are executed first in a LAN, so as to isolate the reduction in queueing time at

the server. Response time in a LAN is dominated by queueing delay at the server and TCP effects.

Experiments are next repeated in a WAN environment. The WAN allows us to incorporate the effects
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of propagation delay, network loss, and congestion in understanding more fully the client experience.

WAN experiments are executed both using a WAN emulator and by using geographically-dispersed

client machines.

Synopsis of results obtained for a LAN:

• SRPT-based scheduling decreases mean response time in a LAN by a factor of 3 – 8 for uplink

loads greater than 0.5.

• SRPT-based scheduling helps requests for small files tremendously, while negligibly penalizing

requests for large files. Under an uplink load of 0.8, 80% of the requests improve by a factor

of 10 under SRPT-based scheduling. Only the request for the largest file suffers an increase in

mean response time under SRPT-based scheduling (by a factor of only 1.2).

• There is no negative effect on network throughput or CPU utilization from using SRPT as

compared with FAIR.

Synopsis of results obtained for a WAN:

• While propagation delay and loss diminish the improvement of SRPT over FAIR, loss has a

much greater effect.

• For an RTT of 100ms, under an uplink load of 0.9, SRPT’s improvement over FAIR is still a

factor of 2.

• Network loss diminishes the improvement of SRPT over FAIR further. Under high network

loss (10%), SRPT’s improvement over FAIR is only 25% under an uplink load of 0.9.

• Unfairness to requests for large files remains negligible or non-existent under WAN conditions.

The outline of this chapter is as follows: In Section 4.1 we describe the experimental setup, in-

cluding the machine configuration, and how the workload is generated. Section 4.2 and Section 4.3

describe experimental results obtained in the LAN environment and the WAN environment respec-

tively. Section 4.4 provides an in depth look at why SRPT scheduling improves over FAIR scheduling.

Section 4.5 summarizes our results.
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4.1 Experimental setup

4.1.1 Machine configuration

Our experimental setup involves six machines connected by a 10/100 Ethernet switch. Each machine

has an Intel Pentium III 700 MHz processor and 256 MB RAM, and runs Linux 2.2.16. One of the

machines is designated as the server and runs Apache 1.3.14. The other five machines act as web

clients and generate requests as described below. Below we show results for both the case where

the server uplink bandwidth is 10 Mbps and the case where the server uplink bandwidth is 100

Mbps. For the case of the 10 Mbps bandwidth, at any moment in time there may be a couple

hundred simultaneous connections at the server. For the case of 100 Mbps bandwidth the number

of simultaneous connections is in the thousands.

In order to experiment with WAN effects we setup a WAN emulation at each client machine. The

two most frequently used tools for WAN emulation are probably NistNet [156] and Dummynet [173].

NistNet is a separate package available for Linux which can drop, delay or bandwidth-limit incoming

packets. Dummynet applies delays and drops to both incoming and outgoing packets, hence allowing

the user to create symmetric losses and delays. Since Dummynet is currently available for FreeBSD

only we implement Dummynet functionality in form of a separate module for the Linux kernel. More

precisely, we changed the ip rcv() and the ip output() function in the TCP-IP stack to intercept

in- and out-going packets to create losses and delays.

In order to delay packets, we use the timeout() facility to schedule transmission of delayed

packets. We recompile the kernel with HZ=1000 to get a finer-grained millisecond timer resolution.

In order to drop packets we use an independent, uniform random loss model (as in Dummynet)

which can be configured to a specified probability.

In addition to WAN experiments based on the LAN testbed with added WAN emulation, we will

also experiment with physically geographically-dispersed client machines.
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4.1.2 The workload

To properly evaluate the performance of a server we need to understand how clients generate requests

which drive the web server. The process by which clients generate requests is typically modeled either

as an open system or as a closed system, as shown in Figure 4.1.

In an open system each user is assumed to visit the web site just once. The user requests a file

from the web site, waits to receive the file, and then leaves. A request completion does not trigger a

new request. A new request is only triggered by a new user arrival.

In a closed system model, it is assumed that there is some fixed number of users. These users

sit at the same web site forever. Each user repeats these 2 steps, indefinitely: (i) request a file, (ii)

receive the file. In a closed system, a new request is only triggered by the completion of a previous

request.

When using a trace to generate requests under an open system model, the requests are generated

at the times indicated by the trace, where interarrival times have been scaled to create the appropriate

test load. When using a trace to generate requests under a closed system model, the arrival times of

requests in the trace are ignored.

Neither the open system model nor the closed system model is entirely realistic. Throughout

Part I of this thesis we use the open system model. We also present results, however, for a different

model which we call the partly-open model, which captures properties of both the open and closed

models. Under the partly-open model, each user is assumed to visit a web site, make k requests for

files at the web site, and then leave the web site. The k requests are made consecutively, with each

request completion triggering the next request. We find that the results of the partly-open model

are largely similar to those for an open model, see Figure 4.5.

In all the figures below, unless otherwise stated, we assume an open system model.

We use a trace-based workload consisting of 1-day from the 1998 World Soccer Cup, obtained

from the Internet Traffic Archive [101]. The trace contains 4.5 million HTTP requests, virtually all

of which are static. In our experiments, we use the trace to specify the time the client makes the

request and the size in bytes of the file requested.

The entire 1 day trace contains requests for approximately 5000 different files. Given the mean
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Figure 4.1: Three models for how the requests to a web server are generated. In all cases, every
individual request averages into the mean response time.
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file size of 5K, it is clear why all files fit within main memory and why the disk is not a bottleneck.

Each experiment was run using a busy hour of the trace (10:00 a.m. to 11:00 a.m.). This hour

consisted of about 1 million requests.

Some statistics about our trace workload follow: The mean file size requested is 5K bytes. The

minimum size file requested is a 41 byte file. The maximum size file requested is a 2.02 MB file.

The distribution of the file sizes requested has been analyzed in earlier work [20] and found to be

heavy-tailed: while the body of the distribution can be reasonablywell modeled by a log-normal

distribution, the tail is best fit by a Pareto distribution with an α-parameter less than 1.5. We find

that the largest < 3% of the requests make up > 50% of the total load (in terms of total number

of bytes), exhibiting a strong heavy-tailed property. 50% of files have size less than 1K bytes, and

90% of files have size less than 9.3K bytes. Figure 4.2 shows the full complementary cumulative

distribution of requested file sizes.
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Figure 4.2: Inverse Cumulative Distribution Function, F̄ (x), for the trace-based workload. F̄ (x) =
Pr{size of the file requested > x}

We also repeated all experiments using a web workload generator, Surge [32] to generate the

requests at the client machines. The Surge workload is created to be statistically representative

of the file sizes at a web site, the sizes of files requested from a web site, the popularity of files

requested, and more. We modified Surge simply to make it an open system. We have included

in the associated technical report [93] the same set of results for the Surge workload. The Surge

workload had a higher mean size of file requested (7K, rather than 5K), however in all other respects

was statistically very similar to our trace-based workload. Not surprisingly, the factor improvement
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of SRPT over FAIR is very similar under the Surge and trace-based workloads. To be precise, all

the response times for both FAIR and for SRPT are 50% higher under the Surge workload, and

therefore the factor improvement is the same.

4.1.3 Generating requests at client machines

In our experiments, we use sclient [26] for creating connections at the client machines. The original

version of sclient makes requests for a certain file in periodic intervals. We modify sclient to read

in traces and make the requests according to the arrival times and file names given in the trace. As

in sclient, we assume a new connection for each request, i.e. no persistent connections. The effect

of persistent connections will be evaluated in detail in Chapter 5.

To create a particular uplink load, say 0.8, we simply scale the interarrival times in the trace’s

request sequence until the average number of bits requested per second is 8Mb/sec. We validate the

uplink load both analytically and via measurement.

4.2 Experimental results – LAN

“Is it possible to reduce the expected response time of every request at a web server, simply by

changing the order in which we schedule the requests?”

Before presenting the results of our experiments, we make some important comments.

• In all of our experiments the server’s uplink bandwidth was the bottleneck resource. CPU

utilization during our experiments remained below 5% for all the 10 Mbps experiments and

below 80% for the 100 Mbps experiments, even for uplink load 0.95.

• The measured throughput and bandwidth utilization under the experiments with SRPT schedul-

ing is identical to that under the same experiments with FAIR scheduling. The same exact set

of requests complete under SRPT scheduling and under FAIR scheduling.

• There is no additional CPU overhead involved in SRPT scheduling as compared with FAIR

scheduling. Recall that the overhead due to updating priorities of sockets is insignificant, given

the small number of priority classes that we use.
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Figure 4.3 shows the mean response time under SRPT scheduling as compared with the traditional

FAIR scheduling as a function of uplink load. Figure 4.3(a) assumes that requests are generated

according to an open model and Figure 4.3(b) assumes a partly-open system model, where each

user generates k = 5 requests. Results are very similar in (a) and (b). For lower uplink loads the

mean response times are similar under FAIR and SRPT. However for uplink loads > 0.5, the mean

response time is a factor of 3 – 8 lower under SRPT scheduling.
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(a) Open system model (b) Partly-open system model

Figure 4.3: Mean response time under SRPT versus FAIR as a function of uplink load, under trace-
based workload, in LAN environment with uplink bandwidth 10 Mbps. (a) Assumes open system
model (b) Assumes partly-open system model with k = 5 request-iteration cycles per user.

The performance results are even more dramatic for mean slowdown. Figure 4.4 shows the mean

slowdown under SRPT scheduling as compared with the traditional FAIR scheduling as a function

of load. For lower loads the slowdowns are the same under the two scheduling policies. For uplink

load 0.5, the mean slowdown improves by a factor of 4 under SRPT over FAIR. Under an uplink

load of 0.9, mean slowdown improves by a factor of 16.

Looking at the partly-open system model more closely we observe that mean response times are

almost identical, regardless of the value of k. Figure 4.5 shows the performance of FAIR under a

range of k values: k = 1, k = 5, and k = 50. It turns out that SRPT is even less sensitive to the

choice of k. 1

1Having experimented with many k values, we find the following subtle trend as we increase k: When we initially
increase k, we find that response times drop a bit. The reason is that by synchronizing the times at which requests
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Throughout we show results for the open system model, however we have verified that all these

results are almost identical under the partly-open system model with k = 5.
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Figure 4.4: Mean slowdown under SRPT versus FAIR as a function of uplink load, under trace-based
workload, in LAN environment with uplink bandwidth 10 Mbps. This slowdown plot corresponds to
the experiment in Figure 4.3(a) and looks identical for the experiment shown in Figure 4.3(b).

We conclude this section by once again considering the improvement of SRPT over FAIR, but

this time in the case of a 100 Mbps uplink. Results are shown in Figure 4.6 under the Flash web

server. We see that SRPT performs 5 times better than FAIR for an uplink load of 0.8, (i.e., 80

Mbps requested through a 100Mbps uplink). This is comparable to the factor improvement achieved

in the case of the 10Mbps uplink under the Apache server, Figure 4.3(a).

The significant improvements of SRPT over FAIR observed in this section are easily explained.

The time-sharing behavior of FAIR causes small requests to be delayed in part by requests for large

files, whereas SRPT allows requests for small files to jump ahead of requests for large files. Since

most requests are for small files, most requests see an order of magnitude improvement under SRPT.

Another way to think of this is that SRPT is an opportunistic algorithm which schedules requests so

as to minimize the number of outstanding requests in the system (it always works on those requests

with the least remaining work to be done). By minimizing the number of outstanding requests in

are generated, so that they are generated only when a previous request completes, we do a better job of evening the
burstiness in the number of connections at the server. As k increases further, however, the partly-open system starts
to look like a closed system with zero think time. This has the effect of creating a near-one uplink load at all times,
which causes response times to go up.
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Figure 4.5: Performance of FAIR shown for a partly-open system model, using trace-based workload
in a LAN with uplink bandwidth 10 Mbps, where k = 1, k = 5, and k = 50.

the system, Little’s Law [127] tells us that SRPT also minimizes the mean response time.
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Figure 4.6: Mean response time under SRPT versus FAIR as a function of uplink load, under trace-
based workload, in LAN environment with server uplink bandwidth 100Mb/sec.

4.2.1 Performance of requests for large files under SRPT in LAN

The important question is whether the significant improvements in mean response time come at the

price of significant unfairness to large requests. We answer this question for both the open system

model and the partly-open system model. We first look at the case of 10 Mbps uplink and then at

the case of 100 Mbps uplink.
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Figure 4.7 shows the mean response time as a function of the size of the requested file, in the

case where the uplink load is 0.6, 0.8, and 0.9 and the bandwidth on the server’s uplink is 10 Mbps.

In the left column of Figure 4.7, the sizes of the files requested have been grouped into 60 bins, and

the mean response time for each bin is shown in the graph. The 60 bins are determined so that

each bin spans an interval [x, 1.2x]. Note that the last bin actually contains only requests for the

very biggest file. Observe that requests for small files perform far better under SRPT scheduling as

compared with FAIR scheduling, while requests for large files, those > 1 MB, perform only negligibly

worse under SRPT as compared with FAIR scheduling. For example, under uplink load of 0.8 (see

Figure 4.7(b)) SRPT scheduling improves the mean response times of requests for small files by a

factor of close to 10, while the mean response time for the very largest size request only goes up by

a factor of 1.2.

Note that the above plots give equal emphasis to small and large files. As requests for small files

are much more frequent, these plots are not a good measure of the improvement offered by SRPT.

To fairly assess the improvement, the right column of Figure 4.7, presents the mean response time

as a function of the percentile of the requested file size distribution, in increments of half of one

percent (i.e. 200 percentile buckets). From this graph, it is clear that at least 99.5% of the requests

benefit under SRPT scheduling. In fact, requests for the smallest 80% of files benefit by a factor of

10, and all requests outside of the top 1% benefit by a factor of > 5. For lower uplink loads, the

difference in mean response time between SRPT and FAIR scheduling decreases, and the unfairness

to requests for large files becomes practically nonexistent. For higher uplink loads, the difference

in mean response time between SRPT and FAIR scheduling becomes greater, and the unfairness to

requests for large files also increases. Even for the highest uplink load tested though (.95), there are

only 500 requests (out of the 1 million requests) which complete later under SRPT as compared with

FAIR. These requests are so large however, that the effect on their slowdown is negligible.

Results for the partly-open system model are similar to those in Figure 4.7, with slightly more

penalty to the requests for large files, but still hardly noticeable penalty. For the case of k = 5, with

uplink load ρ = 0.8, the mean response time for the largest 1% of requested files is still lower under

SRPT (1.09 seconds under SRPT as compared with 1.12 seconds under FAIR). The request for the
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(a) uplink load = .6
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(c) uplink load = .9

Figure 4.7: Mean response time as a function of the size of the requested file under trace-based
workload, shown for a range of uplink loads (corresponds to Figure 4.3(a)). The left column shows
the mean response time as a function of the size of the file requested. The right column shows the
mean response time as a function of the percentile of the requested file size distribution.

67



very largest file has a mean response time of 9.5 seconds under SRPT versus 8.0 seconds under FAIR.

For the 100 Mb/sec experiments all requests, large and small, preferred SRPT scheduling in

expectation under all uplink loads tested.

4.2.2 SRPT with only two priorities

Our SRPT algorithm is only a rough approximation of true SRPT since we use only 6 priority classes.

An interesting question is how much benefit one could get with only 2 priority classes. That is, each

request would simply being of high priority or low priority.

To explore the performance of SRPT with only two priority classes, we define high-priority

requests as those corresponding to the smallest 50% of files and low-priority requests as those corre-

sponding to the largest 50% of files. The cutoff file size falls at 1K. We find that this simple algorithm

results in a factor of 2.5 improvement in mean response time and a factor of 5 improvement in mean

slowdown over FAIR. We also find that all requests, of either priority, have lower expected response

times under SRPT than under FAIR using this simple algorithm.

4.3 Experimental results – WAN

To understand the effect of network congestion, loss, and propagation delay in comparing SRPT and

FAIR, we also conduct WAN experiments. We perform two types of WAN experiments: (i) exper-

iments using our LAN setup together with the WAN emulator (Section 4.3.1) and (ii) experiments

using physically geographically-dispersed client machines (Section 4.3.2). Throughout this section

we use an uplink bandwidth of 10 Mbps.

4.3.1 WAN emulator experiments

The experimental setup for the experiments in this section is identical to that used for the LAN

experiments except that the WAN emulator functionality is now included in each client machine.

Figure 4.8 shows the effect of increasing the round-trip propagation delay (RTT) from 0 ms to

100 ms for FAIR and SRPT in the case of uplink load 0.7 and uplink load 0.9. Adding WAN delays

increases response times by a constant additive factor on the order of a few RTTs for both FAIR
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(a) uplink load = 0.7 (b) uplink load = 0.9.

Figure 4.8: Effect on SRPT and FAIR of increasing RTT from 0 ms to 100 ms.

0 2 4 6 8
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

R
es

po
ns

e 
T

im
e 

(s
ec

)

Loss Rate (%)

FAIR
SRPT

0 2 4 6 8
0

0.5

1

1.5

2

2.5

loss rate (%)

R
es

po
ns

e 
T

im
e 

(s
ec

)

FAIR
SRPT

(a) uplink load = 0.7 (b) uplink load = 0.9.

Figure 4.9: Effect on SRPT and FAIR of increasing loss from 0% to 10%.
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Figure 4.10: Effect on SRPT and FAIR of increasing loss and delay.
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and SRPT. The effect is that the relative improvement of SRPT over FAIR drops. Under uplink

load ρ = 0.9, SRPT’s improvement over FAIR drops from a factor of 4 when the RTT is 0 ms to a

factor of 2 when the RTT is 100 ms. Under uplink load ρ = 0.7, the factor improvement of SRPT

over FAIR drops from a factor of 2 to only 15%.

With respect to unfairness, we find that any unfairness to requests for large files decreases as

the RTT is increased. The reason is obvious – any existing unfairness to requests for large files is

mitigated by the additive increase in delay imposed on both FAIR and SRPT.

Figure 4.9 assumes that the RTT is 0 ms and shows the effect of increasing the network loss

from 0% to 10% under both FAIR and SRPT. Increasing loss has a more pronounced effect than

increasing the RTT. We observe that the response times don’t grow linearly in the loss rate. This is

to be expected since TCPs throughput is inversely proportional to the square root of the loss. Under

uplink load ρ = 0.9, SRPT’s improvement over FAIR drops from a factor of 4 when loss is 0% to a

factor of 25% when loss is 10%. Under uplink load ρ = 0.7, loss beyond 2% virtually eliminates any

improvement of SRPT over FAIR.

With respect to unfairness, we find that loss slightly increases the unfairness to the request for

the largest file under SRPT. The request for the largest file performs 1.1 times worse under 3% loss,

but 1.5 times worse under loss rates up to 10%. Nevertheless, even in a highly lossy environment,

the mean response time of requests for files in the top 1%-tile is still higher under FAIR as compared

to SRPT.

Finally Figure 4.10 combines loss and delay. Since the effect of loss dwarfs the effect of propagation

delay, the results are similar to those in Figure 4.9 with loss only.

4.3.2 Geographically-dispersed WAN experiments

We now repeat the WAN experiments using physically geographically-dispersed client machines.

The experimental setup is again the same as that used for the LAN except that this time the client

machines are located at varying distances from the server. The table below shows the location of
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each client machine, indicated by its RTT from the server machine.2

Location Avg. RTT

IBM, New York 20ms

Univ. Berkeley 55ms

UK 90-100ms

Univ. Virginia 25ms

Univ. Michigan 20ms

Boston Univ. 22ms

Unfortunately, we were only able to get accounts for Internet2 machines (schools and some

research labs). The limitation in exploring only an Internet2 network is that loss and congestion

may be unrealistically low.
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Figure 4.11: Mean response time under SRPT versus FAIR in a WAN under uplink load (a) 0.9, (b)
0.8, (c) 0.7, and (d) 0.5.

2The measured bandwidth available at these client sites ranged from 1 Mbps, at Boston University, to 8 Mbps, at
IBM. Experiments were instrumented such that the bandwidth at the client site would not be a bottleneck.
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Figure 4.12: Response time as a percentile of the size of the requested file under SRPT scheduling
versus traditional FAIR scheduling at uplink load 0.8, measured for (a) the IBM host and (b) the UK
host.

Figure 4.11 shows the mean response time as a function of uplink load for each of the six hosts.

The improvement in mean response time of SRPT over FAIR is a factor of 8–20 for high uplink load

(0.9) and only about 1.1 for lower uplink load (0.5).

Figures 4.12(a) and 4.12(b) show the mean response time of a request as function of the percentile

the size of the requested file, at an uplink load of 0.8, for the hosts at IBM and UK respectively. It

turns out that all requests have higher mean response time under FAIR, as compared with SRPT.

For the largest file, the mean response time is almost the same under SRPT and FAIR. The reason

for the lack of unfairness is the same as that pointed out in the WAN emulation experiments for the

case of significant RTT, but near-zero loss.

We next compare the numbers in Figure 4.11 with those obtained using the WAN emulation. For

the case of uplink load 0.5, 0.7, and 0.8, the values of response time in Figure 4.11 are comparable

with those obtained using the WAN emulator with propagation delay, but near-zero loss (compare

with Figure 4.8).

Observe that the response times under uplink load 0.9 in Figure 4.11 are much higher than

those for the WAN emulator for the case of FAIR but not for SRPT. The reason is that the WAN

environment creates some variance in the uplink load. Thus an average uplink load of 0.9 translates
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to fluctuations ranging from 0.75 to 1.05, which means that there are moments of transient overload.3

Transient overload affects FAIR far worse than SRPT because the buildup in number of requests at

the server during overload is so much greater under FAIR than under SRPT. Transient overload even

occasionally results in a full SYN queue under FAIR in our experiments. This means that incoming

SYNs may be dropped, resulting in a timeout and retransmit. In the LAN environment where uplink

load can be better controlled, we never experience SYN drops in our experiments (although SYN

drops might occur in alternative setups where the CPU is the bottleneck resource).

The trends shown in Figures 4.11 and 4.12 are in agreement with the WAN emulator experiments.

To summarize: (i) The improvement of SRPT over FAIR is higher at higher uplink loads; (ii) The

improvement of SRPT over FAIR is diminished for far away clients; (iii) The unfairness to requests

for large files under SRPT becomes non-existent as propagation delay is increased.

4.4 Why does SRPT work?

In this section we look in more detail at where SRPT’s performance gains come from and we explain

why there is no starvation of requests for large files.

4.4.1 Where do mean gains come from?

The high-level argument has been given before: SRPT is an opportunistic algorithm which schedules

requests so as to minimize the number of outstanding requests in the system (it always works on

those requests with the least remaining work to be done). By minimizing the number of outstanding

requests in the system, Little’s Law tells us that SRPT also minimizes the mean response time:

Little’s Law [127] states that the mean number of requests in the system equals the product of the

average arrival rate and the mean response time. In fact our measurements show that when the load

is 0.7 the number of open connections is 3 times higher under FAIR than under SRPT. At load 0.9,

this number jumps to 5 times higher. This corresponds to the improvement in mean response time

of SRPT over FAIR.

3When we say that there is a transient load of 1.05, we mean that during some 1-second intervals there may be 10.5
Mbits of data requested where the uplink bandwidth is only 10 Mbps.
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Mathematically, the improvement of SRPT over FAIR scheduling with respect to mean response

time has been derived for an M/G/1 queue in [30].

At an implementation level, while our implementation of SRPT, described in Section 3.1 is not

an exact implementation of the SRPT algorithm, it still has the desirable properties of the SRPT

algorithm: requests for small files (or those with small remaining time) are separated from requests

for large files and have priority over requests for large files. Note that our implementation does not

interact illegally with the TCP protocol in any way: scheduling is only applied to those connections

which are ready to send via TCP’s congestion control algorithm.

The above discussion shows that one reason that SRPT improves over FAIR with respect to mean

response times is because it allows small file requests to avoid time-sharing with large file requests.

We now explore two other potential reasons for the improvement of SRPT over FAIR and eliminate

both.

One potential reason for the improvement of SRPT over FAIR might be that FAIR causes the

SYN queue to overflow (because of the rapid buildup in number of connections) while SRPT does

not. Recall that if the web server’s SYN queue fills up, new connection requests will experience

expensive timeouts (on the order of 3 seconds). Our measurements show that the SYN queue is in

fact significantly fuller under FAIR than under SRPT for high uplink loads, as expected, since SRPT

minimizes the number of outstanding requests. However, in all of our experiments except one WAN

experiment, the SYN queue never fills up under FAIR or SRPT.

Yet another potential reason for SRPT’s performance gains over FAIR is that by having multiple

priority queues SRPT is essentially getting to use more buffering, as compared with the single

transmit queue of FAIR (see Figure 3.2). It is possible that there could be an advantage to having

more buffering inside the kernel, since under high uplink loads we have observed some packet loss

(5%) within the kernel at the transmit queue under FAIR, but not under SRPT. To see whether

SRPT is obtaining an unfair advantage, we experimented with increasing the length limit for the

transmit queue under FAIR from 100 to 500, and then to 700, entirely eliminating the losses. This

helped just a little — reducing mean response time from about 400ms to 350ms under FAIR. Still,

performance was nowhere near that of SRPT.
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4.4.2 Why are requests for large files not hurt?

It has been suspected by many that SRPT is a very unfair scheduling policy for requests for large

files. The above results have shown that this suspicion is false for web workloads. It is easy to

see why SRPT should provide huge performance benefits for the requests for small files, which get

priority over all other requests. In this section we describe briefly why the requests for large files

also benefit under SRPT, in the case of workloads with a heavy-tailed property.

In general a heavy-tailed distribution is one for which

Pr{X > x} ∼ x−α,

where 0 < α < 2. A set of file sizes following a heavy-tailed distribution has some distinctive

properties:

1. Infinite variance (and if α ≤ 1, infinite mean). (In practice, variance is not really infinite, but

simply very high, since there is a finite maximum requested file size).

2. The property that a tiny fraction (usually < 1%) of the very longest requests comprise over half

of the total uplink load. We refer to this important property as the heavy-tailed property.

The lower the parameter α, the more variable the distribution, and the more pronounced is the

heavy-tailed property, i.e. the smaller the fraction of requests for large files that comprise half the

uplink load.

The sizes of requested files have been shown to often follow a heavy-tailed distribution [70, 72].

Our traces have strong heavy-tailed properties. (In our trace the largest < 3% of the requests make

up > 50% of the total uplink load.)

Consider a workload where the sizes of the files requested exhibit the heavy-tailed property. Now

consider a request for a file in the 99%-tile of the requested file size distribution. This request will

actually do much better under SRPT scheduling than under FAIR scheduling. The reason is that,

under SRPT, this request only competes against 50% of the uplink load (the remaining 50% of the

uplink load is made up of requests for the top 1%-tile of files) whereas it competes against 100% of
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the uplink load under FAIR scheduling. The same argument could be made for a requested file in

the 99.5%-tile of the file size distribution.

However, it is not obvious what happens to a request in the 100%-tile of the requested file size

distribution (i.e. the largest possible file). It turns out that, provided the uplink load is not too close

to 1, the request in the 100%-tile will quickly see an idle period, during which it can run. As soon

as the request gets a chance to run, it will quickly become a request in the 99.5%-tile, at which time

it will clearly prefer SRPT. For a mathematical formalization of the above argument, in the case of

an M/G/1 queue, we refer the reader to [30].

Despite our understanding of the above theoretical result, we were nevertheless still surprised to

find that results in practice matched those in theory – i.e., there was little if any unfairness to large

requests. It is understandable that in practice there should be more unfairness to requests for large

files since requests for large files pay some additional penalty for moving between priority queues.

4.5 Summary

In this chapter we have demonstrated that the delay at a busy web server can be greatly reduced

by SRPT-based scheduling of the bandwidth that the server has purchased from its ISP. We show

further that the reduction in server delay often results in a reduction in the client-perceived response

time.

In a LAN setting, our SRPT-based scheduling algorithm reduces mean response time significantly

over the standard FAIR scheduling algorithm. In a WAN setting the improvement is still significant

for very high uplink loads, but is far less significant at moderate uplink loads.

Surprisingly, this improvement comes at no cost to requests for large files, which are hardly

penalized, or not at all penalized. Furthermore these gains are achieved under no loss in byte

throughput or request throughput.
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Chapter 5

Scheduling to improve overload

performance

“What happens to requests for large files if the SRPT server experiences transient periods

of overload?”

Most well-managed web servers perform well most of the time. Occasionally, however, every

popular web server experiences transient overload. Overload is defined as the point when the demand

on at least one of the web server’s resources exceeds the capacity of that resource. While a well

designed web server should not be persistently overloaded, transient periods of overload are often

inevitable, since the traffic increase at the server that leads to the transient period of overload is

difficult to predict. As an example, the amount of traffic received by a web site might rise because

of an unexpected increase of the site’s popularity, e.g. after being featured on national television or

in a major newspaper. Another situation that could lead to transient periods of overload is under-

provisioning for sales-boosting holidays. Although an online retailer knows to expect more web site

hits during those days, it is difficult to predict exactly the associated increase in traffic volume.

An overloaded web server typically displays signs of its affliction within a few seconds. Work

enters the web server at a greater rate than the web server can complete it. This causes the number

of connections at the web server to build up. Very quickly, the web server reaches the limit on the

number of connections that it can handle. From the client perspective, the client’s request for a
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connection will either never be accepted or will get through only after several trials. Even when the

client’s request for a connection does get accepted, the time to service that request may be very long

because the request has to timeshare with all the other requests at the server.

The solution most commonly suggested to avoid overload is admission control [61, 103, 204, 203,

209, 78]: the web server or a front-end monitors the load and the capacity of the server and, if

necessary, rejects incoming requests, in order to ensure satisfactory service to those requests being

accepted to the server. The decision of when and which request to reject is based on sophisticated

algorithms, e.g. leveraging application-level knowledge in the admission decision, applying techniques

from control theory, or by combining admission control with QoS. Nevertheless, in the end it comes

down to denying some customers service.

In this chapter we suggest SRPT scheduling as a solution to server overload, that provides stable

server performance, without dropping requests. Our intuition is based on the observation that the

dramatic drop in performance during overload in a standard FAIR server is due to the rapidly

growing number of requests at the server. The fair shares of service that each request receives in the

FAIR server are getting smaller and smaller during overload, until no request makes any significant

progress any more. On the other hand, SRPT can be viewed as a greedy strategy to minimize the

number of requests at the server by always working on the request that is closest to completion.

While we have already seen in the previous chapter that SRPT can greatly improve the mean

performance of static requests under normal load conditions, overload is a regime where SRPT

has never been evaluated (not analytically nor via simulation). While it might be intuitively clear

that SRPT will help overall performance during overload by minimizing the number of outstanding

requests at the server, it is not clear at all how the performance of large requests will be affected.

In the remainder of this chapter we make two contributions:

First, we provide a detailed performance study of a web server under overload, showing just how

bad overload can be. We experiment with both persistent overload ( the request rate exceeds the

server capacity during the entire experiment) and transient overload ( alternate periods of overload

and low load where the overall mean load is below 1). Load will be defined formally in the next

section. We find that within a very short period, even low amounts of overload cause the server to
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experience instability, dropping requests from its SYN queue, while the client experiences very high

response times (response time is defined as the time from when the client submits the request until

receiving the last byte of the request). We evaluate a full range of complex environmental conditions,

summarized in Table 5.2, including: the effect of WAN delay and loss, the effect of user aborts, the

effect of persistent connections, the effect of SYN cookies, the effect of the RTO TCP timer, the

effect of the packet length, and the effect of the SYN queue and ACK queue length limits.

Our motivation for this performance study is that, while there are many studies of web server

performance in general (no overload), there exist relatively few studies on servers running under

overload. Studies evaluating the effect of external factors on web performance typically concentrate

on the effect that network protocols/conditions have on web server performance. We list just a

few below: In [22] and [45] the authors find that the TCP RTO value has a large impact on server

performance under FreeBSD. This agrees with our study. In [153] the authors study the effect of WAN

conditions, and find that losses and delays can affect response times. They use a different workload

from ours (Surge workload) but have similar findings. The benefits of persistent connections are

evaluated by [148] and [33] in a LAN environment. There are also several papers which study real

web servers in action, rather than a controlled lab setting, e.g., [149] and [183].

As a second contribution, this chapter proposes and evaluates SRPT-like scheduling as a means

to combat overload. We show that contrary to intuition, SRPT scheduling at the web server under

transient overload does not unduly harm requests for large files as compared with traditional FAIR

scheduling used in web servers. Furthermore SRPT scheduling significantly improves mean response

times overall by up to an order of magnitude. Lastly, even the mean time until the first byte is im-

proved by close to an order of magnitude under SRPT as compared with FAIR. Our implementation

results are corroborated via theoretical approximations which match the trends we observe.

The outline of this chapter is as follows: In Section 5.1 we describe the experimental setup,

including the machine configuration, the workload, and how overload is generated. Section 5.2

studies exactly what happens in a traditional (FAIR) web server under persistent overload and

contrasts that with the performance of the modified (SRPT) web server. Section 5.3 compares the

performance of the FAIR server and the SRPT server under transient overload. Section 5.4 analyzes

79



where exactly SRPT’s performance gains come from and Section 5.5 summarizes the results.

5.1 Experimental setup

5.1.1 Machine configuration

We use the same experimental testbed involving six machines as in the previous chapter. The switch

and the network cards of the six machines are forced into 10Mbps mode to make it easier to create

overload at the bottleneck device.

On the server machine we increased the size of the SYN and the ACK-queue to 512 as is common

practice for high performance web servers We also increased the upper limit on the number of Apache

processes from 150 to 350.1

Furthermore, we have instrumented the kernel of the server to provide detailed information on

the internal state of the server. This includes the length of the SYN and ACK-queues, the number

of packets dropped inside the kernel, and number of incoming SYNs that are dropped. We also log

the number of active sockets at the server, which includes all TCP connections that have resources

in the form of buffers allocated to them, except for those in the ACK-queue. Essentially, this means

sockets being serviced by an Apache process, and sockets in the FIN-WAIT state.

Below we provide a brief tutorial of the processing of requests and sources of delays within a

Linux-based web server.

A connection begins with a client sending a SYN. When the server receives the SYN it allocates

an entry in the SYN-queue and sends back a SYN-ACK. After the client ACKs the server’s SYN-

ACK, the server moves the connection record to its ACK-queue, also known as the Listen queue.

The connection waits in the ACK-queue until an Apache process becomes idle and processes it. Each

Apache process can handle at most one request at a time. When an Apache process finishes handling

a connection, the connection sits in the FIN-WAIT states until an ACK and FIN are received from

the client.

1Our FAIR server performed best with the above values: SYNQ = ACKQ = 512, and #Apache Processes = 350.
The SRPT server is not affected at all by these limits, since SYNQ occupancy is always very low under SRPT.
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There are standard limits on the length of the SYN-queue (128), the length of the ACK-queue

(128), and the number of Apache processes (150). These limits are often increased for high-

performance web servers.

The limits above impose many sources of delays. If the server receives a SYN while the SYN-

queue is full, it discards the SYN forcing the client to wait for a timeout and then retransmit the

SYN. Similarly, if the server receives the ACK for a SYN-ACK while the ACK-queue is full, the

ACK is dropped and must be retransmitted. The timeouts are long (typically 3 seconds) since at

this time the client doesn’t have an estimate for the retransmission timer (RTO) for its connection

to the server. Lastly, if no Apache process is available to handle a connection, the connection must

wait in the ACK-queue.

5.1.2 The workload

The workload in our experiments is based on the trace described in the previous chapter (Sec-

tion 4.1.2). Results for a second trace are included in the appendix. Based on the traces, we create

two types of overload, persistent overload and transient overload.

Persistent overload is used to describe a situation where the server is run under a fixed load ρ > 1

during the whole experiment. The motivation behind experiments with persistent overload is mainly

to gain insight into what happens under overload. The overloaded state is unlikely to persist for too

long in practice, due to system upgrades. Nevertheless, due to the burstiness of web traffic, even

in the case of regular upgrades a popular web server is still likely to experience transient periods of

overload.

We consider two different types of transient overload: In the first type, called alternating overload,

the load alternates between overload and low load, where the length of the overload period is equal to

the length of the low load period (see Figure 5.1(left)). In the second, called intermittent overload,

the load is almost always low, but there are occasional “spikes” of overload, evenly spaced (see

Figure 5.1(right)). In all cases the overall mean system load is less than 1.

As before, we define load to be the ratio of the bandwidth requested and the maximum bandwidth

available on the uplink. To obtain a particular load we scale the interarrival times in the trace as
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Load

Time

Overload Overload

Low load Low load Low load

Overload

Load

Time

Overload Overload Overload

Low load Low load Low load

(a) Alternating Overload (b) Intermittent Overload

Figure 5.1: Two different types of transient overload, alternating (left) and intermittent (right).
Experimentally, the load will never look as constant as above, since arrival times and request sizes
come from a trace.

follows: We first measure the system load (i.e. the bandwidth utilization) in an experiment using

the original (unscaled) interarrival times from the trace. In order to achieve a system load that is

x times higher than the original load, we divide all interarrival times by x. Scaling the interarrival

times (while keeping the sequence of requested web objects constant) models a general increase in

traffic at the web server, e.g. due to sudden popularity or due to holiday shopping. Note that this

type of overload is different from the case where a sudden rise in the popularity of one single object

at a site causes overload. In this thesis we are addressing only overload conditions that are caused

by an increase in the arrival rate at the server, while the distribution of the documents requested

remains the same (or similar) to that before overload.

We run all experiments in this chapter for several different alternating and intermittent workloads,

which are defined in Table 5.1. All our results are based on 30 minute experiments although we show

only shorter fragments in the figures for better readability.

5.1.3 Why generating overload is difficult

Experimenting with persistent overload is inherently more difficult than running experiments where

the load is high but remains below 1. The main issue in experimenting with overload is that running

the server under overload is very taxing on client machines. While both the client machines and

the server must allocate resources (such as TCP control blocks or file descriptors) for all accepted
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Workload Type Duration low load Duration overload Avg. low load Avg. overload Avg. load
(seconds) (seconds)

W1 Alternating 25 25 ρ = 0.2 ρ = 1.2 0.7
W2 Alternating 10 10 ρ = 0.2 ρ = 1.2 0.7
W3 Alternating 50 50 ρ = 0.2 ρ = 1.6 0.9
W4 Alternating 25 25 ρ = 0.4 ρ = 1.4 0.9
W5 Alternating 10 10 ρ = 0.4 ρ = 1.4 0.9
W6 Alternating 40 40 ρ = 0.1 ρ = 1.7 0.9
W7 Intermittent 63 6 ρ = 0.4 ρ = 5 0.8
W8 Intermittent 63 10 ρ = 0.45 ρ = 3 0.8
W9 Intermittent 20 3 ρ = 0.735 ρ = 2 0.9
W10 Intermittent 13.3 2 ρ = 0.735 ρ = 2 0.9

Table 5.1: Definition of trace-based workloads

requests, the client machines must additionally allocate resources for all connections that the server

has repeatedly refused (due to a full SYN-queue).

As explained in Section 4.1.2 requests to a web server may be generated either using an “open”

system, a “closed” system, or some hybrid combination of the two. To obtain overload, an open or

partly-open system is necessary [26], since in a closed system a new request will be made only if

another request finishes (see Figure 4.1(middle)). By contrast, an open system allows one to create

any amount of overload by simply generating a rate of requests where the sum of the sizes of the

files requested exceeds the server uplink bandwidth.

Since none of the existing web workload generators support all the features we want to experiment

with (persistent connections, user abort and reload, etc.) we choose to implement our own trace-

based web workload generator based on the libwww library [206]. Libwww is a client side web API

based on select(). One obstacle in using libwww in building a web workload generator is that it

does not support multiple parallel connections to the same host. After passing a URL to libwww, it

first checks whether there is already a socket open to this destination. If so it either multiplexes the

request on this socket (if pipelining is enabled) or otherwise puts the request into a pending queue

at this socket. We modify libwww in the following way to perform our experiments with persistent

connections: Whenever our application passes a URL to our modified libwww, it first checks whether

there is a socket open to this destination that is (a) idle and (b) that has not reached the limit on

the maximum number of times that we want to reuse a connection. If it doesn’t find such a socket it

establishes a new connection. We validate our workload generator by running experiments involving
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only the features supported by Sclient, and we find that Sclient and our new workload generator

yield the same results. We also verify that the workload generator never becomes the bottleneck in

the experiments, by checking that all requests are actually made at the desired times.

5.2 Experimental Results – Persistent overload
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Figure 5.2: Results for a persistent overload of 1.2 shown from the perspective of the server. (Left
graph): Buildup in connections at the server; (Right graph): Number of incoming SYN packets
dropped by the server.
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Figure 5.3: Results for a persistent overload of 1.2 shown from the perspective of the client. (Left
graph): Mean response time; (Right graph): Time until first byte is received.

In this section we study exactly what happens in a standard (FAIR) web server during persistent

overload and contrast that with the performance of our modified (SRPT) server. We run the web

server under persistent overload of 1.2, i.e., the average amount of data requested by the clients per

second exceeds the bandwidth on the uplink by a factor of 1.2. We analyze our observations from

two different angles, the server’s view and the client’s view.

We start with the server’s view. One indication for the health of a server is the buildup in the
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number of connections at the server, shown in Figure 5.2(left). In FAIR, the number of connections

grows rapidly, until after around 50 seconds the number of connections reaches 350 – the maximum

number of Apache processes. At this time all the Apache processes are busy, and consequently the

SYN and the ACK queues fill up. After around 70 seconds the first incoming SYNs are dropped

and the rate of SYN drops increases steadily and rapidly from that point on, as shown in (Fig-

ure 5.2(right)). By contrast, in the SRPT server the number of connections grows at a much slower

rate. The reason is that the SRPT server queues up only requests for large files. Observe, that for

an overload of 1.2 and an uplink capacity of 10 Mbps, each second the server is unable to complete

2 Mbit worth of requests on average. It turns out that largest requests compromising load between

1 and 1.2 have a mean size of about 1 Mbyte. Thus the SRPT server accumulates only one quarter

of one request per second. After 200 seconds, it thus makes sense that the number of accumulated

requests under SRPT is only 50, as shown in Figure 5.2(left). In fact our experiments show that

the SRPT server does not start dropping requests until approximately the half hour mark.

Another server-oriented metric that we consider is byte throughput. We find that the byte through-

put is the same under FAIR and SRPT . Despite the differences in the way FAIR and SRPT schedule

requests, they both manage to keep the link fully utilized.

Next we describe the clients’ experience in terms of mean response time and the mean time until

the first byte of a request is received. In computing these metrics for persistent overload, we consider

only those requests that finished before the final request arrived (subsequently, load will drop).

Figure 5.3(left) shows that for the FAIR server response times grow rapidly over time. After only

40 seconds (long before the SYN-queue fills up) the mean response time is 5 sec, already intolerable.

By contrast, under SRPT the response times are significantly lower and hardly grow over time.

Figure 5.3(right) shows that the mean time until the first byte is received follows a trend very similar

to that of the mean response time. We will therefore in the remainder of this chapter use only the

response time metric.

To understand the difference in response times between SRPT and FAIR under persistent overload

we need to examine the effect of those requests that don’t complete on the requests that do complete

(and factor into the mean response time). Under FAIR, many of the requests that don’t end up
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completing still steal a fair share of bandwidth from the other requests. Hence, they cause the

response times of even requests for short files to increase. By contrast, under SRPT, all of the

requests for the largest files (those that increase load from 1.0 to 1.2) do not receive any bandwidth

under persistent overload: requests for small files are completely isolated from those for large files

under SRPT. Thus, response times of the completing requests do not increase over time, even after

tens of minutes.

To summarize the above observations, we see that after less than 100 seconds of very modest

overload the FAIR server starts to drop incoming requests and the response times reach values that

are not tolerable by users. The SRPT server significantly extends the time until SYNs are dropped

and improves the client experience notably. We emphasize that the above experiments assumed

very modest overload (as in the high load portion of workload W1 of Table 5.1). Some of the other

workloads in Table 5.1 have more severe high loads. For example under a persistent high load of 1.4,

we find that SYNs are dropped after only 18 seconds of persistent overload under FAIR, whereas

SRPT avoids SYN drops for nearly half an hour of persistent overload. Response time growth is also

much more dramatic under a persistent overload of 1.4.

5.3 Experimental Results – Transient overload

In this section we evaluate the performance of the standard (FAIR) web server and our modified

(SRPT) server for transient overload. To level the playing field between SRPT and FAIR, we

purposely choose to start by evaluating in detail the performance for the transient workload W1

from Table 5.1 (see Section 5.3.1). Workload W1 has the property that the duration and intensity of

overload are modest (high load is only 1.2 for a duration of only 25 seconds), so that the SYN queue

does not fill up under FAIR. Thus FAIR does not suffer the expensive timeouts under workload W1

due to a SYN drop, which appear under some of the other workloads. Our study considers all factors

described in Table 5.2. In Section 5.3.2, we consider the other transient workloads in Table 5.1.
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Setup Factor Specific case shown in the left and middle
columns of Figure 5.5 and Figure 5.6.

Range of values studied.
Shown in rightmost column of
Figure 5.5 and Figure 5.6.

(A) Baseline Case RTT=0, Loss=0%, No Persistent Conn., RTO=3
sec, packet length=1500, No SYN cookies,
SYNQ=ACKQ=512, #ApacheProcesses=350

(B) WAN Delays baseline + 100 ms RTT RTT=0-150 ms

(C) Loss baseline + 5% loss Loss=0-15%

(D) WAN delay & loss baseline + 100 ms RTT+ 5% loss RTT=0-150 ms, Loss =0-15%

(E) Persistent Connec-
tions

baseline + 5 req. per conn. 0-10 requests/conn.

(F) Initial RTO value baseline + RTO 0.5 sec RTO = 0.5sec-3sec

(G) SYN Cookies baseline (SYN Cookies OFF) SYN cookies=ON/OFF

(H) User Abort/Reload baseline + user aborts: User aborts after 10 sec
and retries up to 3 times

Abort after 3-15 sec with up
to 2, 4, 6, or 8 retries

(I) Packet length baseline + 536 bytes packet length Packet length = 536-1500
bytes

(J) Realistic Scenario RTT=100 ms, Loss=5%, 5 req. per conn.,
RTO=3 sec, pkt. len.=1500, No SYN cookies,
SYNQ=ACKQ=512, #ApacheProcs=350, User
aborts after 7 sec and retries up to 3 times

Table 5.2: Columns 1 and 2 list the various factors. Column 3 specifies one value for each factor.
This value corresponds to Figure 5.5(left, middle) and to Figure 5.6(left, middle). Column 4 provides
a range of values for each factor. The range is evaluated in Figure 5.5(right) and in Figure 5.6(right).
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5.3.1 Results for workload W1

(A) The simple baseline case

In this section we study the simple baseline case described in Table 5.2, row (A). We first consider

how the health of the server is affected during the low load and overload periods. We observe, as in the

case of persistent overload, that the number of connections grows at a much faster rate under FAIR

than under SRPT. While under SRPT the number of connections never exceeds 50, it frequently

exceeds 200 under FAIR. However, neither server reaches the maximum SYN-queue capacity (since

the overload period is short) and therefore no SYNs are dropped.

Figure 5.4(a) and (b) shows the response times over time of all jobs (averaged over 1 sec intervals)

under FAIR and SRPT. These plots show just 200 sec out of a 30-minute experiment. The overload

periods are shaded light gray while the low load periods are shaded dark gray. Observe that under

FAIR the mean response times go up to more than 3 seconds during the overload period2, while

under SRPT they hardly ever exceed 0.5 sec.

Figure 5.4(c) shows the complementary cumulative distribution of the response times. Note that

there is an order of magnitude separation between the curve for FAIR and SRPT. The mean response

time taken over the entire length of the experiment is 1.1 sec under FAIR as compared to only 138

ms under SRPT. Furthermore, the variability in response times measured by the squared coefficient

of variation is 6.39 under FAIR compared to 1.08 under SRPT. Another interesting observation is

that the FAIR curve has bumps at regular intervals. These bumps are due to TCP’s exponential

backoff in the case of packet loss during connection setup. Given that we have a virtually loss-free

LAN setup and the SYN-queue never fills up, one might wonder where these packets are dropped.

Our measurements inside the kernel show that the timeouts are due to reply packets of the server

being dropped inside the server’s kernel. We will study the impact of this effect in greater detail in

Section 5.4.

The big improvements in mean response time are not too surprising given the opportunistic

2Note that this is not quite as bad as for persistent overload, because a job arriving into the overload period in
transient overload at worst has to wait until the low load period to receive service, so its expected response time is
lower than under persistent overload.
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Figure 5.4: Detailed performance under alternating workload W1 under the baseline case (setup (A))
of Table 5.2: (a) Mean response time under FAIR; (b) Mean response time under SRPT; (c) The
complementary cumulative distribution of response times under FAIR and SRPT; (d) Response times
as a function of the request size, showing requests for large files do not suffer.

nature of SRPT: schedule to minimize the number of connections. A more interesting question is

what price large requests have to pay to achieve good mean performance.

This question is answered in Figure 5.4(d) which shows the mean response times as a function of

the request size. We see that surprisingly even the big requests hardly do worse under SRPT. The

very biggest request has a mean response time of 19.4 sec under SRPT compared to 17.8 sec under

FAIR. If we look at the biggest 1 percent of all requests we find that their average response time is

2.8 sec under SRPT compared to 2.9 sec under FAIR, so these requests perform better on average

under SRPT. We will explain this counter-intuitive result in Section 5.4.

(B) WAN delays

The two most frequently used tools for WAN emulation are probably NistNet [156] and Dummynet

[173]. NistNet is a separate package available for Linux that can drop, delay or bandwidth-limit
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(B) FAIR - Delays (B) SRPT - Delays (B) Comparison
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(C) FAIR - Losses (C) SRPT - Losses (C) Comparison
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(D) FAIR - Delays and Losses (D) SRPT - Delays and Losses (D) Comparison
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Figure 5.5: Each row above compares SRPT and FAIR under workload W1 for one of the first four
setups from Table 5.2. The left and middle columns show the response times over time for the specific
values given in Table 5.2, column 3. The right column evaluates the range of values given in column
4 of Table 5.2.
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Figure 5.6: Each row above compares SRPT and FAIR under workload W1 for one of setups (E),
(F), (H), and (I). from Table 5.2. The left and middle columns show the response times over time
for the specific values given in Table 5.2, column 3. The right column evaluates the range of values
given in column 4 of Table 5.2.
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incoming packets. Dummynet applies delays and drops to both incoming and outgoing packets, hence

allowing the user to create symmetric losses and delays. Since Dummynet is currently available for

FreeBSD only, we implement Dummynet functionality in the form of a separate module for the Linux

kernel. More precisely, we change the ip rcv() and the ip output() function in the Linux TCP-IP

stack to intercept in- and out-going packets to create losses and delays.

In order to delay packets, we use the add timer() facility to schedule the transmission of delayed

packets. We recompile the kernel with HZ=1000 to get a finer-grained millisecond timer resolution.

In order to drop packets, we use an independent, uniform random loss model (as in Dummynet)

which can be configured to a specified probability.

We experiment with delays between 0 and 150 msec and drop probabilities between 0 and 15%.

This range of values was chosen to cover values used in related work [153] and values reported in

actual live Internet measurements [171]. For example, for the month of October 2004 the Internet

Traffic Report [171] reported maximum round-trip-times of 140 msec and maximum loss rates of

3.5%.

Figure 5.5(B)(left, middle) shows the effect of adding WAN delay (setup (B) in Table 5.2). This

assumes a baseline setup, with an RTT (round-trip-time) delay of 100 msec. While FAIR’s mean

response time is hardly affected, since it is large compared to the additional delay, the mean response

time of SRPT more than doubles.

Figure 5.5(B)(right) shows the mean response times for a range of RTTs from 0 to 150 msec.

Observe that adding WAN delays increases response times by a constant additive factor on the order

of a few RTTs. SRPT improves upon FAIR by at least a factor of 2.5 for all RTTs considered.

In the above experiments we assumed that all clients experience the same WAN delays. We also

experimented with a heterogeneous environment, where each of the five client machines emulates

a different WAN delay ranging from 0 ms to 150 ms, where 150 ms represents our notion of the

maximum end-to-end network delay. We find that the mean response time for a client with a given

WAN delay equals that in an experiment where all clients emulate the same delay.

While one might think that in a heterogeneous environment, high delay clients might interfere

with low delay clients, depriving them of the full benefits of SRPT scheduling, this is not the case
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for two reasons: First, under overload the time a connection stays alive at the server is mostly domi-

nated by server delays, rather than by WAN delays; second, and most importantly, a slow connection

will not “block” a fast connection: data for different connections is kept completely separate until

after TCP/IP processing when it enters one of the priority queues shared by all connections (recall

Figure 3.2). The data packets of a slow connection will therefore make it to the priority queues

only after receiving the corresponding TCP ACKs (i.e. when the data is ready to be sent), and can

therefore not slow down the fast connections (which will receive their ACKs at a fast rate). Thus

the difference between SRPT and FAIR is minimized when all clients have WAN delay of 150 ms,

and even here, the improvement factor of SRPT over FAIR is 2.5.

(C) Network losses

Figure 5.5(C)(left, middle) shows the mean response times over time for the setup in Table 5.2

row (C): a loss rate of 5%. In this case, for both FAIR and SRPT, the response times increase

notably compared to the baseline case. FAIR’s overall response time increases by almost a factor

of 2 from 1.1 seconds to 1.9 seconds. SRPT’s response time increases from less than 140 ms in the

baseline case to around 930 ms.

Figure 5.5(C)(right) shows the mean response times for loss rates ranging from 0 to 15%. Note

that the response times don’t grow linearly with the loss rate. This is expected since TCPs through-

put is inversely proportional to the square root of the loss [159].

Introducing frequent losses can increase FAIR’s response times to more than 6 seconds and

SRPT’s response time to more than 4 seconds (as in the case of 15% loss). Even in this case SRPT

still improves upon FAIR by about a factor of 1.5.

(D) Combination of Delays and Losses

Finally, we look at the combination of losses and delays. Figure 5.5(D)(left, middle) shows the

results for the setup in Table 5.2 row (D): an RTT of 100 ms with a loss rate of 5%. Here SRPT

improves upon FAIR by a factor of 2. Figure 5.5(D) (right) shows the response times for various
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combinations of loss rates and delays. We observe that the negative effect of a given RTT is accentu-

ated under high loss rates. The reason is that higher RTTs make loss recovery more expensive since

timeouts depend on the (estimated) RTT.

(E) Persistent Connections

Next we explore how the response times change if multiple requests are permitted to use a single

serial, persistent connection ([148]) for several requests. Figure 5.6(E)(left, middle) shows the results

for the setup in Table 5.2, row (E): where every connection is reused 5 times. Figure 5.6(E)(right)

shows the response time as a function of the number of requests per connection, ranging from 0 to 10.

We see that using persistent connections greatly improves the response times of FAIR. For example,

reusing a connection five times reduces the response time by a factor of 2. SRPT on the other

hand is hardly affected by using persistent connections. To see why FAIR benefits more than SRPT

observe that reusing an existing connection avoids the connection setup overhead; this overhead is

bigger under FAIR, mainly because it suffers from drops inside the kernel.3 SRPT doesn’t see this

improvement since it experiences hardly any packet loss in the kernel.

Nevertheless, we observe that SRPT still improves upon FAIR by a factor of 3, even if up to 10

requests can use the same connection.

(F) Initial TCP RTO value

We observed previously that packets that are lost in the connection setup phase incur very long

delays, which we attributed to the conservative initial RTO value of 3 seconds. We now ask how much

of the total delay a client experiences in the FAIR server is due to the high initial RTO. To answer

this question, we change the RTO value in Linux’s TCP implementation. Figure 5.6(F)(left, middle)

shows the results for the setup in Table 5.2, row (F): an RTO of 500ms. Figure 5.6(F)(right) explores

the range from 500 ms up to the standard 3 seconds. Lowering the initial RTO can reduce FAIR’s

mean response time from originally 1.1 seconds (for the standard RTO of 3 seconds) to 0.65 seconds

3These drops occur when attempting to feed packets into an already full transmit queue (see Figure 3.2).
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(for an initial RTO of 1 second). Reducing the initial RTO below 1 second introduces too much

overhead due to spurious retransmissions, and therefore doesn’t improve performance any further.

SRPT’s response times don’t improve for lower initial RTOs since SRPT has little loss in the kernel.

Nevertheless, for all initial RTO values considered, SRPT always improves upon FAIR by a factor

of at least 4.

Having observed that the mean response times of a (standard) FAIR server can be significantly

reduced by reducing TCP’s initial RTO, we are not suggesting to change this value in current TCP

implementations, since there are reasons for why it is set conservatively [162].

(G) SYN cookies

Recall that one of the problems under overload is the dropping of incoming packets due to a

full SYN-queue. This leads us to the idea of using SYN cookies [36] in overload experiments. SYN

cookies were originally developed to avoid denial of service attacks, however they have the added

side-effect of eliminating the SYN-queue. (When using SYN cookies the server makes the SYN-ACK

contents purely a function of the SYN contents. This way the SYN contents can be recomputed upon

receipts of the next ACK, thereby avoiding the need for maintaining a SYN-queue.) Our hope is

that by getting rid of the SYN-queue we will also eliminate the problems involving a full SYN-queue.

It turns out that the use of SYN cookies hardly affects the response times under workload W1

since in workload W1 the SYN-queue never fills up. In other transient workloads which exhibit SYN

drops due to a full SYN-queue, the response times do improve, but only slightly by 2–5%. The reason

is that now instead of the incoming SYN being dropped, it is the ACK for the SYN-ACK that is

dropped due to a full ACK-queue.

Since SRPT does not lose incoming SYNs, its performance is not affected by using SYN cookies.

(H) User abort/reload

So far we have assumed that a user patiently waits until all the bytes for a request have been

received. In practice, users abort requests after a while and hit the reload button of their browser.
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We model this behavior by repeatedly aborting a connection if it hasn’t finished after a certain

number of seconds and then opening a new connection.

Figure 5.6(H)(left,middle) shows the response times in the case where a user waits for at most

10 seconds before hitting reload, and retrying this procedure up to 6 times before giving up. Fig-

ure 5.6(H)(right) shows mean response times if connections are aborted after 3 to 15 seconds and for

either 2 or 6 retries.

We observe that taking user behavior into account can, depending on the parameters, sometimes

increase and sometimes decrease response times. If users are impatient and abort connections quickly

and retry only very few times, the response times can decrease by up to 10%. This is because there is

now a (low) upper bound on the maximum response times and also the work at the server is reduced

since clients might give up before the server has even invested any resources in the request. However,

this reduced mean response time does not necessarily mean greater average user satisfaction, since

some number of requests never complete. For example, if users abort a connection after 3 seconds

and retry at most 2 times, more than 5 percent of the requests under FAIR never complete for

workload W1.

If users are willing to wait for longer periods of time and retry more often, response times

significantly increase. The reason is that response times are long both for those users that go

through many retries, but also for other users, since frequent aborts and reloads increase the work

at the server. For example, if users retry up to 6 times and abort a connection only after 15 seconds

the response times under FAIR almost double compared to the baseline case that doesn’t take user

behavior into account. On the other hand the number of incomplete requests is very small in this

case – under 0.02%.

For all choices of parameters for user behavior, the response times under SRPT improve upon

those under FAIR by at least a factor of 8. Also the number of incomplete requests is always smaller

under SRPT, by as much as a factor of 7. The reason is that SRPT is smarter than FAIR. Because

SRPT favors small requests, the small requests (the majority) have no reason to abort. Only the

few big requests are harmed under SRPT. Nevertheless, even requests for the longest file suffer no

more incompletes under SRPT than under FAIR.
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Figure 5.7: Comparison of FAIR (left) and SRPT (right) for the realistic setup (J) for workload W1.

(I) Packet Length

Next we explore the effect of the maximum packet length (MSS). Two different packet lengths are

commonly observed in the Internet [81]: 1500 bytes, since this is the MTU (maximum transmission

unit) for Ethernet, and 536 bytes, which is used by some TCP implementations that don’t perform

MTU discovery [121].

Figure 5.6 (I)(left,middle) shows the results for setup (I) in Table 5.2, where the packet length is

changed from the 1500 bytes in the baseline case to 536 bytes. As expected, the mean response time

increases, since for a smaller packet length more RTTs are necessary to complete the same transfer.

FAIR’s response time increases by almost 50% to 1.6 seconds and SRPT’s response time doubles to

260 msec.

Figure 5.6 (I)(right) shows the mean response times for different packet lengths ranging from 500

bytes to 1500 bytes. For all packet lengths considered, SRPT improves upon FAIR by at least a

factor of 6.

(J) A realistic scenario

So far, we have looked at several factors affecting web performance in isolation. Figure 5.7 shows

the results for an experiment that combines all the factors: We assume an RTT of 100 ms, a loss

rate of 5%, no SYN-cookies, and the use of persistent connections (5 requests per connection). We

leave the RTO at the standard 3 seconds and the MTU at 1500 bytes. We assume users abort after
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7 seconds and retry up to 3 times.

We observe that the mean response time of both SRPT and FAIR increases notably compared

to the baseline case. It is now 1.48 seconds under FAIR and 764 msec under SRPT – a factor 2

improvement of SRPT over FAIR. Observe that both these numbers are still better than those in

experiment (D), where we combined only losses and delays and saw a response time of 2.5 seconds

and 1.2 seconds, respectively. The reason is that the use of persistent connections alleviates the

negative effects of losses and delays during connection setup.

The largest 1% of requests (counting only those that complete) have a response time of 2.23

seconds under FAIR and 2.28 seconds under SRPT. Even the response time of the very biggest

request is higher under FAIR: 13.2 seconds under FAIR and only 12.8 seconds under SRPT. The

total number of incomplete requests (those aborted the full three times) is the same under FAIR and

SRPT – about 0.2%.

Observe that it makes sense that unfairness to large requests is more pronounced in the baseline

case because server delay dominates response time under the baseline case, in contrast to the realistic

case where external factors can dominate.

Under workload W1 there were no SYN drops, neither for the baseline nor the realistic setup.

5.3.2 Other transient workloads

Figure 5.8 gives the mean response times for all ten workloads from Table 5.1 for the baseline

case (Table 5.2 row (A)). While Figure 5.8 depicts mean response times over the entire duration of

the experiment, it is important to notice that peak response times are actually much higher. For

example, for workload W1, when considering the response times averaged over 1 second intervals

as in Figure 5.4(a) and (b), we witnessed response times three times higher than that shown in

Figure 5.8 for workload W1. This underscores the need for SRPT scheduling.

The reason that we choose to show performance for the baseline case rather than the realistic

case is that this way the effects of the different workloads are not blurred by external factors. Also,

the starvation of large requests is by definition greater for the baseline case than the realistic case,

as explained above. In the discussion below, however, we will include the performance numbers for
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both the baseline and the realistic case.

Mean response time

For the baseline case, the mean response time of SRPT improves upon that of FAIR by a factor of

2 – 8 across the ten different workloads. More specifically, FAIR ranges from 300ms – 7.2 seconds,

while SRPT ranges from 150ms – 1.2 seconds.

Under the realistic case (not shown), SRPT improves over FAIR by a factor of 1.4 – 4 across

workloads W1, W2, W4, W5, W7, W8, W9, and W10. Note that we exclude workloads W3 and W6

throughout the discussion of the realistic scenario. This is because these two workloads have such a

long overload period, that under the realistic scenario, their behavior mimics persistent overload. To

see this, observe that, under the realistic scenario, which involves user aborts, there is an increased

load due to multiple aborts and retries, which are especially prevalent in W3 and W6 because of

their long overload period. This increased load causes the time-average load in these workloads to

rise from 0.9 to over 1.0. Hence the system is running in persistent overload.

For both the baseline and realistic case, the mean performance under each workload is affected by

(1) the mean system load and (2) the length of the overload and low load periods. Point (2) should

be clear from looking at Figure 5.8, where workloads W3 and W6, which have the longest periods of

overload, both stand out. Point (2) is also justified by considering workloads W1 and W2 which only

differ in the length of their overload periods, resulting in a factor 5 difference in their mean response

time, or workloads W4 and W5 which also differ only in the length of their overload period, again

resulting in a factor 2 difference in their mean response times. The length of the overload period and

the overall load also affect the number of SYN drops, and consequently the response times. While

about half the workloads have zero SYN drops under FAIR and SRPT, under both the baseline and

realistic setups, workload W3 which has 50 seconds of overload, results in 50% SYN drops under

FAIR (zero SYN drops under SRPT), and consequently very high mean response times. SYN drops

do not occur under SRPT under any of our workloads.
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Figure 5.8: Comparison of mean response times under FAIR and SRPT in the baseline case for the
workloads in Table 5.1. Peak response times are far worse than mean response times.

Performance of large requests

Again, an obvious question to ask is whether this improvement in the mean response time comes at

the price of longer response times for the requests for large files. In particular, for the workloads

with higher mean system load and longer overload periods it might seem likely that SRPT leads to

a higher penalty for the long requests.

We find that these concerns are unfounded. The mean response times of only the biggest 1% of

all requests is never more than 10% higher under SRPT than FAIR for any workload in the baseline

case, and is often lower under SRPT, and this penalty is further substantially diminished under the

realistic scenario.

When considering the performance of large requests in the case of the realistic setup, it is impor-

tant to also look at the number of incomplete requests (incomplete requests are only a consequence

of user aborts). We observe that the lack of unfairness under SRPT in the realistic setup is not

a consequence of a large number of incomplete large requests. The overall fraction of incomplete

requests is only 0.2% for both FAIR and SRPT when load is 0.7 and ranges from 10 – 15% for both

FAIR and SRPT when load is 0.9 (again excluding workloads W3 and W6). Looking only at the

largest 1% of requests, the fraction of incomplete requests is much more variable, ranging from 3 –

25% under SRPT and 3 – 30% under FAIR, but is typically smaller under SRPT than under FAIR.

Finally, we observe that for both the baseline and the realistic setup, increasing the length of the
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overload period or the mean system load does not result in more starvation. This also agrees with

the theoretical M/GI/1 results in [31].

5.4 Why does SRPT work?

In this section we will look in more detail at where SRPT’s performance gains come from and we

explain why there is no starvation of long jobs.

5.4.1 Where do mean gains come from?

Recall that we identified in Section 5.2 and Section 5.3 three reasons for the poor performance of a

standard (FAIR) server under overload:

1) High queueing delays at the server due to high number of connections sharing the bandwidth,

see Figure 5.2 and Figure 5.3.

2) Drops of SYNs because of full SYN queue,

3) Loss of packets inside the kernel.

SRPT alleviates all these problems. It reduces queueing delays by scheduling connections more

efficiently. It has a lower number of dropped SYNs since it takes longer for the SYN-queue to

fill. Finally and less obviously, an SRPT server also sees less loss inside the kernel. The reason is

that subdividing the transmit queue into separate shorter queues allows SRPT to isolate the short

requests, which are most requests. These short requests go to a queue which is drained more quickly,

and thus experience no loss in their transmit queue.

The question we address in this section is how much of SRPT’s performance gain can be attributed

to solving each of the above three problems.

We begin by looking at how much of the performance improvements under SRPT stem from

alleviating the SYN drop problem. In workload W1, used throughout the chapter, no incoming

SYNs were dropped. Hence SRPT’s improvement was not due to alleviating SYN drops. Workload

W4 did exhibit SYN drops (1% in the baseline case and 20% in the realistic case). We eliminate the
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SYN drop advantage by increasing the length of the SYN-queue to the point where SYN drops are

eliminated. This only improves FAIR by under 5% for the baseline case and 30% for the realistic

case – not enough to alone account for SRPT’s big improvement over FAIR.

The remaining question is how much of SRPT’s benefits are due to reducing problem 1 (queueing

delays) versus problem 3 (packet drops inside the kernel). Observe that problem 3 is mainly a

problem because of the high initial RTO. We can mitigate the effect of problem 3 by dropping the

initial RTO to, say, 500 ms. The result is shown in Figure 5.6(F). Observe that even when problem

3 is removed, the improvement of SRPT over FAIR is still a factor of 74.

We therefore conclude that problem 1 is the main reason why SRPT improves upon FAIR. By

timesharing among many requests, the FAIR scheduling policy ends up slowing down all the requests.

5.4.2 Why are long requests not hurt?

In this section we give some intuition for why, in the case of web workloads, SRPT does not unfairly

penalize large requests.

To understand what happens under transient overload, first consider the overload period. Under

FAIR, all jobs suffer during the overload period. Under SRPT all jobs of size < x complete and all

other jobs receive no service, where x is defined such that the load comprised of jobs of size < x

equals 1. While it is true that jobs of size > x receive no service under SRPT during the overload

period, they also receive negligibly-little service under FAIR during the overload period because the

number of connections with which they must share under FAIR increases so quickly (see Figure 5.2).

Next consider the low load period. At start of low load, there are many more jobs present under

FAIR; only large jobs are present under SRPT. These large jobs have received zero service under

SRPT and negligibly-little service under FAIR until now. Thus the large jobs actually finish at about

the same time under SRPT and FAIR.

The above effects are accentuated under heavy-tailed request sizes for two reasons: (1) Under

4Problem 3 may seem to be a design flaw in Linux, that could be solved by either adding a feedback mechanism
when writing to the transmit queue or by increasing the length of the transmit queue. However, this will increase the
queueing delays that a packet might experience. Our experiments show that increasing the transmit queue up to a
point slightly decreases response time, but beyond that actually hurts response time.
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heavy-tailed workloads, a very small fraction of requests make up half the load, and therefore, the

fraction of large jobs (> x) receiving no service during overload under SRPT is very small. (2) The

little service that the large jobs receive during overload under FAIR is even less significant because

the large jobs are so large that, proportionately, the service appears small.

5.4.3 Theoretical validation

As a final step in understanding the performance of FAIR vs. SRPT, we consider an M/GI/1 queue

with alternating periods of overload and low load and derive an approximation on the expected

response time as a function of request size for this model under FAIR and SRPT. The derivation

is too involved to include herein, but the interested reader should look at [31] for full details. We

choose to evaluate our results when the service requirement distribution, G, is a Bounded-Pareto

distribution with α-parameter of 1.1, as has been shown to be representative of web workloads [32].

Although the M/GI/1 queue is at best a rough approximation to our implementation setup, we

nevertheless find the same trends in analysis as we have witnessed in this chapter. In particular

we find that the buildup in the number of requests is much greater under FAIR than under SRPT,

and consequently response times are also far higher under FAIR than under SRPT. Likewise we find

that the server “recuperates” more slowly when load is dropped under FAIR than under SRPT. Also

similarly to our experiments, we find that in analysis the very largest requests see approximately the

same mean response time under SRPT as compared with FAIR.

5.5 Summary

The work presented in this chapter breaks new ground in two different respects: it is the first to

apply connection scheduling to improve performance of web servers under overload; and it is the

first to provide an evaluation of the effect of external factors (Table 5.2) on the performance of an

overloaded web server.

We implement SRPT in an Apache web server running on Linux by scheduling the bandwidth on

the server’s uplink. This is done by modifying the order that socket buffers are drained within the

kernel. We find that SRPT significantly improves both server stability and client experience under
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persistent as well as under transient overload conditions. Under persistent overload, the number

of connections at the FAIR server grows quickly compared with the buildup of connections under

SRPT, and consequently the FAIR server is also quick to reach the point where incoming SYNs are

dropped. As a result, the client experience in terms of mean response time and the time until the

first byte is received, is greatly improved under the SRPT server compared to the FAIR server. With

respect to transient overload, we find that SRPT improves mean response times by factors of 1.5

– 8 over the traditional FAIR scheduling, across ten different transient overload workloads. This is

significant since mean response times under FAIR can get quite high, and peak response time are

many-fold higher than mean response times.

Performance improvements are measured under a vast range of environmental factors including a

range of RTT’s, loss rates, RTO’s, persistent connections, user behaviors, packet sizes, and web server

configurations. Results are consistent across different traces. Importantly, we find that requests for

large files are not penalized by SRPT scheduling under transient overload. In fact, for the largest

1% of requests, the response time under SRPT is very close to that under FAIR.
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Appendix: Another Trace

In this appendix we consider one more trace and run all experiments on the new trace. We find

that the results are very similar to those shown in the body of the paper, both with respect to

comparative mean response times for the different scenarios (A) through (J), and with respect to

unfairness issues.

The log used here was collected from a NASA web server and is also available through the Internet

Traffic Archive [101]. We use several hours of one busy day of this log consisting of around 100000

mostly static requests. The minimum file size is 50 bytes, the maximum file size is 1.93 Mbytes. The

largest 2.5% of all requests make up 50% of the total load, exhibiting a strong heavy-tailed property.

The primary statistical difference between the NASA log and the soccer World Cup log (used in

body of the paper) is the mean request size: the NASA log shows a mean file size of 19 Kbytes while

for the World Cup log it was only around 5 Kbytes.

Results for the NASA log are shown in Figure 5.9, 5.10 and 5.11. They are extremely similar to

the corresponding Figures 5.5, 5.6, 5.7 and 5.8 for the World Cup trace.

The only difference is that response times are higher under the NASA log as compared with the

World Cup log for both FAIR and SRPT. The relative performance gains of SRPT and FAIR are

similar. The increase in response times under the NASA log may be attributed to the higher mean

file size.
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(B) FAIR - Delays (B) SRPT - Delays (B) Comparison
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(C) FAIR - Losses (C) SRPT - Losses (C) Comparison
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(D) FAIR - Delays and Losses (D) SRPT - Delays and Losses (D) Comparison
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Figure 5.10: Comparison of FAIR (left) and SRPT (right) for the realistic setup for workload W1,
under NASA trace log.
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Figure 5.11: Mean response time comparison of FAIR and SRPT in the baseline case for the workloads
in Table 5.1, under the NASA trace log.
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Chapter 6

Conclusion and impact

The purpose of this chapter is to give a proof-of-concept that size-based scheduling is an effective

method for reducing the average delay at a server, without starving or unduly penalizing any requests.

The theoretical advantages of SRPT with respect to mean response time have been understood for

a long time in the queuing-theory community. While in the single queue context SRPT’s advantages

may seem obvious, SRPT’s applicability to real web servers is not. First, it is not clear where or how

SRPT should be implemented in a web server. Second, it is not clear whether SRPT is still effective

in the context of network protocols such as TCP; under WAN conditions including propagation delay

and loss; and under client/server behavior patterns – all of which are outside of the server’s control.

Third, even if SRPT does reduce mean response time, it is unclear what the penalty to requests for

large files will be under SRPT, especially in the case of transient overload conditions.

The particular application we used in our work was a web server serving static content and the

scheduling policy was an adaptation of the SRPT algorithm. However, the general idea of size-based

scheduling to reduce response times is in no way limited to this particular setting. We believe that

the basic principles we have demonstrated in our work will extend to many other scenarios. The

following are the main requirements for directly applying the SRPT-like scheduling we presented in

this chapter.

• Processing requirements can be reasonably well estimated (even a distinction between only two

classes of short and long can be sufficient as seen in Section 4.2.2).
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• The workload exhibits sufficient variability in the size distribution. This requirement is neces-

sary to minimize unfairness to long requests/jobs under SRPT.

Even in systems where the above conditions are not met, there are many generalization possible

to make the basic idea of size-based scheduling work. In the remainder of this section we will discuss

optimizations and extensions for the general use of our scheduling framework.

6.1 Size-based scheduling and unknown sizes

While we show in our work that for static requests the size of the requested file is a good approxi-

mation for the size or service requirement of a request, for many other applications such estimates

are not readily available.

In some cases it might be possible to predict service requirement of a request, based on history

information of previous requests with similar characteristics. For example, we will see in Chapter 10

that the processing requirements of database accesses can often be well predicted based on the type

of the transaction (e.g. “View shopping cart” or “Make payment” in e-commerce systems).

Alternatively, in environments without any a-priori knowledge one could deduce the run time

of a dynamic request as it runs. The request is initially assigned high priority, but its priority will

decrease as it runs. An example for this type of policy is the Least-attained-service (LAS) policy,

which always works on the request that has received the least service. Rai et al. [168] find that for

heavy-tailed job size distributions LAS favors short jobs with a negligible penalty to the few largest

jobs, and that LAS achieves an overall mean response time close to that of SRPT.

Finally, while we find that for static requests file size is a good first approximation of the service

requirements of a request, several optimizations are possible by taking more information into account.

For example, the authors in [169] extend the work presented in this chapter by proposing and imple-

menting a scheduling algorithm, which takes, in addition to the size of the request, the distance of

the client from the server into account. They show that this new policy can improve the performance

of large-sized files by 2.5 to 10%. Similarly, the work by Murta et al [152] extends SRPT to take

WAN conditions in addition to file sizes into account. Their policy, called FCF (Fastest Connection

First), gives priority to HTTP requests based on the size of the requested file and the estimated
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throughput of the user connection. They find that FCF gives the best mean response time, although

SRPT provides the shortest server delay. Lu et al. [132] apply size-based scheduling in combination

with a domain-based service time estimator that predicts the service time of a new request based

on history information of previous requests. The history information includes the file size, service

time and IP address of previous requests. The prediction is made based on the assumption that the

service time of a new request will be similar to previous requests with a similar file size that come

from the same neighborhood (domain) in the network topology.

6.2 Size-based scheduling and fairness in other applications

Our work shows that for static web workloads biasing against long requests improves overall mean

response time, without significantly penalizing long requests. This result relies on the heavy-tailed

distribution of requested file sizes at web sites. Other work that has been carried out in parallel

provides a theoretical validation of this result. Bansal et al. [30] show that for an M/G/1 queue

with heavy-tailed job size distributions the degree of unfairness under SRPT is very small.

While the workloads of many different applications have been found to exhibit heavy tails, it

is still an important question how SRPT performs for general applications, potentially with non-

heavy-tailed workload distributions. In practice this question arises for example when several servers

are available, and requests are routed to servers based on their size, e.g. one server is reserved

only for large requests. Even if the original size distribution is heavy-tailed, the distributions seen

by the individual servers can have much lower variability. Towards this end Bansal et al. [30]

provide theoretical bounds on the performance of requests under SRPT compared to PS for general

distributions. They show for example that the expected response times of any job (including the

very largest one) under SRPT is never more than 3 times that under PS, when the load is 0.8, and

never more than 5.5 times that under PS, when the load is 0.9.

Below we discuss approaches for making size-based scheduling more attractive to applications

where performance of large requests is very critical and theoretical bounds like the ones above are

not sufficient.

First note that our work covers an entire family of algorithms, rather than one particular al-
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gorithm. The kernel-level implementation we have chosen is limited to a fixed number of priority

classes, where we pick the size cutoffs between the different priority classes so as to approximate

SRPT as closely as possible. Instead one could also use more conservative cutoffs and/or fewer pri-

ority classes to achieve performance closer to a FAIR system, including better performance for very

large requests.

The idea of using policies that are hybrids between SRPT and FAIR scheduling is investigated

in detail by Gong and Williamson [89]. They propose and study two particular hybrid policies and

show in simulations that they provide a smooth trade-off between the responsiveness of SRPT and

the fairness of PS. In addition to their study of hybrid scheduling policies, Gong and Williamson

also investigate the fairness properties of SRPT scheduling in more detail [88]. They identify two

different types of unfairness: endogenous unfairness, that a job may suffer because of its own size,

and exogenous unfairness, that a job suffers as a consequence of the other jobs it sees when it arrives.

They find that jobs experience a smaller degree of exogenous unfairness under SRPT scheduling

compared to the standard FAIR (processor sharing) scheduling, which means response times under

SRPT are more predictable. This makes SRPT a good choice for environments where predictability

of response times is important.

Finally, Friedman and Henderson develop a new size-based policy that provides provable guar-

antees on the performance of large requests, independent of the file size distribution. The policy

is called Fair-Sojourn-Protocol (FSP) and guarantees every single request (including those for large

files) a response time not larger than the same request would experience under FAIR scheduling

(processor sharing).

6.3 Extension to other types of requests and server systems

While in this chapter we demonstrated the use of size-based scheduling for web servers serving static

content, the same idea can be applied to many other types of requests and server systems.

One possible avenue for future research is to expand our technology to dynamic web requests that

involve for example running cgi-scripts or accessing a database back-end. An important problem in

applying size-based scheduling to those workloads is that of determining the processing requirement
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of dynamic requests. As we alluded to in Section 6.1, the processing requirements of dynamic requests

that are based on database accesses can often be well predicted based on the type of the transaction

(e.g. “View shopping cart” or “Make payment” in e-commerce systems).

Our work could also be extended to other bottleneck resources. Our current setup considers

the bottleneck resource at the server to be the server’s limited bandwidth purchased from its ISP,

and thus we do SRPT-based scheduling of that resource. In a different application (e.g. processing

of cgi-scripts) where some other resource was the bottleneck (e.g., CPU), it might be desirable to

implement SRPT-based scheduling of that resource.

Moreover, our SRPT solution could also be applied to web server farms, rather than a single

server. Again the bottleneck resource would be the limited bandwidth that the web site has purchased

from its ISP. SRPT-based scheduling could then be applied to the router at the joint uplink to the

ISP or at the individual servers.

Our belief that size-based scheduling has much broader applicability has been reinforced by

several recently published studies that extend our work to other applications.

The work by Yang et al. [212] extends size-based scheduling to general network transfers, beyond

HTTP requests only. They integrate a bandwidth allocation criteria that depends on the residual

work of on-going transfers into TPC-Reno. They find that their approach not only improves user

experience, but also achieves better overall network goodput.

Rai et al. [168] investigate size-based scheduling for network flows at the router on a bottleneck

link in the network. Since a router misses the application-level knowledge that a web server has

to estimate the length of a given flow, they propose the Least-attained-service (LAS) policy which

doesn’t require a priori knowledge of the service demand.

The work by Lu et al. [133] proposes the use of size-based scheduling policies for peer-to-peer

networks and network backup systems.

6.4 Size-based scheduling and overload

Much of systems research has focused on experiments where the load is stable and stays within the

system capacity. Experimenting with fixed load levels is easier since experimental results exhibit
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little variability and the request stream can easily be generated by a single client machine using a

simple workload generator. In this chapter we have seen that the response times of a web server can

vary widely depending on whether a given system load is generated through a steady arrival stream,

or an arrival stream with varying load. For example, if a system load of 0.9 is created through

an arrival stream with steady intensity, the mean response time is less than 1 second. If the same

average system load is created through alternating high and low load periods with ρhigh = 1.6 and

ρlow = 0.2 the response times for the same system rises to 7 seconds.

While our work deals only with the effects of transient overload on a single web server serving

static content, other systems are also prone to the problem of transient overload. For example,

transient overload is likely to be intensified in server farms, where bursts in the incoming request

stream will exacerbate any imperfections in the load balancing scheme. In systems serving dynamic

web content, the application server or the database back-end server are as prone to transient overload

as the front-end web server under static load. For example, the work of Zhang et al. [216] shows

that during burst times overload propagates through all tiers of the system, all the way back to the

storage back-end server.

In this chapter we have demonstrated how size-based scheduling can minimize the effects of

transient overload in a web server serving static content. Intuitively, the advantage of size-based

scheduling during transient periods of overload is that it minimizes the number of active requests in

the system. Our solution relies on knowing or estimating the size or service requirement of a request

and on the size distribution being heavy-tailed. While these conditions are met in our setting of a

web server serving static web content, they might not be in other systems experiencing overload. For

example, if one wants to apply size-based scheduling to schedule network flows at routers, the flow

length is not known a-priori by a router. Similarly, in processing cgi-scripts or database transactions

involved in dynamic web content execution times are not known a-priori. Moreover, even though

many types of applications have been shown to exhibit heavy-tailed behavior, for most server systems

it’s unrealistic to assume that they will never run a workload with low variability (in which case

fairness might be compromised).

Fortunately, most of the approaches we explained earlier in this section for generalizing SRPT to
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other systems and workloads, also apply to the overload case. For example, when job size estimates

are not available, a policy like LAS (Least-attained-service [168]) can be used instead of SRPT to

bias against long jobs. In cases where fairness is an extreme concern, employing a hybrid policy as

suggested in [89] or scheduling according to the FSP protocol [83] can be an attractive solution.

However, the overload case is unique in several ways. First, even under the best possible schedul-

ing some requests might have to be dropped if the overload period lasts too long. There are different

ways to choose which request to drop. One way is to drop the requests with the largest service re-

quirements, as suggested by [59, 202], an approach that is in nature very similar to our SRPT-based

scheduling scheme. For commercial web sites, it often makes sense to select the request that will

yield the least profit for the company. Toward this end Cherkasova et al. [63] present an approach

that uses session-based information to ensure that requests that are part of a long session can be

completed. The underlying assumption is that long sessions are likely to finally result in a purchase.

Another aspect of size-based scheduling that is particularly important under overload is that of

reducing the variability in response times. Several user studies [73, 217, 44, 39] indicate that reducing

unpredictability in response times can be more important to users than reducing average response

times themselves, because waiting much longer than expected causes far more user frustration than

simply waiting longer on average. Users get over time used to receiving a certain level of service from

a particular web site and feel “betrayed” [44, 39] if they don’t receive the service they are expecting.

Moreover, unpredictable response times can taint the image of the web site as a while, since users

tend to translate their experience with one aspect of the web site (such as unpredictable response

times), to other aspects of the web site, such as security or business management.

Another benefit of size-based scheduling in the case of overload is that it improves network utility

and interactions with the underlying network protocols. Because of the way TCP is designed, already

a few packet losses due to full queues at a server or a network router, can lead to a time-out on the

order of tens of seconds. Delays on this order are likely to cause a user to abort and restart a new

connection attempt, exacerbating the problem of high load. Size-based scheduling masks the effects

of overload for the majority of requests (that are for small files) leading to much fewer aborted and

restarted connections. For the same reason, applying SRPT-like scheduling at routers in the network
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can increase network goodput during times of excessive load [212].

Finally, size-based scheduling is a valuable tool for improving service levels during overload, since

the effectiveness of many other approaches for improving web performance is limited in the case of

overload. For example, during normal load patterns overprovisioning is a powerful tool to reduce

load and thereby response times. However, it is difficult to apply this technique for overload, since it

would require predicting (1) the time when overload will kick such that system upgrades can be made

in time and (2) the level of traffic increase to decide on the right amount of resources to add to the

system. Both are difficult problems since system load during overload is often orders of magnitudes

larger then during normal operation, meaning that mistakes in the predictions can lead to extremely

wasteful use of resources.
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Part II

Providing differentiated quality of

service for OLTP workloads
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Chapter 7

Introduction to Part II

Providing good quality of service (QoS) is crucial in serving dynamic content for several reasons.

First, one of the main applications of dynamic content is in e-business web sites. For an e-business

web site the competitor is only one click away making it very easy for dissatisfied customers to take

their business to a competitor. Second, poor quality of service affects the image of the company as

a whole. Studies have shown that users equate slow web download times with poor product quality

or even fear that the security of their purchases might be compromised.

How users perceive the quality of service they experience when accessing a web site depends on

several factors:

• The latency experienced by users

When users rate the quality of service received at a web site as poor, the most common reason

is high latency. Latency, or response time, is defined as the period of time between the moment

users make a request and the time they receive the response in its entirety. In order for a

response to be perceived as immediate, the latency needs to be on the order of 0.1 seconds.

For a user to be satisfied, delays should not exceed 5 seconds. Delays that are longer than

10 seconds are considered intolerable and lead users to assume that an error has occurred in

processing their request.

• The predictability of system performance

Frequent customers at a site are used to a certain level of service. If the quality of service is not
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delivered as expected users may feel betrayed. Unpredictable service compromises customers’

trust in the company.

• The overall system availability

The worst quality of service is no service. Even short service outages can cost an e-business

huge amounts in lost revenues. One common source of service outages is transient overload at

the web site due to an unexpected surge of requests. Examples of this phenomenon include the

overload of the Firestone web site after a tire recall, the outage of several large e-tailers during

the holiday shopping season in 2000, and overload of the official Florida election site, which

became overwhelmed after the presidential election of 2000.

• The freshness of data returned to the user

Freshness of data is a quality of service aspect that is particular to dynamic content. It arises

when web sites, in an attempt to serve a dynamic request more efficiently, rely on cached data

from an earlier execution of the dynamic request. This approach is for example commonly used

when serving dynamic requests that require access to a database back-end. While using cached

data reduces work for the server, users might receive outdated data. Consider, for example, an

e-commerce site that reports product availability based on cached values of stock levels. The

site might realize only after accepting an order that the item is not actually in stock.

The main factor affecting the quality of service is typically the system load a site experiences: the

higher the system load the lower the quality of service experienced by the clients. Guaranteeing a

certain level of service to all clients therefore requires keeping the system load below some threshold.

This can be achieved through the same methods we described in Section 2.3 for overload control,

namely admission control or content adaptation. Admission control selectively rejects some of the

incoming requests if the load threshold is reached. In content adaptation a server switches to serving

lower quality content, if the system load gets too high.

Rather than guaranteeing a certain unified level of service across all requests (potentially at

the cost of rejecting some requests), it is often more important for an e-commerce site to offer

differentiated levels of service. The reason is that requests vary in how important they are and users
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vary in how tolerant they are to delays. For example, it is in the economic interest of an e-commerce

retailer to differentiate between high-volume customers, who are “big spenders”, and low-volume

customers. Moreover, some customers may have payed for service level agreements (SLAs), which

guarantees a certain level service. Finally, studies [44, 39] indicate that customers’ patience levels

decline in proportion to the time spent at the site. Patience levels are also tied to the type of request

users submit. Customers tend to be more tolerant of long search times and less tolerant of long

purchase times.

The network community has long studied the efficacy of providing quality of service guarantees

and class-based service differentiation. However, much of this work relies on the assumption that

network is the typical bottleneck in web transfers. Creating dynamic content at a web site takes

orders of magnitudes longer than serving static content [54], and results in a much larger burden on

the web server. For web sites that are dominated by dynamic content the bottleneck tends to shift

from the network to the server, making it necessary to provide QoS mechanisms at the server.

The goal of this part of the thesis is to develop methods for providing differentiated quality of

service for dynamic web requests. We will focus on metrics related to latency and predictability of

service, and consider two differenty types of differentiated quality of service.

• Best effort performance differentiation

Different classes with different priorities, where higher priority classes should receive better

service than lower priority classes.

• Absolute guarantees

Each class has a concrete QoS goal that it needs to meet, e.g. a latency target specified in

number of seconds.

In the remainder of this chapter, we will first survey the state of the art in providing best effort

performance differentiation and absolute guarantees. We will then introduce the goals of our work.
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7.1 Best effort performance differentiation

Methods for providing best effort performance differentiation typically follow one of the following

three approaches:

1. providing different quality of content depending on the priority of a request.

2. changing the order in which requests are processed based on request priorities.

3. adapting the rate at which a request is served according to the request priority.

The first approach can be implemented by applying the methods for content degradation described

in Section 2.3.2, where the degree of content degradation for a given request is chosen based on the

priority of the request. This approach is for example taken in the work by Bhatti et al. [10].

The second approach can be implemented by changing the order in which kernel and application

level queues are scheduled (the processing order of requests is changed based on request priorities).

For example the work by Voigt et al. [204] prioritizes the kernel SYN and listen queue. This approach

is limited to the case where class priorities can be determined based on the client IP address, since

at this point no application level information is available. Other work [40, 41] therefore suggests to

add an application level queue between the TCP listen queue and the web server and to schedule

this queue according to request priorities.

Mechanisms for changing the rate at which requests are processed (approach 3 in the above list)

include limiting the number of web server processes available to low priority requests and adjusting

the operating system priorities of web server processes [77]. The applicability of both of these

mechanisms is limited in that they assume a process-based server architecture.

All the above work deals only with requests that do not access a database backend. When it

comes to database-driven requests, a web site depends on the support of the underlying database

management system (DBMS). Most commercial DBMS ship with tools that allow the administrator

to assign priorities to transactions in order to affect the rate at which transactions is processed.

However, the implementation of those tools usually relies on CPU scheduling [172, 99] and is therefore

most effective when applied to CPU bound workloads. Database researchers have explored scheduling
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of transactions in the context of real-time database systems (RTDBMS). RTDBMS rely on their

specialized architecture with features such as optimistic concurrency control mechanisms, which are

not available in the general purpose database systems used as web server back-ends.

7.2 Achieving absolute guarantees

The most common approach for achieving absolute delay guarantees is to combine admission control

with some form of feedback control. At a high level, admission control is applied to either kernel-level

or application-level queues, and based on observed per-class response times a control loop is used to

adjust the drop rate of low priority requests if high priority classes miss their response time targets.

This approach is for example taken in the following papers, [59, 60, 165, 108]. Some of this work

assumes that the server provides isolation among service classes, i.e. the server fairly distributes

system resources among classes.

The above work focuses only on requests that are not database driven. There is relatively

little work in the area of database systems for supporting per class QoS targets. Most work that is

concerned with providing performance guarantees is in the large domain of real-time database systems

(RTDBMS). The goal in RTDBMS is not improvement of mean execution times for high priority

classes of transactions, but rather meeting (usually hard) deadlines associated with each transaction.

In achieving this goal RTDBMS often rely on their specialized architecture with features such as

optimistic concurrency control mechanisms, which are not available in the general purpose database

systems used as web server back-ends.

The existing work in the area of general purpose databases systems for providing multi-class

response time goals relies on buffer management strategies [47, 48, 186], however as of now these

approaches have not been evaluated for web-driven database workloads.

7.3 Our goal

Access to a DBMS backend for dynamic query processing and data generation is a crucial part

in serving dynamic content, since this is where the business logic of an e-commerce web site is
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implemented. Unfortunately, serving requests which involve database activity can be very slow —

orders of magnitude slower than delivering static content. This slowness is exacerbated under heavy

load and overload.

The costliness of database accesses create a strong motivation to provide differentiated quality of

service to ensure that at least “important” clients recieve good service at any time. The importance

of providing differentiated quality of service in e-commerce environments is well-understood and

many possible solutions have been developed, as described in Section 7.1 and Section 7.2. However,

most existing solutions either focus on static content served by a web server front or dynamic content

served by an application server. Very little work exists for supporting differentiated quality of service

at DBMS backend servers. The goal of this part of the thesis is to fill this gap.

We will begin in Chapter 8 by investigating how prioritization for transactional workloads can be

integrated into general purpose DBMS. Since an effective prioritization scheme will need to target

the bottleneck resource, we first perform a detailed bottleneck analysis of transactional workloads on

commercial and noncommercial DBMS (IBM DB2, PostgreSQL, Shore). Second, we implement and

evaluate the performance of several preemptive and non-preemptive DBMS prioritization policies in

PostgreSQL and Shore.

In Chapter 9 we ask whether comparable prioritization differentiation can be achieved via external

DBMS scheduling, i.e., without touching any DBMS internals. All scheduling is done as a front end to

the DBMS by temporarily delaying certain transactions (but not dropping transactions, as is done in

admission control). The advantage of external scheduling is that it is extremely portable (usable with

any DBMS), as well as being easy to implement, and independent of the bottleneck resource. The

drawbacks to external scheduling are (i) a potential drop in throughput (as the multiprogramming

level is lowered), (ii) a potential increase in overall mean response time, and (iii) it’s not obvious

how effective external prioritization can be in comparison with internal prioritization (as external

scheduling provides no control over internal DBMS resources). We provide a detailed sensitivity

study of the potential drawbacks of external scheduling across many workloads, bottlenecks, and

DBMS configurations. We find that external scheduling with the right is able to produce priority

differentiation results similar to those using internal scheduling, with only very limited drop in
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throughput and negligible increase in mean response time.

In Chapter 10 we extend our work on external scheduling to more complex QoS goals including

(i) Guaranteeing mean response time targets for different classes of transactions; (ii) Percentile

guarantees, where at most x% of response times are above y; (iii) Lowering overall variability in

response times across all classes.
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Chapter 8

Providing priority mechanisms for

OLTP workloads inside the DBMS

“Which resources inside the DBMS need to be scheduled in order to provide transaction

prioritization and what are the right scheduling policies? ”

The need for prioritized service in e-commerce sites is well-understood, as not all customers are

of equal importance, and thus some should receive higher priority service over others. As the DBMS

becomes a central part of more and more sites, and given the relatively large fraction of time spent

in the DBMS, it becomes increasingly important to look at prioritization specifically for DBMS

transactions.

The scenario motivating our work is a three-tiered e-commerce web site with a backend DBMS.

It is a common phenomenon at e-commerce web sites that a small fraction of the shoppers at the site

spend a large amount of money, whereas the remaining shoppers spend a small amount of money.

It makes sense from an economic perspective to prioritize service to the “big spenders,” providing

them with lower mean delays. As another example, online financial services might want to offer

preferred status to some customers, providing them with high priority service as part of a service

level agreement, or as a bonus.

The goal of this chapter is to provide prioritization and differentiated performance classes within

a traditional (general-purpose) relational database system running OLTP and transactional web
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workloads, including read/write transactions. We provide a detailed resource utilization break-

down for OLTP workloads executing on a range of database platforms including IBM DB2[122],

Shore[157], and PostgreSQL[164]. IBM DB2 and PostgreSQL are both widely used (commercial

and noncommercial) database systems. Shore is an open source research prototype using traditional

two-phase locking (2PL), the concurrency control used in DB2. PostgreSQL (like Oracle), on the

other hand, uses multiversion concurrency control (MVCC) [37]. We also implements several transac-

tion prioritization policies within Shore and PostgreSQL. The prioritization policies studied include

non-preemptive priorities, non-preemptive priorities with priority inheritance, and preemptive abort

scheduling. Given the focus on web and complex transactional applications, we use the benchmark

OLTP workloads TPC-C and TPC-W.

The primary contributions of this research are twofold:

1. Identification of bottleneck resource(s) across DBMS, workloads and concurrency levels.

2. Demonstration that simple priority scheduling inside the DBMS significantly improves high-

priority transaction execution times without penalizing low-priority transactions.

With respect to bottleneck identification, we show that the bottleneck resource for TPC-C on

IBM DB2 and Shore, both of which use 2PL, is lock waiting. By contrast, for the same TPC-C

workload, PostgreSQL, which uses MVCC, exhibits an I/O synchronization bottleneck. For TPC-W

on DB2 and PostgreSQL, we find that the bottleneck is always the CPU.

On the issue of scheduling policies, we find that scheduling of bottleneck resources results in

improving high-priority transaction execution times considerably. For systems with lock bottlenecks

(TPC-C on DB2 and Shore), CPU scheduling is ineffective, but lock scheduling can improve high-

priority performance by a factor of 5.3. For systems with CPU bottleneck (TPC-W), lock scheduling

is ineffective, while CPU scheduling improves high-priority performance by a factor of 4.5. For

PostgreSQL, which has an I/O synchronization bottleneck, CPU scheduling with priority inheritance

yields a factor of 6 improvement of high-priority transactions. Provided that the fraction of high-

priority transactions is small, the penalty to the low-priority transactions is negligible as long as

preemption is not used.
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8.1 Existing approaches

There is a wide range of well-known database research, including that of Abbott, Garcia-Molina,

Stankovic, and others, studying different transaction scheduling policies and evaluating the effec-

tiveness of each. Most existing implementation work is in the domain of real-time database systems

(RTDBMS), where the goal is not improvement of mean execution times for classes of transactions,

but rather meeting deadlines associated with each transaction. These RTDBMS are sufficiently

different from the general-purpose DBMS studied in this chapter to warrant investigation as to

whether results for RTDBMS apply to general-purpose DBMS as well. In addition to the existing

implementation work in RTDBMS, there has also been work on simulation and analytical modeling of

prioritization in DBMS and RTDBMS. Unfortunately, the simulation and analytical approaches have

difficulty in capturing the complex interactions of CPU, I/O, and other resources in the database

system.

In Section 8.1.1 we summarize the most relevant existing research on transaction prioritization

within RTDBMS. In Section 8.1.2 we summarize the existing and ongoing work on prioritization in

general-purpose DBMS.

8.1.1 Real-Time Databases

Real-time database systems (RTDBMS) have taken center stage in the field of database transac-

tion scheduling for the past decade. These systems are useful for numerous important applications

with intrinsic timing constraints, such as multimedia (e.g., video-streaming), and industrial con-

trol systems. Traditional DBMS with transaction priorities differ from RTDBMS. In RTDBMS, each

transaction is associated with time-dependent constraints (usually deadlines), which must be honored

to maintain transactional semantics. The goal of minimizing the number of missed constraints (dead-

lines), requires maintaining time-cognizant protocols and various specialized data structures [196],

unlike general-purpose DBMS. Scheduling issues such as priority inversion may have different costs

for RTDBMS as compared to traditional DBMS: i.e., a single priority inversion may cause a missed

deadline while hardly affecting overall mean execution time. Lastly, RTDBMS workloads can differ

substantially from traditional DBMS workloads.
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Abbott and Garcia-Molina [6, 5, 7, 8, 9] extensively study scheduling RTDBMS in simulation,

preemptively and non-preemptively scheduling the critical resources (CPU, locks and I/O) to meet

real-time deadlines. On the question of which resource needs to be scheduled, Abbot and Garcia-

Molina conclude that CPU scheduling is most important, as transactions only acquire resources

when they have the CPU [9]. Additionally, they find scheduling of concurrency control resources

also improves performance.

With respect to scheduling policies, both Abbott and Garcia-Molina [9] and Huang et. al. [98]

examine priority inheritance and preemptive prioritization in RTDBMS that use 2PL, to address the

priority-inversion problem. Abbott and Garcia-Molina find that priority inheritance is important

when ensuring that deadlines are met, in particular when the database is small. In contrast, Huang

et. al. find that standard priority inheritance is not very effective in RTDBMS.

Kang et. al. [107] differentiate between classes of real-time transactions, providing different classes

with QoS guarantees on the rate of missed deadlines and data freshness. They focus on main memory

databases.

Our results will differ from those above as follows: (i) CPU is not always the most important

resource to schedule. For DBMS using 2PL and TPC-C workloads we see that scheduling locks is

far more effective than CPU scheduling. (ii) Priority inheritance is not always necessary, and is

ineffective for some workloads and DBMS.

We attribute these differences in results to the many differences between real-time and traditional

DBMS and their workloads.

8.1.2 Priority Classes

Existing work to establish priority classes for mean performance (rather than meeting specific dead-

lines), can be divided into techniques which schedule transactions (i) outside the DBMS and (ii)

inside the DBMS. External scheduling is typically implemented using admission control to prevent

transactions from entering the DBMS. Internal scheduling, by contrast, prioritizes transactions as

they execute within the database.

Recent work at IBM implements priority classes in admission control [78]. The approach makes
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admission control decisions based not only on the number of transactions in the DBMS, but also on

transaction priorities, by limiting the number of low-priority transactions that are able to interfere

with high-priority transactions. Such admission control reduces lock contention and also limits

inefficiencies introduced when the system is under overload, such as virtual memory paging and

thrashing. Consequently, high-priority transactions under overload can benefit significantly.

There is much room for further research in transaction scheduling internal to the DBMS. The

most pertinent work, by Carey et. al. [52] is a simulation study of our same fundamental problem:

evaluating priority scheduling policies within DBMS to improve high-priority transaction perfor-

mance. They assume a read-only workload, but recommend mixed read/write workloads should also

be examined in the future. In contrast, our work assumes mixed read/write workloads and our work

uses fully implemented DBMS rather than a simulator.

Brown et. al. [47] address multiclass workloads with per-class response time goals. Again, this

is a pure simulation study without experimental validation on a DBMS prototype. Moreover, it

focuses on a single resource, memory, while in our work we analyze the resource breakdown for

different DBMS and workloads and consider the different bottleneck resources.

Prioritization within traditional DBMS has not been a focus for academic research. As a testa-

ment to the importance of the problem, however, both IBM DB2 and Oracle provide prioritization

tools (IBM DB2gov and QueryPatroller [122, 4] and Oracle DRM [172]), all of which focus on CPU

scheduling. We have experimented extensively with IBM DB2gov, and find it does not provide

nearly as large of a prioritization benefit for the lock-bound workloads discussed in this chapter.

This chapter addresses a wider range of scheduling policies for both CPU and lock resources.

8.2 Experimental Setup

This section describes experimental setup details including the workloads, hardware, and software

used.
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8.2.1 Workloads

As representative workloads for OLTP and transactional web applications, we experiment with the

TPC-C [69] and TPC-W [198] (TPC-W Shopping Mix) benchmarks.

The TPC-C workload implementation for DB2 and PostgreSQL is written and graciously donated

by IBM. The TPC-C Shore implementation was written at CMU. TPC-C is modified to allow each

client to access a different warehouse and district for each transaction, which produces more uniform

access to the database. The TPC-W workload comes from the PHARM [49] project with minor

improvements, such as an improved connection pooling algorithm.

8.2.2 Hardware and DBMS

All of the TPC-C experiments for DB2 and Shore are performed on a 2.2-GHz Pentium 4 with

1GB RAM, one 120GB IDE drive, and a 73GB SCSI drive. The TPC-C PostgreSQL experiments

are conducted on a comparable machine with two 1-GHz processors and 2GB of RAM, allowing

us to handle the larger memory requirements of PostgreSQL. The results for PostgreSQL on the

dual-processor (two 1-GHz) machine are similar to those when performed on the single-processor

2.2-GHz machine used by DB2 and Shore. The TPC-W experiments are all conducted with the

database running on the 2.2-GHz machine; the web server and Java servlet engine run on a Pentium

III, 736Hz processor with 512MB of main memory; and the client applications run on two other

machines. The operating system on all machines is Linux 2.4.

The DBMS we experiment with are IBM DB2 [122] version 7.1, PostgreSQL [164] version 7.3,

and Shore [157] interim release 2. Several modifications are made to Shore, to improve its support

for SIX locking modes, and to fix minor bugs experienced in transaction rollbacks.

8.3 The Bottleneck Resource

Central to this work is the idea that understanding a workload’s resource utilization is essential for

effective prioritization. In order to improve high-priority transaction execution times, the bottleneck

resource, where transactions spend the bulk of their execution time, must be scheduled, either directly
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or indirectly. Given the complexity of modern database systems, predicting the bottleneck resource

is non-trivial.

In this section, we derive resource utilization breakdowns and determine the bottlenecks for TPC-

C on Shore, DB2, and PostgreSQL and for TPC-W on DB2 and PostgreSQL. First, we describe the

model used for breaking down transaction resource utilization. Next, we examine how these resource

breakdowns change under varying concurrency levels and database sizes.

8.3.1 DBMS Resources: CPU, I/O, Locks

Since the goal of this chapter is to improve individual transaction execution times, and not overall

throughput, it is important to break down execution times from the point of view of a transaction.

We focus on three core DBMS resources: CPU, I/O, and locks, chosen since they are under control

of the database, and are believed to be important in performance [9].

We define the total execution time of a transaction, TTrans, as the time from when the transaction

is first submitted to when it completes. We break TTrans into three components, TTrans = TCPU +

TIO + TLock, corresponding to CPU, I/O, and locks, respectively. These components consist of

just the synchronous time in which the transaction is completely dedicated to either waiting for or

consuming the corresponding resource. TCPU consists of the time spent running on the processor

and the time spent in the running state, waiting for the processor. TIO consists of the time spent

issuing and waiting for synchronous I/O to complete (although the cost of issuing an I/O operation

is negligible). TLock is the time that a transaction spends waiting for database locks. Of course, time

spent holding locks is accounted according to whether the transaction holding the lock is waiting for

or consuming CPU or I/O or waiting for another lock.

Database locks are broken into “heavyweight” and “lightweight” locks. Heavyweight locks are

used for logical database objects, to ensure the database ACID properties. Lightweight locks in-

clude spinlocks and mutexes used to protect data structures in the database engine (such as lock

queues). We find that lightweight locking is not a significant component of transaction execution

times in either Shore or IBM DB2. PostgreSQL, however, has significant lightweight lock waiting,

due to an idiosyncrasy of the PostgreSQL implementation. We find almost all lightweight locking
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in PostgreSQL functions to serialize the I/O bufferpool and Write-Ahead-Logging activity (via the

WALInsert, WALWrite, and BufMgr lightweight locks). As a result, we attribute all the lightweight

lock waiting time for the above-listed locks to I/O. We use the term “locks” throughout the remainder

of this chapter to refer exclusively to heavyweight locks.

We use two different methods to obtain the desired resource breakdowns, depending on the DBMS

used. For DB2, since its source code is unavailable, we rely on its built-in resource measurement

facilities: snapshot and event monitoring [122]. For PostgreSQL and Shore, we implement custom

measurement functionality by instrumenting the DBMS itself. We compute the total CPU, I/O and

lock wait time over all transactions and then determine the fraction each component makes up of

the sum of all execution times.

For DB2 and PostgreSQL, which use a process-based architecture, we verify the breakdowns at

the operating system via the vmstat command, recording the fraction of time DBMS processes spend

in the CPU run queue (TASK RUNNING), blocked on I/O (TASK INTERRUPTIBLE), or waiting for locks

(TASK UNINTERRUPTABLE). We also use a patch to the Linux kernel to accurately measure CPU wait

times (not measured in Linux by default).

8.3.2 Breakdown Results

TPC-C. Figure 8.1 shows the resource breakdowns measured for TPC-C running on IBM DB2,

PostgreSQL, and Shore. The graphs depict the average portions (indicated as percentages) of transac-

tion execution time due to CPU, I/O, and lock resource usage. Although breakdowns are normalized

to 100%, there is a small measurement error of less than 10% for DB2. We attribute the error to the

high-granularity of DB2’s I/O and CPU measurements.

For each DBMS, Figure 8.1 presents three sets of results illustrating the most significant trends.

In the first column, the database size is held constant at 10 warehouses (WH), and the number of

clients connected to the database (concurrency) is varied. In the second column, the number of clients

is held constant at 10, and the size of the database is varied by increasing the number of warehouses.

In the third column, we vary the number of clients and warehouses together, always holding the

number of clients at 10 times the number of warehouses, as specified by TPC-C, demonstrating
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Figure 8.1: Resource breakdowns for TPC-C transactions under varying databases and configura-
tions. The first row shows DB2; the second row shows Shore; and the third row shows PostgreSQL.
The first column (Figures 8.1(a), 8.1(d), 8.1(g)) shows the impact of varying concurrency level by
varying the number of clients. The second column (Figures 8.1(b), 8.1(e), 8.1(h)) shows the impact
of varying the database size (number of warehouses) while holding the number of clients fixed. The
third column (Figures 8.1(c), 8.1(f), 8.1(i)) shows the impact of varying both the number of clients
and the database size according to the TPC-C specification (10 clients for each warehouse).
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(b) PostgreSQL

Figure 8.2: Resource breakdowns for TPC-W transactions running on IBM DB2 and PostgreSQL.

breakdowns for standard “realistic” configurations. Throughout, the think times are fixed at zero.

The database sizes for TPC-C range from 500MB to 3GB, as the number of warehouses grows

from 5 to 30 (100MB per WH). The bufferpool size is approximately 800MB for each DBMS, chosen

to minimize transaction execution times.

The main result shown in Figure 8.1 is that locks are the bottleneck resource for both Shore and

DB2 (rows 1 and 2), while I/O tends to be the bottleneck resource for PostgreSQL (row 3). We now

discuss these in more detail.

We start with some obvious trends. First observe that as concurrency is increased while fixing

the database size (column 1), lock contention increases. Also, as the database size grows, while the

concurrency level is held constant (column 2), the I/O component grows, and the lock component

decreases. When the database and concurrency level are scaled according to TPC-C specifications,

the relative resource breakdowns remain fairly stable.

The resource breakdowns for Shore and DB2 (rows 1 and 2) are quite similar, and almost always

depict lock bottlenecks. This may be surprising, since concurrency control was a very active area of

research in the 1970’s and 80’s, and thus one might think that locking problems were all resolved at

that time. Given our hardware limitations, we can only experiment with up to 30 WH. It is plausible

that the bottleneck may shift to I/O as the database size increases. Alternatively, additional RAM

and disks may hide the growing I/O for larger databases, leaving locks as the bottleneck resource.

The resource breakdowns for PostgreSQL (row 3) differ greatly from those for Shore and DB2:
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PostgreSQL almost always exhibits an I/O bottleneck. As indicated earlier, PostgreSQL I/O time

includes the time for both the actual I/O operation and the lightweight lock I/O synchronization.

Almost all (80–95%) of the I/O time is due to I/O synchronization in the standard case (Figure 8.1(i)).

While this suggests that I/O scheduling will be necessary for PostgreSQL prioritization, in Section

8.4, CPU scheduling will be used to indirectly schedule I/O.

Although not the bottleneck, locks are sometimes a non-trivial component for PostgreSQL. In par-

ticular, locks reach 50% when concurrency is increased while fixing the database size (Figure 8.1(g)),

and reach 30% when standard TPC-C scaling is used (Figure 8.1(i)).

The fact that PostgreSQL’s resource breakdowns differ from those for Shore and DB2 is due to

differences in concurrency control in these systems: Shore and DB2 employ 2PL, while PostgreSQL

uses MVCC. With MVCC, PostgreSQL transactions only have to wait for write-on-write conflicts.

The result is fewer lock waits in PostgreSQL than in Shore and DB2, shifting its bottleneck to I/O.

Each breakdown presented in Figure 8.1 is an average computed over all transactions in an

experimental run, and as such, may not be representative of any particular, or even most transactions.

The breakdowns can be sharply skewed by a small fraction of exceptional transactions with extremely

long execution times. Thus, the breakdowns are primarily an indicator of the relative importance of

the resources when minimizing average transaction execution times.

TPC-W. Figure 8.2 shows resource breakdowns for TPC-W transactions running on IBM DB2

and PostgreSQL as a function of the number of clients connected to the database. The size of the

database is held constant (150MB), and is representative of a database used by 10 clients according

to the TPC-W specification. Increasing the number of clients to 150 models extremely high data

contention. PostgreSQL sees almost no locking and DB2 sees very little, as TPC-W intrinsically has

very little data contention. I/O costs are also low since the database is so small relative to main

memory. Thus, CPU is the bottleneck resource for TPC-W 1.

1We find that under extreme configurations, lock waiting can be significant for TPC-W as well. Since these config-
urations depart so much from the TPC-W specifications, we do not consider them here.
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Figure 8.3: Average execution time for TPC-C Shore transactions that never wait for locks compared
to those that do, with no prioritization. Think time is 1 second.

8.4 Scheduling the Bottleneck

As seen in Section 8.3, the bottleneck resource for TPC-C on Shore and DB2 is locks, suggesting

that lock prioritization will be effective. Figure 8.3 motivates this point, showing that transactions

that do not wait for locks are almost 20 times faster than those that do.

The bottleneck resource for PostgreSQL is usually I/O. While I/O scheduling is outside the scope

of this work, it is well-known that CPU scheduling may indirectly schedule other resources [9], such

as I/O or locks. This is due to the fact that transactions need CPU resources to issue resource

requests. Consequently, we investigate whether CPU scheduling is effective for PostgreSQL.

Throughout, we examine both lock and CPU scheduling for both TPC-C and TPC-W. We have

reservations, however, about the TPC-W workload for two reasons: its transactions are (i) extremely

simplistic, and (ii) need very little concurrency control. The TPC-C workload, with more complex

transaction interactions, is in fact more representative of real-world applications. Note that we do

not evaluate any of the scheduling policies on IBM DB2, since it does not support such policies and

the source code is unavailable for experimentation.

We begin by defining the specific scheduling policies that we will explore.

8.4.1 Prioritization Workload

Throughout this section, we use a representative 10 warehouse database for TPC-C (1GB) and a 10

client database for TPC-W (150MB). Priorities are assigned to each TPC-C and TPC-W transaction

according to a Bernoulli trial with probability 10% of being a high-priority transaction. Observe that

the maximally achievable differentiation between high and low priority transactions depends on the
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frequency of high versus low priority transactions. In the case we are considering (10% of transactions

being high priority and 90% being low priority) the maximum possible improvement high priority

transactions can hope for is a factor of 10 improvement in their average response time compared

to the no priority case. If the percentage of high priority transactions is large, the potential for

prioritization is low, e.g. in the case of 90% high priority transactions even a perfect algorithm can

not improve average high priority response times by more than 10%. We therefore focus in our work

on the case where the majority (90%) of transactions is of low priority.

TPC-C and TPC-W are closed loop systems, where a fixed number of clients alternatingly wait

and execute transactions against the database. The time spent waiting is known as think time and

models interactive clients interpreting results. The concurrency level can be adjusted by either fixing

the number of clients and varying think time, or fixing the think time and varying the number of

clients. We find both methods yield similar results. Throughout our experiments we will fix think

time at zero and vary the number of clients. The only exception will be for TPC-C experiments,

where we will instead vary the think time and fix the number of clients at 300. We choose 300,

because that allows us to use think time to vary the number of running clients both above and below

the TPC-C-specified 100 clients. The reason that we vary think time for TPC-C prioritization is

that the TPC-C clients can consume significant system resources, and thus using a constant number

of clients helps reduce variability due to this overhead.

8.4.2 Definition of the Policies

Our scheduling policies are divided into lock scheduling and CPU scheduling policies:

Lock scheduling policies. We first consider non-preemptive lock scheduling policies, where lock

holders are never forced to release their locks abnormally due to preemption. Subsequently, we con-

sider preemptive policies, in which high-priority transactions can preempt low-priority lock holders

to acquire their locks. Preemption involves aborting, rolling back, and resubmitting the transaction,

adding more work for the DBMS.

The simplest non-preemptive policy, NP-LQ, just reorders transactions waiting in the lock queue,

and grants locks to high-priority transactions before those of low-priority. This policy has a problem:
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high-priority transactions moved to the front of the queue must wait for low-priority transactions

already holding the lock to complete (known as “excess time” in queueing theory). The case where a

high-priority transaction waits for a low-priority transaction is commonly known as priority inversion.

Two techniques are commonly used to address the problem, priority inheritance [184] and preemption.

NP-LQ-Inherit is a non-preemptive policy that uses priority inheritance to reduce excess times.

The policy is identical to NP-LQ, but the priority of each transaction is raised to the highest priority

of any transaction that waits for it. Thus, high-priority transactions never wait for transactions with

priority lower than their own. The intended result is that high-priority excess times are reduced,

improving high-priority execution times.

P-LQ aims to reduce high-priority excess times by preempting transactions currently holding locks

needed by high-priority transactions. The policy is identical to NP-LQ, but when a high-priority

transaction needs a lock held by a low-priority transaction, the low-priority transaction is aborted

(known as preemptive abort). In practice, two factors reduce the effectiveness of preemption. First,

the preempting high-priority transaction must still wait for (part of) the low-priority transaction

rollback to complete before continuing. Second, extra work created by preemption potentially slows

down other transactions.

CPU scheduling policies. Each of the DBMS considered relies on approximations of (preemptive)

generalized processor sharing (GPS), and as a result we do not distinguish preemptive or non-

preemptive scheduling of the CPU device itself. We do, however, consider preemption of transactions

due to lock conflicts while using CPU prioritization. We call CPU scheduling policies that preempt

lock holders preemptive, and those that do not non-preemptive.

The simplest policy, CPU-Prio, is a non-preemptive policy that schedules the CPU using weighted

GPS. It simply gives more weight to processes working on high-priority transactions. Specifically,

for PostgreSQL, we assign UNIX priority nice level −20 to high-priority processes and +20 to low-

priority processes. For Shore, high-priority threads get “time critical” priority, while low-priority

transactions get “regular” priority.

Although the CPU-Prio policy prioritizes CPU, the policy may suffer from priority inversions due

to locks. A high-priority transaction with high CPU-priority cannot progress if it waits for a lock
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Figure 8.4: Mean execution times for NP-LQ compared to CPU-Prio for Shore and PostgreSQL TPC-C
with varying contention. Concurrency (load) increases to the left, as think time goes down.

held by a low-priority transaction. CPU-Prio-Inherit is a non-preemptive policy that adds priority

inheritance to the CPU-Prio policy. The priority of low-priority transactions that block high-priority

transactions is raised, thus reducing high-priority excess times.

The P-CPU policy is a preemptive policy identical to CPU-Prio except that low-priority transac-

tions that block high-priority transactions are preempted and rolled back.

Organization of remaining sections. In Section 8.4.3 we present results for simple scheduling

policies without preemption or priority inheritance: NP-LQ and CPU-Prio, defined above. In Sec-

tion 8.4.4, we examine policies with priority inheritance: NP-LQ-Inherit and CPU-Prio-Inherit.

In Section 8.4.5, we discuss the preemptive policies P-LQ and P-CPU.
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Figure 8.5: Mean execution times for NP-LQ compared to CPU-Prio for PostgreSQL TPC-W with
varying loads.

8.4.3 Simple Scheduling

The simple scheduling policies with no priority inheritance and no lock preemption, NP-LQ and

CPU-Prio, exhibit striking differences depending on the workload and the DBMS. Figures 8.4 and

8.5 highlight these differences, showing the performance of high- and low-priority transactions using

the policies for TPC-C and TPC-W workloads respectively. In all results, the concurrency varies on

the X-axis, from high levels of concurrency on the left to low concurrency on the right. Concurrency

is controlled either by varying think time (for TPC-C) or, equivalently, by varying the number of

clients (for TPC-W).

The best simple scheduling policy for TPC-C depends on the DBMS. For TPC-C running on

Shore (see Figure 8.4(a)), CPU-Prio does not appreciably improve high-priority transaction execution

times. NP-LQ, on the other hand, improves high-priority performance by 3.7 times. The penalty to

low-priority transactions under both NP-LQ and CPU-Prio is small (less than 17% for NP-LQ) and

tracks the “Default” no-priority setting (see Figure 8.4(b)). Lock scheduling is extremely effective

for Shore because locks dominate transaction execution times under 2PL.

By contrast, for PostgreSQL, lock scheduling is not as effective as CPU scheduling (see Fig-

ure 8.4(c)). Under high loads, NP-LQ improves high-priority execution times by a factor of 1.3,

whereas CPU-Prio improves them by a factor of 2. With both policies, low-priority transactions are
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not significantly penalized (see Figure 8.4(d)). As the think time increases from 5 to 25 seconds,

concurrency decreases from 200 to 20 running (non-thinking) clients on average, and the lock fraction

of execution times becomes insignificant. As expected, the result is that lock scheduling (NP-LQ) is

not very effective.

The effectiveness of CPU-Prio for TPC-C on PostgreSQL is surprising, given that I/O (I/O-related

lightweight locks) is its bottleneck. Due to CPU prioritization, high-priority transactions are able

to request I/O resources before low-priority transactions can. As a result, high-priority transactions

wait fewer times (50–90% fewer) for I/O, and when they do wait, they wait behind fewer transactions

(30% fewer). The fact that simple CPU prioritization is able to improve performance so significantly

suggests that more complicated I/O scheduling is not always necessary.

For TPC-W, locks are never the bottleneck resource (see Figure 8.2), suggesting lock schedul-

ing will be ineffective. As confirmation, Figure 8.5 shows average execution times with NP-LQ and

CPU-Prio for TPC-W as a function of the number of clients. As expected, NP-LQ does not signifi-

cantly improve high-priority transactions. CPU-Prio, however, dramatically improves high-priority

transaction times by a factor of up to 4.5 under high load (high number of clients) relative to a

system with no priorities.

Low-priority transactions, on average, are not significantly penalized by either NP-LQ or CPU-Prio,

for all DBMS and workloads studied. This result is important, and consistent with theoretical results:

Performance of a small class of high-priority transactions can be improved without harming the

overall low-priority performance.

8.4.4 Priority Inheritance

In this section we evaluate the two policies using priority inheritance: NP-LQ-Inherit and CPU-Prio-Inherit,

which are extensions of the NP-LQ and CPU-Prio policies, respectively.

Figure 8.6 compares the policies NP-LQ-Inherit and NP-LQ for TPC-C running on Shore for a

range of concurrency levels. We find that adding priority inheritance to simple lock queue reordering

(NP-LQ) improves performance by 30%. NP-LQ improves high-priority transaction execution times by

a factor of 3.7 relative to a system without priorities, and NP-LQ-Inherit improves execution times
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by a factor of 5.3.

For TPC-C running on PostgreSQL, adding priority inheritance to NP-LQ offers no apprecia-

ble gain in performance, however, priority inheritance with CPU scheduling is beneficial. Fig-

ure 8.7 shows CPU priority inheritance improves high-priority transactions by a factor of 6, whereas

CPU-Prio only helps by a factor of 2. The significant improvement in performance is due to the fact

that the lock holder(s) are sped up, resulting in significantly smaller wait excesses.
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Figure 8.6: NP-LQ-Inherit compared to NP-LQ for Shore TPC-C.
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Figure 8.7: CPU-Prio-Inherit compared to CPU-Prio on PostgreSQL TPC-C.

Recall from Section 8.4.3 that CPU scheduling (CPU-Prio) is more effective than NP-LQ for TPC-

W. Thus Figure 8.8 compares the policies CPU-Prio-Inherit to CPU-Prio for the TPC-W workload

on PostgreSQL. We find that there is no improvement for CPU-Prio-Inherit over CPU-Prio. This
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is to be expected given the low data contention found in the TPC-W workload; priority inversions

can only occur during data contention. Results for low-priority transactions are not shown, but as

in Figure 8.4, low-priority transactions are only negligibly penalized on average.

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

01020304050607080

A
vg

 E
xe

c 
T

im
e 

(s
ec

)

Number of Clients

CPU-Prio - HighPrio
CPU-Prio-Inherit - HighPrio

No Priorities

Figure 8.8: CPU-Prio-Inherit compared to CPU-Prio for TPC-W running on PostgreSQL.

8.4.5 Preemptive Scheduling

Non-preemptive scheduling already provides substantial performance improvements for high-priority

TPC-C transactions, using lock scheduling for Shore and CPU scheduling for PostgreSQL. We now

focus on whether preemption can provide further benefits. In particular, we evaluate whether P-LQ

improves on NP-LQ for Shore and whether P-CPU improves on CPU-Prio for PostgreSQL.

With non-preemptive scheduling, high-priority transactions sometimes must wait on lock requests

for locks currently held by low-priority transactions (the wait excess). The wait excess time is

reduced, but not eliminated, with priority inheritance, which speeds up the low-priority transactions

blocking high-priority transactions. Preemptive scheduling (P-LQ and P-CPU) attempts to eliminate

the wait excess for high-priority transactions by preempting low-priority lock holders in the way of

high-priority transactions.

We find that preemptive policies provide little benefit over non-preemptive policies. Figures 8.9(a)

and 8.9(b) compare the average high- and low-priority execution times for P-LQ against NP-LQ-Inherit

for TPC-C on Shore as a function of think time. High-priority transactions with P-LQ improve by a

factor of 9.3 whereas NP-LQ-Inherit helps only by a factor of 5.3. Low-priority transactions, how-

ever, are slowed by a factor of 1.7, which is excessive, making this policy impractical. Figures 8.9(c)
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and 8.9(d) compare the performance of P-CPU to CPU-Prio-Inherit for TPC-C on PostgreSQL.

Preemption seems to offer no significant benefit or penalty beyond CPU-Prio-Inherit.

TPC-W results for P-LQ and P-CPU are omitted as lock scheduling is ineffective since lock con-

tention is low.
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Figure 8.9: Preemptive policies P-LQ and P-CPU for Shore and PostgreSQL respectively, compared
to the best non-preemptive policies for TPC-C.
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8.5 Summary

In this chapter we develop and evaluate an implementation of transaction prioritization for differen-

tiated performance classes for TPC-C or TPC-W workloads running on traditional relational DBMS.

We first identify the bottleneck resource at which priority scheduling is most effective. We divide

the lifetime of a transaction into three components: CPU, I/O, and lock wait times. The results

are clearly differentiated by workload and concurrency control mechanism. Across a wide range of

configurations, the bottleneck for TPC-C running on DBMS using 2PL (Shore and DB2) is lock

waiting. By contrast, the bottleneck for TPC-C running on MVCC DBMS is I/O synchronization

for low loads, although locking can dominate at extremely high concurrency levels. For TPC-W

workloads, CPU is always the bottleneck.

This bottleneck analysis provides a roadmap for which resources must be scheduled to improve

performance. In this chapter we focus on lock and CPU scheduling to directly or indirectly schedule

the bottleneck resource. We evaluate the effectiveness of simple prioritization, priority inheritance,

and preemptive abort scheduling, and the results are broken down by workload and concurrency

control mechanism.

For TPC-W on all DBMS, we find that lock scheduling is largely ineffective since transactions

rarely wait for locks. CPU scheduling, however, is extremely effective. For TPC-W running on

PostgreSQL, we find that the simplest scheduling policy, CPU-Prio, is best, and improves performance

for high-priority transactions by a factor of up to 4.5. Priority inheritance is not necessary since data

contention for TPC-W is almost non-existent.

For TPC-C on MVCC DBMS, and in particular PostgreSQL, CPU scheduling is most effective,

due to its ability to indirectly schedule the I/O bottleneck. For TPC-C running on PostgreSQL,

the simplest CPU scheduling policy (CPU-Prio) provides a factor of 2 improvement for high-priority

transactions, while adding priority inheritance (CPU-Prio-Inherit) provides a factor of 6 improve-

ment while hardly penalizing low-priority transactions. Preemption (P-CPU) provides no appreciable

benefit over CPU-Prio-Inherit.

For TPC-C on 2PL DBMS (Shore), non-preemptive lock scheduling with priority inheritance

(NP-LQ-Inherit) is most effective. For Shore, high-priority transaction execution times improve 5.3
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times, while low-priority transactions are hardly penalized. Priority inheritance does not appreciably

help. We find that the preemptive strategy (P-LQ) is effective in reducing the response times of high

priority transactions, but this improvement comes at an excessive penalty for low-priority transac-

tions. The fact that our simple preemptive strategy, does not mean that preemptive lock scheduling

in general is not feasible. It means that more selective methods for deciding when to preempt are

necessary. We will discuss the topic of more sophisticated preemptive algorithms in more detail in

Chapter 11.

In conclusion, the good news is that priority scheduling using simple policies can yield significant

performance improvements for both TPC-C and TPC-W workloads on real general-purpose DBMS.

However, these improvements depend on knowing the bottleneck resource and applying scheduling

at this resource. In general it can be difficult to know the bottleneck resource, since it depends on

several factors, the DBMS, the workload and the hardware configuration. In the next chapter we will

therefore investigate a different approach to providing priorities that is independent of the bottleneck

resource.
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Chapter 9

Providing prioritization for OLTP

workloads outside the DBMS

“When is external prioritization for OLTP workloads feasible and effective?”

In the previous chapter we have investigated how to provide transaction prioritization for general

purpose DBMS through internal scheduling, that is the prioritization is integrated into the database

engine. The obvious advantage of DBMS-internal scheduling is that the scheduler has full control

over all the DBMS resources, providing for maximum effectiveness. However, the disadvantages are

that the effectiveness relies on knowing the bottleneck resource and limited portability across DBMS

since it requires changing DBMS code.

The above disadvantages of internal scheduling motivate us to investigate in this chapter the

feasibility and effectiveness of external prioritization, i.e., prioritizing the transactions externally

to the DBMS. External prioritization has many obvious advantages including portability (across

different DBMS) and ease of implementation (only the external queue needs to be scheduled and

this is done at the application level).

The idea in external prioritization is demonstrated in Figure 9.1, and simply involves limiting

the number of transactions concurrently executing within the DBMS. This limit is referred to as the

MPL (multi-programming limit). If the MPL is already met, we queue up all remaining transactions

in two external queues, one for high priority transactions, and one for low priority transactions, as
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shown in the figure. The high priority transaction queue is given priority when slots become available

in the DBMS. The capacities of the external queues are unlimited, hence no transactions are ever

dropped.

DBMS

MPL=4incoming
transactions

high−prio queue

low−prio queue

HH

LLLLL

H

H

H

H

Figure 9.1: Simplified view of the mechanism used to achieve high versus low priority. A fixed
limited number of transactions (MPL=4) are allowed into the DBMS simultaneously. The remaining
transactions are held in two unlimited external queues, one for each priority type. Response time is
the time from when a transaction arrives until it completes, including time spent queueing externally
to the DBMS.

While the advantages of external scheduling are apparent, it is not clear what the downsides

are to external scheduling. Whereas external scheduling is an accepted idea in the networking/web

server community, it is not well understood how the complex internals and resource usage in DBMS

interact with external scheduling. Some immediate concerns are: (1) By holding back transactions, it

is not clear whether the resulting lowered concurrency leads to a drop in throughput, and how much

of a drop. Most existing work is concerned in a drop in throughput due to too high a concurrency

level, causing lock thrashing and system overload. By contrast, we ask what is the lowest possible

MPL value that is necessary to ensure near-optimal throughput levels. (2) There is a potential

fear that by holding back transactions, and sequencing them (rather than letting them all share the

database resources concurrently), we may create a head-of-line (HOL) blocking situation where some

long-running transactions prevent other shorter transactions from entering the DBMS and receiving

service. This could potentially result in a too-high penalty for low priority transactions and also in

an actual increase in overall mean response time over the non-prioritized case. (3) Lastly, it is not

at all obvious that external scheduling will be as effective as internal scheduling in creating priority

differentiation, since we don’t have any control over the transactions once they’re dispatched to the

DBMS.
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The point of this chapter is to answer the above three questions. We will be experimenting with

a wide range of hardware configurations (different numbers of disks, CPUs, and amounts of main

memory), different DBMS (Shore, IBM DB2), and many different workloads (CPU-bound, I/O-

bound, lock-bound, multiple-resource, etc.). We will see that all of these play a role in determining

the appropriate MPL for external prioritization, and in the effectiveness of prioritization.

In Section 9.1 we describe the related prior work on DBMS prioritization. In Section 9.2 we

describe the experimental architecture, and explain in detail our experimental workloads, shown in

Table 9.1, based on which we create 17 unique experimental “setups,” surveyed in Table 9.2. The

three main concerns discussed above are then investigated in Sections 9.3, 9.4, and 9.5. Finally we

conclude with our findings.

9.1 Existing work on external scheduling for DBMS

Work on external scheduling of database transactions primarily focuses on admission control to

combat overload conditions in DBMS. The admission control approach is based on the principle that

DBMS performance often declines as the number of executing transactions and the demand on system

resources and data contention (locking) increase. Admission control deals with these problems by

limiting the number of transactions executing inside the DBMS by dropping transactions or holding

transactions “outside of the database” until the load subsides.

Most of the work in admission control targets overload conditions due to data contention. As

early as 1985 Katoh et al. [111] proposed a class of schedulers that predict potential lock conflicts a

new requests might cause and drop requests that will necessitate any rollback in the future. Heiss

et al. [95] propose two algorithms that base their admission control decisions on the system load.

[53] present the half-and-half approach to prevent data thrashing. Finally, [146] introduces a data

contention performance metric called the critical ratio that the authors base their admission control

algorithm on to avoid lock thrashing.

Recent work at IBM[78] proposes admission control in combination with priority classes for

overload control in a three-tier web architecture with a database backend. The approach makes

admission control decisions based not only on the number of transactions in the DBMS, but also on
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transaction priorities, by limiting the number of low-priority transactions that are able to interfere

with high-priority transactions. Such admission control limits inefficiencies introduced when the

system is under overload, such as virtual memory paging and thrashing. Consequently, high-priority

transactions under overload can benefit significantly.

Our work differs from the above work both in the goals and in the methods. The work described

above tries to find an upper limit on the MPL in order to avoid excessive contention, while the goal

of our work is to determine a lower limit on the MPL that allows close to maximum utilization and

at the same time effective prioritization. Moreover, in our work we never drop requests, but only

hold back low priority requests.

It is important that while external scheduling for providing transaction priorities has not been

investigated in research (except in combination with admission control under overload), most com-

mercial database systems offer a mechanism for creating and managing external queues. One such

example is the DB2 query patroller [4]. Our goal is that the algorithms presented in this chapter,

along with feasibility analysis, will be used in conjunction with such a mechanism.

9.2 Experimental setup

In answering the questions of this chapter with respect to the feasibility and effectiveness of external

prioritization, it is important to understand the effect of system resources and workloads on these

questions.

Towards this end, we will be experimenting with a range of hardware configurations (different

numbers of disks, CPUs), different DBMS (Shore, IBM DB2), and many different workloads (CPU-

bound, I/O-bound, lock-bound, multiple-resource, etc.). We will see that all of these play a role in

determining the appropriate MPL for external prioritization, and in the effectiveness of prioritization.

9.2.1 Experimental architectures

The DBMS we experiment with are IBM DB2 [1] version 8.1, and Shore [157]. Shore is a prototype

storage manager with state-of-the-art transaction management, 2PL, and Aries-style recovery that

we use it because we have the source code, enabling us to implement internal priorities. All of our
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external scheduling results are also corroborated using PostgreSQL [164] version 7.3, although we do

not show these results here for lack of space.

In all experiments the DBMS is running on a 2.4-GHz Pentium 4 running Linux 2.4.23. The

buffer pool size and main memory size will depend on the workload (see Table 9.1). The machine

is equipped with six 120GB IDE drives, one of which we use for the database log. The number of

remaining IDE drives that we use for the data will depend on the particular experiment. The client

generator is run on a separate machine with the same specifications as the database server, and is

directly connected to the database server through a network switch.

9.2.2 Experimental workloads and setups

As mentioned before, it is very important when discussing throughput and prioritization to consider

a wide range of workloads. Unfortunately there are only a limited number of standard OLTP

benchmarks which are both well-accepted and publicly available, in particular TPC-C [69] and TPC-

W [198]. Fortunately, however, these two benchmarks can be used to create a much wider range of

workloads by varying a large number of (i) hardware and (ii) benchmark configuration parameters.

The hardware parameters that we vary include: (a) the number of disks (1 – 6) , (b) the number

of CPUs (1 or 2), and (c) the main memory (ranging between 512 MB and 3 GB). The benchmark

configuration parameters that we vary include: (a) the number of warehouses in TPC-C, (b) the

size of the database in TPC-W (this includes both the number of items included in the database

store and the number of “emulated browsers” (EBs) which affects the number of customers), and

(c) the type of transaction mix used in TPC-W, particularly whether these are primarily “browsing”

transactions or primarily “ordering” transactions. We also vary the isolation level to create different

levels of lock contention, starting with the default isolation level of 3 (corresponding to RR in DB2

– Repeatable Read), but also experimenting with lower isolation levels (UR – Uncommitted Read),

leading to less lock contention. In all workloads, we hold constant the number of clients at 100.

As shown in Table 9.1, Workload WCPU−inventory is designed to be a CPU-bound workload

(CPU utilization between 90% - 100%), based on the TPC-C inventory-based benchmark with 10

warehouses (WH). This workload is ensured to be memory-resident (3GB RAM with 1GB database
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size, with 1GB bufferpool). To vary this workload we run it for different number of CPUs and

different isolation levels (Setups 1, 2, and 17 in Table 9.2).

Workload WCPU−browsing is a CPU-bound workload (CPU utilization between 95% - 100%),

based on the TPC-W browsing-mix with parameters specified in Table 9.1. The workload exhibits

low lock contention, since it contains few updates. It is ensured to be memory-resident (3GB RAM

with 350MB database size, with 1GB bufferpool). We run this workload with varying numbers of

CPUs (Setups 3 and 4 in Table 9.2).

Workload WI/O−browsing is designed to be a I/O-bound workload, based on the TPC-W browsing-

mix. The main memory has been reduced to 512 MB, with a database size of 2 GB and bufferpool

of 100MB, so as to ensure high levels of I/O activity. CPU utilization is low since transactions are

I/O-bound. Lock contention is low since the workload has few updates. We run the workload with

varying numbers of disks (Setup 9 and Setup 10 in Table 9.2).

Workload WI/O−inventory is designed to be a I/O-bound workload, based on a TPC-C database

with 60 WH. This is different from the previous I/O bound workload WI/O−browsing because WI/O−inventory

is more update-intensive. The main memory is 512 MB, with a database size of 6 GB and bufferpool

of 100MB, so as to ensure high levels of I/O activity. This workload has low CPU utilization (around

10%), since transactions are I/O bound. Unlike the TPC-C configuration in WCPU−inventory, this

workload has only medium lock contention since the size of the database is larger, but the number of

clients is kept at 100. To vary the workload further, we run it with varying numbers of disks (Setup

5-8).

Workload WCPU+I/O−inventory is designed to be both CPU and I/O intensive, with balanced

(equal) demands to both resources, and is based on a TPC-C database with 10 WH. The main

memory is 1GB, with a database size of 1 GB and bufferpool of 600MB, so as to ensure high levels of

I/O activity, but not so high that it dwarfs CPU demand. Lock contention in this workload is high.

We run this workload both with varying numbers of disks and varying numbers of CPUs (Setups 11

and 12).

Finally, Workload WCPU−ordering is designed to be a CPU-intensive workload (CPU utilization

between 95% - 100%) that still exhibits high lock contention, unlike WCPU−browsing that has low
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Workload Benchmark Configuration Data- Main Bufferpool
base memory

WCPU−inventory TPC-C 10 warehouses, 1GB 3GB 1GB

WCPU−browsing TPC-W 100 EBs, 300MB 3GB 500 MB
Browsing 10K items,

140K customers

WI/O−browsing TPC-W 500 EBs, 2GB 512MB 100 MB

Browsing 10K items,
288K customers

WI/O−inventory TPC-C 60 warehouses, 6GB 512MB 100MB

WCPU+I/O−inventory TPC-C 10 warehouses, 1GB 1GB 1GB

WCPU−ordering TPC-W 100 EBs, 300MB 3GB 500MB
Ordering 10K items,

140K customers

Table 9.1: Description of the workloads used in the experiments. The top table shows the benchmarks
and configurations used for each workload.

lock contention. The WCPU−ordering workload is based on the TPC-W ordering benchmark, which

is high in the number of updates. This workload is ensured to be memory-resident (3GB RAM with

350MB database size, with 1GB bufferpool), and CPU intensity is high. We use the default isolation

level (RR), and lock contention is high. We run this workload for a varying numbers of CPUs and

different isolation levels (Setup 13, 15 and 16).

9.2.3 The algorithm

Our work does not deal with how the transactions obtain their priority class. As stated earlier,

we assume that the e-commerce vendor has reasons for choosing some transactions/clients to be

higher or lower-priority. Experimentally, we handle this by simply at random assigning 10% of the

transaction “high”-priority and the remainder “low”-priority. Clearly priority differentiation can be

made stronger by using a smaller percentage of high-priority transactions.

The algorithm that we use for prioritization is relatively simple (see Figure 9.1). For any given

MPL, we allow as many transactions into the system as allowed by the MPL, where the high-priority

transactions are given first priority, and low-priority transactions are only chosen if there are no more

high-priority transactions. The MPL is held fixed during the entire experiment.
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Workload Number Number Isolation
CPUs disks level

Experimental Setup 1 WCPU−inventory 1 1 RR

Experimental Setup 2 WCPU−inventory 2 1 RR

Experimental Setup 3 WCPU−browsing 1 1 RR

Experimental Setup 4 WCPU−browsing 2 1 RR

Experimental Setup 5 WIO−inventory 1 1 RR

Experimental Setup 6 WIO−inventory 1 2 RR

Experimental Setup 7 WIO−inventory 1 3 RR

Experimental Setup 8 WIO−inventory 1 4 RR

Experimental Setup 9 WIO−browsing 1 1 RR

Experimental Setup 10 WIO−browsing 1 4 RR

Experimental Setup 11 WCPU+IO−inventory 1 1 RR

Experimental Setup 12 WCPU+IO−inventory 2 4 RR

Experimental Setup 13 WCPU−ordering 1 1 RR

Experimental Setup 14 WCPU−ordering 1 1 UR

Experimental Setup 15 WCPU−ordering 2 1 RR

Experimental Setup 16 WCPU−ordering 2 1 UR

Experimental Setup 17 WCPU−inventory 1 1 UR

Table 9.2: Translation of workloads needed for Figure 9.13.

Obviously if we set our MPL to 1, the above algorithm produces excellent differentiation between

high and low priority transactions. However, this could result in a lower throughput. We are

interested in understanding the tradeoff between throughput and prioritization differentiation.

The focus of this chapter is to thoroughly investigate the questions of how throughput is affected

by the MPL and how prioritization differentiation can be achieved externally versus internally to

the DBMS. By showing that external prioritization is effective, we make it feasible for a vendor to

implement an array of more complex algorithms for determining which transactions are allowed into

the DBMS, based on various QoS goals, since the vendor has full control of the external queue. In

the next chapter, we focus on the question of achieving different QoS goals and explore that question

thoroughly.
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9.3 Loss in throughput

9.3.1 For CPU bound workloads

Figure 9.2 shows the effect of the MPL on the throughput under two CPU-bound workloads:

WCPU−inventory and WCPU−browsing. The two lines shown consider the case of 1 CPU versus 2 CPUs.

In the single CPU case, under both workloads, the throughput reaches its maximum at the MPL of

about 5. In the case of 2 CPUs, the maximum throughput is reached at around MPL = 10 in the

case of workload WCPU−inventory and at around MPL = 7 in the case of workload WCPU−browsing.

Observe that a higher MPL is needed to reach maximum throughput in the case of 2 CPUs as

compared with 1 CPU because more transactions are needed to saturate 2 CPUs. The fact that

the WCPU−inventory requires a slightly higher MPL is likely due to the fact that the WCPU−inventory

workload has some I/O components due to updates. The additional I/O component means that

more transactions are needed to fully utilize the CPU, since some transactions are blocked on I/O

to the database log.

All these maximum throughput points are achieved at surprisingly low MPL values, considering

the fact that both these workloads are intended to run with 100 clients according to TPC specifica-

tions.
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Figure 9.2: Effect of MPL on throughput in CPU bound workloads:(a) WCPU−inventory (Setups 1 and
2 of Table 9.2) and (b) WCPU−browsing (setups 3 and 4 of Table 9.2).

9.3.2 For I/O bound workloads

Figure 9.3 shows the effect of the MPL on the throughput under two I/O-bound workloads: WI/O−inventory

and WI/O−browsing. The lines shown consider different numbers of disks. The WI/O−inventory work-
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load is a pure I/O-only workload, because of the larger database size. For this workload, the MPL

point at which maximum throughput is reached is MPL = 2 for the case of 1 disk, MPL = 5 for

the case of 2 disks, MPL = 7 for the case of 3 disks, and MPL = 10 for the case of 4 disks. Again,

observe that the MPL needed to maximize throughput grows for systems with more disks, since

more transactions are required to saturate more resources. Again, these numbers are extremely low

considering the fact that the TPC specifications for this workload assumes 600 clients (recall we use

100 clients experimentally).

For WI/O−browsing, the MPL at which maximum throughput is reached is higher than for WI/O−inventory

(about MPL = 13 for one disk and about MPL = 20 for four disks). The reason is that the size

of this database is smaller than for the WI/O−inventory workload, thus resulting in a larger CPU

component than in the purely I/O-based WI/O−inventory. As explained in Section 9.3.3 the addi-

tional CPU component will add to the MPL needed. Still, it is surprising that an MPL of 20 suffices

given that the TPC specifications for this workload assumes 500 clients (recall we use 100 clients

experimentally).
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Figure 9.3: Effect of MPL on throughput in I/O bound workloads: (a) WI/O−inventory (setups 5–8 of
Table 9.2) and (b) WI/O(TPC−browsing (setups 9 and 10 of Table 9.2).

9.3.3 For “balanced” CPU + IO workloads

Figure 9.4 considers workload WCPU+I/O−inventory which is balanced (equal) in its requirements of

CPU and I/O (both resources are equally utilized). In the case of just 1 disk and 1 CPU, an MPL of

5 suffices to reach maximum throughput. Adding only disks to the hardware configuration changes

this value only slightly. The reason is that in a balanced workload, when one adds disks, the CPU
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bottleneck is still there, making the workload CPU bound, so that adding disks has no further effect.

Similarly, adding only CPU to the hardware configuration also changes the required MPL value only

slightly, since now the workload becomes solely I/O bound. However if we add 4 disks and 2 CPUs

(maintaining the initial balanced proportions of CPU and I/O), we find that the MPL needed to

reach maximum throughput increases to around 20. This number is still low in light of the fact that

the TPC specified number of clients for this workload is 100.

As shown above, the “balanced” workload represents, in a sense, a “worst-case” workload in

terms of throughput loss. This is an important point and we explain it now. Consider a system with

multiple hardware resources. If all the transactions require only one of these resource types (e.g. only

disks are required), then the MPL needed to saturate the system will be in some way proportional

with the number of this resource type (i.e. number of disks). However, if the transactions require a

mixture of multiple resource types (e.g., CPU and disk), then increasing the number of disks while

holding the number of CPUs constant will not increase the throughput capacity of the system. The

reason is that the system will become CPU limited, and thus the required MPL to reach maximum

throughput will be bounded by the number of CPUs. Hence the only impact will come from increasing

both resources, (e.g. both the numbers of CPUs and disks), which will cause the throughput capacity

to surge since a large number of transactions will be needed to saturate both resources. As the total

number of resources goes up, the MPL needed to saturate all these resources increases.

In summary, the MPL required is in some way proportional to the number of resources that

are utilized in a system without a limit to the number of transactions. In a balanced workload the

number of resources that are utilized will be high, hence the MPL is higher.

9.3.4 For Lock-bound workloads

Figure 9.5 illustrates the effect of increasing the locking needed by transactions (increasing the iso-

lation level from UR to RR) on for workloads WCPU−inventory and WCPU−ordering. While the MPL

needed overall is always under 20, the basic trend is that increasing the amount of locking lowers the

MPL. The reason is that when the amount of locking is high, throwing more transactions into the

system doesn’t increase the rate at which transactions complete, since they are all queueing. Fur-
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thermore beyond some point, increasing the number of transactions actually lowers the throughput.

This is well known and is reported by others, e.g., [111, 95, 146, 53].
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Figure 9.5: Effect of MPL on throughput in workloads with heavy locking: (a) WCPU−inventory (setups
1 and 17 of Table 9.2) and (b) WCPU−ordering (setups 15 and 16 of Table 9.2).

9.3.5 Conclusions and scaling projections

We have seen that in all the above experiments, the MPL value needed to achieve maximum through-

put was low, given the overall (TPC specified) number of clients for those workloads. In all the above

experiments an MPL of less than 20 sufficed, and often lower, while the number of clients was a hun-

dred or several hundred.

The MPL increased, as expected, with the number of utilized resources in the system. Interesting,

however, we found that this increase was a somewhat linear function. We also found that there was

little difference in the MPL behavior for a CPU-bound versus an I/O-bound workload. Workloads

with balanced demands on both CPU and I/O required the highest MPL.
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It is important to note that the above experiments are simply prototype experiments to give some

sense of the MPL value needed for achieving maximum throughput. In particular, they don’t address

two issues relevant in practice. First, we assigned priorities at random independent of transaction

types. In practice there might likely be a correlation between the type of a transaction and its

priority, e.g. a “Buy” transaction might have higher priority than a “Catalog search” transaction.

We don’t expect such a correlation to affect the choice of a good MPL, though, since the external

prioritization doesn’t create burstier arrivals of certain transaction types or other adverse effects.

Preliminary experiments we carried out to investigate this issue seem to support our assumption.

Second, in our experiments we are limited to the hardware available in to us in our testbed. Obviously

it would be better to experiment with larger scale systems as well. Since this is infeasible for us, we

instead provide theoretical analysis to see whether our observed trends continue as we increase the

number of resources.

We start by creating a very simplistic model of the database internal resources. This is shown

in Figure 9.6. We model the MPL number of clients allowed in our externally scheduled system by

fixing the number of clients in the “closed” system model represented in Figure 9.6. We analyze this

“closed” system for different MPL values and see when the maximum throughput is achieved. This

in turn yields the desired MPL value needed for our externally scheduled system. The MPL yielded

by this analysis is in fact an upper bound on the actual MPL that we would get in experiments for

two reasons: First, we purposely create the “worst-case” in our analytical model by assuming that

all resources are equally utilized. Second we do not allow for the fact that a client may be able to

utilize two resources (e.g., two disks) at once. In our model we assume that the service times of all

devices are exponentially distributed with mean 1.

We use our model to produce results similar to our WI/O−inventory workload. For this workload

there is almost no CPU, however the number of disks plays an important role. In our experiments,

we were able to experiment with up to 4 disks, as shown in Figure 9.3. However in analysis we can

go much further. Figure 9.7 shows the results of the analysis with up to 16 disks.

The first observation is that the results of the analysis for 1 to 4 disks look very similar to the

actual experimental results from Figure 9.3. Next, we observe that the MPL required to reach near
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Figure 9.6: Theoretical model representing the DMBS internals. This model provides us with a
theoretical upper bound on the MPL needed to provide maximum throughput.

maximum throughput grows linearly with the number of disks: The minimum MPL that is sufficient

to achieve 80% of the maximum throughput is marked with circles, and the minimum MPL that is

sufficient to achieve 95% of the maximum throughput is marked with squares. Both the circles and

the squares form straight lines.

Although it may seem a little scary to observe that the necessary MPL grows linearly with more

disks, it is important to notice that systems with many disks also have a proportionately larger

population of clients, hence an MPL that seems large may still be small in proportion to the client

population.
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circles form a perfectly straight line, as do the squares.
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Another take-away point is that simple queueing analysis, as we have done, can offer a useful tool

for system administrators in roughly predicting the MPL value at which a system should be run as a

function of the throughput desired. While we find that the current analysis is a very good predictor of

our experimental results for the 4-disk system, it is certainly possible to refine the analytic queueing

model further to make it more realistic, or build a simple simulator utilizing existing tools to simulate

the real resources and thereby get really accurate predictions of the MPL.

9.4 Increase in response time

The previous section showed that external scheduling with low MPL is feasible in that it doesn’t

cause throughput to go down (provided the MPL is not too low). Because we are working in a closed

system, an immediate consequence of this fact is that the overall mean response time also does not

suffer (see Little’s Law [127]). However, this point is far less obvious for an open system, where

response time is not inversely related to throughput. In this section we will investigate the effect

of the MPL value on mean response time in great detail, starting with experimental work and then

moving to queueing theoretic analytical work.

Experimentally, we modify our experimental setup to an open system with Poisson arrivals. For

the open system, for all workloads, we find that the response time is insensitive to the MPL value

provided it is at least 4 (for system utilization of 70%) and at least 20 (for a system utilization of

90%).

PS

Multi−

programming

Limit (MPL) = 2

FIFO

queue

Poisson

arrivals

Figure 9.8: Queueing network model of external scheduling mechanism with MPL = 2.

Experimental results are limited however in that they do not allow us to vary an important

workload parameter affecting response times: this is the variability in transaction demands. To

study how the workload variability affects the feasible range of MPL values, we resort to analysis.
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The analytical results below show response time both as a function of the MPL value and as a

function of C2, where C2 is the squared coefficient of variation of the transaction demands.
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Figure 9.9: Continuous-time Markov chain corresponding to the flexible multiserver queue represen-
tation of the queueing network in Figure 9.8. The two jobs in service may both have service rate µ1

(top row), or may have rates µ1 and µ2 (middle row), or may both have service rates µ2 (bottom
row).

From a theoretical perspective our external scheduling mechanism with MPL parameter can be

viewed as a single unbounded First-in-first-out (FIFO) queue feeding into a Processor-Sharing (PS)

server where only MPL jobs may share the PS server. This queueing network for MPL = 2 is shown

in Figure 9.8. Note that this is not a poor approximation of our system in that, as we will see in the

next chapter the DBMS in many ways behaves like a PS system.

To the best of our knowledge, there is no existing simple solution to our queueing network in

Figure 9.8. Therefore, we derived the following solution approach: We start by assuming that the

job sizes (service requirements) follow a 2-phase hyperexponential (H2) distribution, with probability

parameter p and rates µ1 and µ2, allowing us to arbitrarily vary the C2 parameter. This allows us to

equivalently represent the network in Figure 9.8 by a special “flexible multiserver queue” where the

number of servers fluctuates between 1 and MPL as needed, and where the sum of the service rates

at the multiple servers is always maintained constant and equal to that at the single PS server. The

continuous-time Markov chain corresponding to the flexible multiserver queue is shown in Figure 9.9
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Figure 9.10: Evaluation of CTMC for different C2. The system load is 0.7 (top) and 0.9 (bottom).

for the case of an H2 service time distribution (with parameters p, µ1, and µ2), arrival rate λ and MPL

= 2. Note that we define the shorthand q = 1− p. This Markov chain lends itself to Matrix-analytic

analysis [124, 155], because of its repeating structure.

Figure 9.10 shows the results of evaluating the Markov chain in Figure 9.9. We find that for low

C2 values of 1 or 2, the mean response time is largely independent of the MPL value and equal to

that for the pure PS system (with infinite MPL), assuming the MPL is at least 5. For higher C2

values of 5–15, we find that the MPL depends on the load and needs to be at least 10 (for load of 0.7)

or 30 (for load of 0.9) to ensure low mean response time (similar to PS). In the TPC-C benchmark

the C2 value is 1.5. To get an estimate of the ranges of C2 in real OLTP workloads, we obtained

traces from one of the top-10 online retailers and from one of the top-10 auctioning sites in the US.

We find that both are in relatively close agreement with the TPC-C benchmark, exhibiting values

for C2 of around 2. The TPC-W benchmark is an outlier in that its transactions exhibit C2 values

of 15.
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9.5 Comparison of external and internal prioritization effectiveness

We have seen in the previous sections that a relatively low MPL value suffices to limit the loss of

throughput and also to prevent an increase in overall mean response time. Next we turn to the

question of the degree of differentiation between high and low priority response times that external

scheduling can provide, and we compare this with what internal scheduling can offer.

9.5.1 Effectiveness of external prioritization

We start by studying the effectiveness of external prioritization.

We first consider the case where the MPL is chosen to limit throughput loss to 5% (compared

to the case where no external scheduling is used), see Figure 9.13(top), and then the case where

the MPL is chosen to limit throughput loss to 20%, see Figure 9.13(bottom). For each of these two

cases, we experiment with all 15 setups shown in Table 9.2. In each experiment we apply the external

scheduling algorithm described in Section 9.2.3 and measure the mean response times for high and

low priority transaction, in addition to the overall mean response time when no priorities are used.

We find that using external prioritization, in the case of 5% throughput loss (Figure 9.13(top)),

high priority transactions perform 4.2 to 21.6 times better than low priority transactions with respect

to mean response time. The average improvement of high priority transactions over low priority

transactions is a factor of 12.1. The low priority transactions suffer only a little as compared to

the case of no prioritization, by a factor ranging from 1.15 to 1.17, with an average suffering of

16 %. The above numbers are visible from the figure (or caption). Not visible from the figure is

whether prioritization causes the overall mean response time to rise. It turns out that the overall

mean response time is never hurt by more than 6% compared to the orginal system without external

scheduling.

We find that using external prioritization, in the case of 20% throughput loss (Figure 9.13(bottom)),

high priority transactions perform 7 to 24 times better than low priority transactions with respect

to mean response time. The average improvement of high priority transactions over low priority

transactions is a factor of 18. The low priority transactions suffer by a factor ranging from 1.35

to 1.39, as compared to the case of no prioritization, with an average suffering of 37%. The above
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numbers are visible from the figure (or caption). Not visible from the figure is whether prioritization

causes the overall mean response time to rise. It turns out that the overall mean response time is

never hurt by more than 25% compared to the orginal system without external scheduling. Observe

that in the case of 20% throughput loss, the differentiation between high and low priority requests

is more pronounced, since the MPL values are lower, but this comes at the cost of lower throughput

and higher overall response times.

9.5.2 Implementation of internal scheduling

As seen in Chapter 8 Scheduling the internals of the DBMS is obviously more involved than external

scheduling. It is not even clear which resource should be prioritized: the CPU, the disk, the lock

queues, etc. Once one resolves that first question, there is the follow-up question of which algorithm

should we use to give priority to high-priority transactions, without extensively penalizing low priority

transactions. Both questions are not obvious.

Recall that in Chapter 8 we found that in OLTP workloads run on 2PL (2-phase locking) DBMS,

transaction execution times are often dominated by lock waiting times, and hence prioritization of

transactions is most effective when applied at the lock queue. We find that other workloads or DBMS

lead to transaction execution times being dominated by CPU usage or I/O, and hence prioritization

of transactions is most effective when applied at those other resources.

Having seen that it is not obvious which internal resource needs to be scheduled, we now turn

to the particular 17 setups shown in Table 9.2. Some of these (e.g., setup 3 and 4) are CPU bound,

while others (e.g., 1 and 2) are lock-bound, and still others are I/O bound (e.g. setup 5-10). In our

experiments with internal scheduling we consider two particular setups: Setup 1 (Lock-bound) and

Setup 3 (CPU-bound).

For setup 1, we implement the Preempt-on-Wait (POW) lock prioritization policy in Shore[157].

In POW, high priority transactions move ahead of low-priority transactions in the lock queue, and

are allowed to even preempt a low-priority lock holder if that low-priority lock holder is waiting

at another lock queue. We give more information on POW in Section 11.1 and the associated

publication [139].
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For setup 3, CPU prioritization is available in IBM DBM through the DB2gov tool [99]. However,

we find that we achieve better priority differentiation by “manually” setting the CPU scheduling

priorities used by the Linux operating system. We use the renice command in Linux to set the

CPU priority of a DB2 process executing a high priority transaction to -20 (the highest available

CPU priority) and the CPU priority of a DB2 process executing a low priority transaction to 20 (the

lowest available CPU priority).

In the next section we show the results for internal scheduling for these setups.

internal ext95 ext80 ext100
0

0.5

1

1.5

2

2.5

3

3.5

MPL

Re
sp

on
se

 T
im

e (
se

c)

High Prio
Low Prio
Mean

Figure 9.11: Results for setup 1.
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Figure 9.12: Results for setup 3.

9.5.3 Internal prioritization results and comparison with external results

In this section we consider setup 1 and 3 from Table 9.2. For each setup, we compare the performance

obtained via internal prioritization with that obtained via external prioritization. We consider 3

versions of external prioritization, the first involving 5% throughput loss, the second involving 20%

throughput loss, and the third involving 0% throughput loss. Figure 9.11) shows the results for setup
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1, and Figure 9.12 shows the results for setup 3.

For both setups, we find that with respect to differentiating between high and low priority

transactions, external scheduling is nearly as effective as internal scheduling (for the case of zero

throughput loss), and can even be more effective if one is willing to sacrifice 5% to 20% in throughput.

Looking at the suffering of the low priority transactions as compared to the overall mean response

time, we find that external scheduling results in no more suffering for the low priority transactions

than internal scheduling, if the MPL is chosen such that no throughput is lost. In the case of low

MPL with 5-20% sacrifice in throughput, low priority transactions suffer up to 10% more than under

internal scheduling.

Because of the inherent complexity of implementing internal scheduling, we were only able to

provide numbers for setups 1 and 3 out of the 17 setups in Figure 9.2. We find that for these

two setups, external scheduling is a viable approach when compared with internal scheduling. We

hypothesize that external scheduling will compare favorably on the remaining setups as well, given

the strong results shown for external scheduling in Figure 9.13.

While our results are promising it is important to note that we are not claiming that external

scheduling is always as effective as internal scheduling. Although the internal scheduling algorithms

that we considered are quite advanced, there may be other internal scheduling algorithms which are

superior to our external approach for certain workloads. The point that we make in this work is that

external scheduling is an effective approach, when the MPL is adjusted appropriately.

9.6 Summary

This chapter lays the experimental and theoretical groundwork for an exploration of the effectiveness

of implementing prioritization externally to the DBMS.

At the heart of our exploration is the questions of how exactly should one limit the concurrent

number of transactions allowed into the DBMS, i.e., the MPL (multi-programming limit). The

obvious tradeoff is that one both wants the MPL to be low enough to create good prioritization

differentiation and at the same time high enough so as not to limit throughput or create other

undesirable effects like increasing overall mean response time.
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Figure 9.13: Results of external scheduling algorithm. This figure shows the mean response times for
high and low priority requests, as well as the case of no prioritization, for all 17 setups described in
Table 9.2. In the top graph, the MPLs have been set to sacrifice a maximum of 5% throughput for
each experiment. In the bottom graph, The MPLs are set to sacrifice a maximum of 20% throughput.
Observe that workloads 5, 9, and 10 have been cut off. The values for these workloads in (top) are
(7.6 sec, 76.864 sec), (26.2 sec, 111 sec), and (9.4 sec, 50.9 sec), respectively, and in (bottom) are
(4.1 sec, 79.3 sec) (15 sec 112 sec) (4.2 sec and 51.9 sec) respectively.
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Our experiments include a vast array of 17 experimental setups (see Table 9.2) spanning a variety

of hardware configurations (1–6 disks, 1–2 cpus, main memory from 512 MB - 3 GB), many different

workloads (lock-bound, CPU bound, I/O bound, multi-resource), and different DBMS (Shore, IBM

DB2).

Experimentally, we find that the optimal choice of the MPL varies across the experimental setup

studied. However in all experimental setups there is always some feasible MPL that manages to

satisfy both the conflicting goals of not hurting throughput or response time while providing suffi-

cient prioritization differentiation between classes. On average across our 17 experimental setups,

we achieve a factor of 12 differentiation in mean response time between high and low priority trans-

actions, while only sacrificing 5% of the total throughput and only increasing overall mean response

time by 6%, in the case where 10% of our transactions are high priority. While prioritization is so

helpful to high priority transactions (factor of 12 improvement), it only slightly penalizes low-priority

transactions, by only 16%. These numbers are flexible in that one can always trade off a greater sac-

rifice in throughput and low priority performance for a greater gain in prioritization differentiation,

and we present such numbers. Interestingly, the values of the MPLs that meet all the above goals

are quite low, compared with the typical number of users associated with the above experimental

setup workloads. For example in all our experimental setups, we find that the ideal MPL is at or

below 20.

Despite these encouraging experimental results, it is still difficult to generalize these findings to

larger systems. Our results are limited to only 1–6 disks, 2 cpus, and benchmark-type workloads,

rather than real workloads. Therefore, we next explore these same issues using analysis, where

we can quickly ascertain the effect of more resources and further analyze the effect of workload

characteristics including a huge range of variability in the transaction service demands.

Our first analytical contribution is that even with simplistic analytical queueing models, we are

able to validate the experimental results above, obtaining similar numbers for overall throughput

and response time as a function of MPL. The second contribution is that the analysis enables us to

find surprising and interesting trends with respect to setting the MPL in larger and more variable

systems. For example, we show that with respect to throughput loss, the minimum MPL required
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to limit the throughput loss to some fixed value (e.g. 5% loss) grows linearly in the worst case

with the number of utilized resources in the system. This is a positive result in that the population

size utilizing the system is also likely to grow proportionately to the number of resources in the

system, and hence the optimal MPL will always be a small fraction of the overall number of clients,

even for larger systems than we are able to study experimentally. We also find analytically that as

the variability of the workload increases, one needs a higher MPL to avoid increasing overall mean

response time. However this increase in the MPL seems to be a slow-growing function, allowing a

low MPL even when the workload variability is high, e.g., C2 = 15.

In conclusion, we have developed a framework for effectively scheduling transactions outside the

DBMS, without touching DBMS internals. We apply the external scheduling approach to the problem

of transaction prioritization and compare its effectiveness to internal approaches. We find that

differentiation through external scheduling can achieve results close to internal scheduling without

a significant loss in throughput or other negative side effects. We will show in the next chapter

how the external scheduling framework can be used to achieve more complex QoS goals, such as

meeting response time targets, targets on the percentile of the response time, or reducing variability

in response times.
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Chapter 10

Achieving complex QoS goals for

OLTP workloads

“Can we do more than just providing priorities?”

In the previous chapter we developed an external front end scheduler for providing simple priority

differentation among classes of transactions. In many cases simple prioritization is not enough. For

example, certain clients may demand, as part of their Service Level Agreements (SLA), specific QoS

guarantees such as a guaranteed response time, or a guaranteed level of variability. Also, retailers

may want to aim for different response time targets for different transaction types, given that recent

studies [44, 39] show that the patience level of customers varies depending on the type of transaction

(e.g., customers are more tolerant of long search times and less tolerant of long purchase times).

Furthermore, previous research [43] indicates that users may judge a relatively fast service still

unacceptable unless it is also predictable. This motivates the need for more general QoS goals such

as percentile goals, where x% of response times for a class are guaranteed to be below some value y,

or goals which limit variability in response time.

The goal in this chapter is to extend the external scheduler from the previous chapter to a more

general scheduling framework with support for complex, class-based QoS targets. The following are

the high-level design goals for the system we want to develop:
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Diverse per-class QoS target metrics Ideally our system should allow for an arbitrary number

of different classes, where the classes can differ in their arrival rates, transaction types, etc. Each

class is associated with one or more QoS targets for (per-class) mean response time, percentiles

of response time, variability in response time, best effort, or any combination thereof.

Portability and ease of implementation Our system should be portable across DBMS, and easy

to implement.

Self-tuning and self-adaptive Our system should ideally have very few parameters, all of which

are determined by the system, as a function of the QoS targets, without intervention of the

database administrator. The system should also automatically self-adapt to changes in the

workloads and QoS targets.

Effective across workloads Database workloads are diverse with respect to their resource utiliza-

tion characteristics (CPU, I/O, etc.). We aim for a solution which is effective in a large range

of workloads.

No sacrifice in throughput & overall mean time Achieving per-class targets should not come

at the cost of an increase in the overall (over all classes) mean response time or a drop in overall

throughput.

With respect to the above design goals, the prior work is limited. Although there is a tremendous

amount of work in the area of real-time DBMS (RTDBMS), this work is concerned with deadlines

rather than any target involving mean response time. Commercial DBMS provide a vague sense

of priorities; however these are not associated with response time targets. There has been work

involving per-class response time guarantees [186, 48, 47, 107]; however these approaches are limited

in portability in that they require modifying database internals (e.g. the bufferpool manager) to

achieve their goals. Existing mechanisms also often focus on only one resource (e.g. the bufferpool)

limiting the effectiveness across different workloads.

Our approach aims at achieving the above design goals through an external front end scheduler.

As explained in the previous chapter the scheduler maintains an upper limit on the number of
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MPL=4incoming
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Figure 10.1: Simplified view of mechanism used to achieve QoS goals. A fixed limited number of
transactions (MPL=4) are allowed into the DBMS simultaneously. The remaining transactions are
held in an unlimited external queue. Response time is the time from when a transaction arrives until
it completes, including queueing time.

transactions executing simultaneously within the DBMS (called the Multi-Programming Limit, or

“MPL”), as shown in Figure 10.1. If a transaction arrives and finds MPL number of transactions

already in the DBMS, the arriving transaction is held back in an external queue (no transactions

are dropped). Response time for a transaction includes both waiting time in the external queue

(queueing time) and time spent within the DBMS (execution time).

The immediately apparent attribute of our approach is that it lends itself to portability and ease

of implementation as there is no dependence on DBMS internals. With respect to obtaining diverse

QoS goals, the core idea is that by maintaining a very low MPL, we are able to predict the time that

a transaction spends within the database (execution time). This in turn gives us an upper bound

on the queueing time for a transaction, which can be used by the scheduler in order to ensure that

QoS targets are met. The actual algorithms that we use are obviously more complex and rely on

queueing analysis in order to meet a more diverse set of QoS goals, and behave in a self-adaptive

manner.

Part of the difficulty inherent in achieving QoS goals is that obviously not every arbitrary goal

is feasible. We distinguish between two types of infeasible goals. The first one comprises goals that

cannot be achieved due to a simple lack of system resources (e.g. suppose every class desires a

really low response time guarantee). In our work we start by identifying the class of feasible QoS

targets. There are two obvious sources of limitations for what QoS targets are feasible: (i) the per-

class mean response time cannot be lower than the mean response time of the transactions in that

class when run in isolation; (ii) We don’t expect the overall mean response time under class-based

prioritization to be lower than for the unprioritized system. That is the weighted average over all
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per-class mean response time targets is not expected to be lower than the mean response time in the

original unprioritized system.

The second type of goals that cannot be achieved has to do with the limitations of our external

scheduling approach. We have seen in the previous chapter that the MPL cannot below some

threshold, or else the result will be a decrease in overall throughput or increase in overall response

time. However, some QoS goals might require setting the MPL lower than that threshold in order

to have sufficient control over the transactions.

After determining that the QoS goals are feasible and choosing the appropriate MPL, we move

on to our additional design goals of self-tuning and self-adaptivity. Towards this end, we develop

algorithms for dynamically tuning the MPL based on the instantaneous response time measurements

and the QoS targets.

We demonstrate the effectiveness of our solution in experiments with two different DBMS, IBM

DB2 and PostgreSQL. We create a range of workloads, including CPU-bound, I/O-bound, and high

vs. low lock contention workloads, based on different configurations of TPC-C[69] and TPC-W[198].

We show that our solutions apply equally well under the full range of workloads studied, although

the MPL parameter must be varied depending on the workload. The reason is that the core idea of

limiting the MPL reduces contention within the DBMS at the bottleneck resource, independent of

what the particular bottleneck resource is.

The chapter is organized as follows: Section 10.1 reviews related work. In Section 10.3 we describe

our external scheduling approach in detail and then demonstrate the effectiveness of our approach

in achieving a large range of different types of QoS goals. We conclude in Section 10.5.

10.1 Existing approaches

Below we describe prior work on providing response time guarantees for DBMS transactions. Most of

the work is in the area of real-time DBMS (RTDBMS), which is concerned with deadlines rather than

any target involving mean response time. Commercial DBMS provide a vague sense of priorities;

however these are not associated with response time targets. The little work that involves per-class

guarantees is primarily simulation-only, is limited to mean response time targets only, and is not
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portable in that it requires the modification of database internals (e.g. the bufferpool manager).

Work on RTDBMS

In Real-time DBMS, there is a deadline (typically a hard deadline) associated with each transaction.

The goals of RTDBMS is to minimize the number of transactions which miss their deadlines. If a hard

deadline is missed, the transaction is dropped. Examples of work in this area include: [5, 7, 8, 9, 98].

This work is different from our own in that it does not allow for mean response time targets.

Also, in our work, no transactions are dropped. The RTDBMS typically involves using a specialized

DBMS, and the mechanism is implemented internally, making it less portable. Kang et al. [107]

generalize the above deadline metric for main memory DBMS to allow for per-class guarantees on

the rate of missed deadlines, although mean response time targets are not considered.

Commercial DBMS

As a testament to the importance of the problem of providing different service levels most commercial

DBMS provide priority mechanisms in some form. For example, both IBM DB2 [122] and Oracle

[172] offer CPU scheduling tools for prioritizing transactions. Although different classes are given

different priorities with respect to system resources, it is not clear how these priority levels relate to

achieving specific response time targets. Towards this end, Kraiss et al. [115] try to map each class

to some fixed priority such that scheduling based on priorities will meet the desired response time

targets. Such an assignment of priorities to classes does not always exist.

Towards per-class mean response time targets

Carey et al., [52], consider the situation of two classes, where they strive to make the mean response

time for the high priority class as low as possible by scheduling internal DBMS resources on a

read-only workload. Their work is a simulation study. In our recent work [138] we consider the

same problem for a more general workload (TPC-C and TPC-W) under a variety of DBMS via an

implementation of (DBMS internal) lock scheduling and CPU scheduling.

More closely related to our current work are the following papers, [47, 48, 186], all of which
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Workload Benchmark Configuration Data-
base

WIO>CPU TPC-C 10 warehouses, 1GB
100 clients

WIO TPC-C 40 warehouses, 4GB
100 clients

WCPU TPC-W 100 EBs, 300MB
Browsing 10K items,

140K customers

WCPU>IO TPC-W 100 EBs, 300MB
Shopping 10K items,

140K customers

IO load low IO load high

CPU load low N/A WIO

CPU load high WCPU
WIO>CPU

WCPU>IO

Table 10.1: Description of the workloads used in the experiments. The top table shows the benchmarks
and configurations used for each workload. The bottom table shows the resource utilization for each
workload. (100 EBs denotes 100 emulated browsers).

have multiple classes each with a different mean response time goal. Other QoS goals are not

considered. Their approach is to schedule internal memory (buffer pool management). The above

are all simulation studies.

Some work that is not directly related to our own, but is still relevant is the work of Gillmann

et al., [87]. Gillmann et al. do not consider the case of multiple classes with per-class response

time goals; however, they do look at achieving an overall mean response time target for workflow

management systems by configuring the set of replicated servers. Additional tangentially related

work deals with using external scheduling and admission control to combat overload conditions in

DBMS [111, 95, 146, 53, 78].
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10.2 Experimental setup

As representative workloads for transactional web applications, we choose the TPC-C [69] and TPC-

W [198] benchmarks. The TPC-C workload in this study is generated using software developed at

IBM. The TPC-W workload is generated using the TPC-W Kit from PHARM [49], though minor

modifications are made to improve performance, including rewriting the connection pooling algorithm

to reduce overhead.

Different configurations of these workloads (number of warehouses, number of clients) result in

different levels of resource utilization for the hardware resources: CPU and I/O. We experiment with

4 different configurations of TPC-C and TPC-W as shown in Table 10.1(top). We chose these configu-

rations in order to cover different combinations of resource utilization levels (see Table 10.1(bottom)).

In addition, varying the configuration will also result in different levels of lock contention [138]. For

example, lock contention is a large component of a transaction’s lifetime in workloads WI0 and

WI0>CPU , but not in the other workloads.

The TPC-C and TPC-W benchmarks are defined to be used as closed systems, and we use them

this way. We assume a zero “think time” throughout. All results have been repeated with non-zero

think times, and with open system configurations and results have been found to be similar. Unless

otherwise stated, we show only the results for zero think times, allowing us to focus on the effect of

varying the MPL in all the graphs.

The DBMS we experiment with are IBM DB2 [122] version 8.1, and PostgreSQL [164] version

7.3. Due to lack of space, all results graphs throughout the chapter pertain to the IBM DB2 DBMS.

Results for PostgreSQL are very similar and we describe these in words only. In all experiments

the DBMS is running on a 2.4-GHz Pentium 4 with 3GB RAM, running Linux 2.4.23, with a buffer

pool size of 2GB. The machine is equipped with two 120GB IDE drives, one of which we use for

the database log and the other one for the data. The client generator is run on a separate machine

with the same specifications as the database server, and is directly connected to the database server

through a network switch.
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10.3 Achieving Response Time targets

T Q Mean time transactions spend waiting in external queue in system with external scheduling
T DBMS Mean time transactions spend executing in the DBMS in system with external scheduling

T Q
i Mean time transactions in classe i spend waiting in external queue

T DBMS
i Mean time transactions in class i spend executing in the DBMS in system with external scheduling

T Overall mean response time, i.e. sum of TQ and TDBMS

R Mean response time in original (no external scheduling) system
Ri Mean response time of class i transactions in original (no external scheduling) system
τi Mean response time target of class i
pi Fraction of transactions that are class i

tcurr current time

T x%
i x-th percentile of Ti

T DBMS x%
i x-th percentile of T DBMS

i

τx%
i Target for x-th percentile of Ti

Table 10.2: Notation

We assume that the system administrator assigns each transaction to one of an arbitrary number

of classes, n, depending on its QoS goal. In this section we assume that each of the QoS goals is

a specific mean response time target for each class. Specifically, class i transactions have a target

mean response time of τi.

Throughout this section we will show results for two representative workloads: WIO and WCPU ,

using a fixed MPL of 20, unless otherwise stated. We choose an MPL of 20 because for our workloads

this MPL is high enough that neither throughput nor overall mean response time is sacrificed.

10.3.1 Notation

The notation we use in order to formally explain the external scheduling algorithms is summarized

in Table 10.2, and is straightforward. The mean response time of transactions is denoted by T , and

can be divided into TQ and TDBMS, where the former denotes the mean time the transactions spend

queueing externally to the DBMS and the latter quantity is the mean time that the transactions

spend within the DBMS. That is,

T = TQ + TDBMS
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We assume that there is a mechanism for measuring these response times. Furthermore, we denote

the per-class response times via a subscript i denoting class i, where Ti denotes the mean response

time for class i transactions, and

Ti = TQ
i + TDBMS

i

We assume that per-class response times can also be measured. Notice that the above notation is

different from the τi’s which denotes the ith class’ mean response time target. Lastly, we define R

to be the mean response time in the original system, without external scheduling. The remaining

notation will be explained as needed.

10.3.2 The basic algorithm

The external scheduling approach is based on setting the MPL so that the time spent within the

DBMS is low and predictable. At a high level, the external scheduling algorithm works as follows:

Given a set of response time targets {τ1, . . . , τn}, we start by limiting the MPL such that for each

class the expected time within the DBMS is lower than the class’ response time target, that is for

each class i we ensure that

TDBMS
i < τi

The remaining question is how to order the transactions within the external queue. Observe that

since for each class i we know its mean database execution time TDBMS
i and we know its overall

mean target response time τi, we can determine how much “slack” we have in scheduling transactions

from this class: transactions in class i can afford on average to wait up to but not more than

si = τi − TDBMS
i

time units in the external queue before they should start executing in the DBMS.

Based on the slack of a transaction we compute a timestamp for when the transaction should

be dispatched out of the external queue and into the DBMS, which we call the dispatch target time.
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Formally, if a new transaction of class i arrives at time ta its dispatch target td is

td = ta + si = ta + τi − TDBMS
i .

Whenever a transaction completes at the DBMS, and we have to pick the next transaction for

execution from the external queue, we pick the transactions in increasing order of their dispatch

targets (td value).

The viability of the above algorithm will be demonstrated experimentally. The above high-level

description omits several issues which come up when the algorithm is implemented in practice. First,

a database adminstrator needs a method for determining whether the set {τ1, . . . , τn} is feasible. Sec-

ond, we would like our algorithm to adjust to fluctuations in system load without having to drop

transactions. Lastly, there are practical questions about how to choose and adjust the MPL. Below

we address these practical concerns.

10.3.3 Feasibility of assignment

We describe a simple condition for determining whether a set of per-class mean response time targets

is feasible, i.e., whether the set of targets is achievable via some algorithm.

150 200 250 300
0

5

10

15

20

Load (Number of clients)

Me
an

 re
sp

on
se

 tim
e (

se
c)

Best effort
Target Resp 1.3 sec
Target Resp 0.6 sec

150 200 250 300
0

5

10

15

Load (Number of clients)

Me
an

 re
sp

on
se

 tim
e (

se
c)

Target Resp 2.4 sec
Target Resp 1.3 sec
Target Resp 0.6 sec

Figure 10.2: The graphs show the response times for three classes and workload WIO with increasing
load (i.e. increasing number of clients).

We start by defining the overall target mean response time (aggregated over all classes):

τoverall =
n∑

i=1

pi · τi
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Recall R represents the mean response time in the original system (without scheduling).

Obviously a necessary condition for achieving the individual τi’s (via some ordering of the external

queue) is that

τoverall > R

We now argue (only intuitively) that this also represents a sufficient condition. The crux of

the argument is that the external scheduling (with the limited MPL) does not increase the overall

measured mean response time T as compared with the original R. That is, when the MPL is chosen

carefully (e.g. as described in the previous chapter),

T ≈ R

Hence the above condition also implies

τoverall > T

which is sufficent.

10.3.4 Fluctuations in system load

Thus far, the response time targets have been chosen assuming a fixed system load (arrival process).

During the day, however, the system load may fluctuate. Assuming that the system is never in

overload, there should be no need to drop transactions, but the load might rise too high for the

current set of targets to be feasible, i.e.

T > τoverall

We present two approaches for handling this case.

The first approach assumes it is more important for some classes to stay within their target

than for others. The system adminstrator indicates this by specifying a priority for each class,

in addition to specifying per-class response time targets. These priorities only become effective

when load conditions make the per-class targets no longer feasible (i.e. T > τoverall). We detect

this situation by checking whether there are any “late” transactions in the external queue, i.e.,
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transactions that have already missed their dispatch target. If tcurr is the current time and td is the

transaction’s dispatch target time, then late transactions as those for whom

tcurr > td

Whenever we have to choose a new transaction for execution in the DBMS from the external queue,

we first check whether there are transactions that are late. If there are, we pick the transaction with

the highest priority among the late transactions. If there are no late transactions in the queue, we

schedule as usual in the order of the dispatch targets.

An alternative approach is to carry the burden of the excess load equally among all the classes.

The burden will be proportionately shared between the classes in the following way: For each trans-

action we compute its lateness, `, as

` = tcurr − td

When scheduling late transactions, we consider the relative lateness, `rel, of the transaction normal-

ized by its target response time τ . Relative lateness is defined as

`rel = `/τ = (tcurr − td)/τ

Whenever we choose a transaction for execution in the DBMS from the external queue, we first check

whether there are transactions that are late. If there are late transactions in the queue, we pick the

transaction with the largest relative lateness, `rel, for execution. If there are no late transactions in

the queue, we schedule as usual solely based on the dispatch targets.

10.3.5 Tuning and adapting the MPL

There are two important constraints in choosing the MPL for external scheduling. The first con-

straint, which we’ve discussed already, is that the MPL be high enough so that there is little or no

loss in throughput or increase in mean response time. The second constraint is that the MPL must
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be low enough to ensure that for each class i

TDBMS
i < τi

holds, i.e. the mean execution time in the DBMS is less than its response time target. We describe

below how to achieve the second constraint.

The main observation is that the expected execution time T is linear in the MPL value. This

follows from [127] and agrees with experiments (Figure 10.3). (In the case of WCPU , the line is not as

straight as for WIO, since the workload is created using TPC-W which exhibits a very high variability

in service times, leading to higher variability in experimental results.) Based on this observation, we
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Figure 10.3: The mean execution time as a function of the MPL under WIO and WCPU .

can tune the MPL in a simple control loop:

1. Periodically monitor the per-class execution times TDBMS
i .

2. Adjust the MPL if for any class i the mean execution time increases above the per-class target,

i.e.

TDBMS
i > τi

3. Assuming that for some class the execution time is a factor of f > 1 times the per-class target

goal, i.e.

TDBMS
i = f · τi
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we adjust the MPL as follows:

MPLnew := MPLold · 1/f

The above algorithm involves multiplicative adjustments. In practice, combining this with small

constant adjustments, when close to the target, works well. We find that for obtaining a good

estimate of the mean execution time in step 1) it suffices to sample a few hundred transactions in

the case of WIO and a few thousand transactions in the case of WCPU (due to the inherently higher

variability of workload WCPU ). In our experiments the above tuning algorithm finds the optimal

MPL with at most 10 iterations.

While our approach presents a simple ad-hoc controller for tuning the MPL, it’s an interesting

question for future work to develop a controller that provides theoretical guarantees regarding stabil-

ity and speed of convergence. One possible approach would be to follow the guidelines for designing

controllable computer systems presented in the recent work by Karamanolis et al. [110].

10.3.6 Results for mean response time targets

Tables 10.3 and 10.4 show results for WI0 and WCPU respectively under IBM DB2. Results are

shown in the “Measured” column corresponding to the QoS target specified in the previous two

columns. Mean and max values are specified for a sequence of 10 experimental runs, each consisting

of 25,000 transactions. At the moment, we are only concerned with the first two rows of these tables,

which consider per-class response time targets. We have experimented with three different classes

with different targets and frequencies. As shown in the tables, we are always able to achieve within

3% of the desired per-class response time targets for WIO (Table 10.3) and within 10% of the desired

per-class response time targets for WCPU (Table 10.4). Recall that WCPU corresponds to the TPC-

W workload which is more variable. Results are slightly worse for PostgreSQL, but still are within

15% of the targets.

We next present results corresponding to the second row of Table 10.3, where we now allow
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Experiment
type

Class Frequency Priority QoS goal Target
Measured

Mean Max Avg. error

Re-
sponse
times

C1 10% 1 Resp Time 0.7 sec 0.725 0.728 3.5%
C2 20% 2 Resp Time 1 sec 1.02 1.029 2.0%
C3 70% N/A Best effort N/A 1.60 1.69 N/A

Re-
sponse
times

C1 40% 1 Resp Time 0.6 sec 0.653 0.657 8.0%
C2 40% 2 Resp Time 1.3 sec 1.366 1.37 5.0%
C3 20% N/A Best effort N/A 2.54 2.59 N/A

Percentiles
C1 10% 1 80th %tile 1 sec 0.98 1.026 0%
C2 10% 2 95th %tile 2 sec 2.03 2.159 1.0%

C3 80% N/A Best effort N/A
80th %tile: 1.96 2.01 N/A
95th %tile: 2.51 2.89 N/A

Percentiles
C1 20% 1 80th %tile 1 sec 0.981 1.06 0%
C2 20% 2 95th %tile 2 sec 2.002 2.018 .1%
C3 60% N/A Best effort N/A 80th %tile: 2.08 2.18 N/A

95th %tile: 2.69 2.77 N/A

Variability C1 100% 1 Reduce var N/A
C2 = 0.108

(before C2 = 2.3)

Combined

C1 10% 1 Resp Time 0.7 sec 0.73 0.78 4.0%
C2 10% 2 Resp Time 1 sec 0.98 1.09 2.0%
C3 10% 3 80th %tile 1 sec 0.978 0.99 2.0%
C4 10% 4 95th %tile 2 sec 2.04 2.1 2.0%
C5 60% N/A Best effort N/A 1.7

Table 10.3: Summary of results for different QoS targets for WIO.
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Experiment
type

Class Frequency Priority QoS goal Target
Measured

Mean Max Avrg. error

Re-
sponse
times

C1 10% 1 Resp Time 3 sec 3.37 3.570 12%
C2 20% 2 Resp Time 6 sec 6.564 6642 9%
C3 70% N/A Best effort N/A 10.6 10.8 N/A

Re-
sponse
times

C1 25% 1 Resp Time 2.5 sec 2.79 3.15 11%
C2 25% 2 Resp Time 6.5 sec 6.6 7.4 1.5%
C3 50% N/A Best effort N/A 12.9 14.08 N/A

Percentiles
C1 10% 1 80th %tile 3 sec 3.068 2.7%
C2 10% 2 95th %tile 12 sec 5.9 6.2 0%
C3 80% N/A Best effort NA 80th %tile: 16.1 16.5 N/A

95th %tile: 19.6 21.4 N/A

Percentiles
C1 20% 1 80th %tile 3 sec 2.7 2.89 0%
C2 20% 2 95th %tile 9 sec 7.9 8.4 0%
C3 60% N/A Best effort N/A 80th %tile: 12.01 12.08 N/A

90th %tile: 19.3 20.0 N/A

Variability C1 100% 1 Reduce var N/A
C2 = 0.19

(before C2 = 15)

Combined

C1 10% 1 Resp Time 3 sec 3.271 3.520 9%
C2 10% 2 Resp Time 6 sec 6.285 6.678 6%
C3 10% 3 80th %tile 2.5 sec 2.701 2.945 8%
C4 60% N/A Best effort N/A 80th %tile 11.8 12.4 N/A

95th %tile 19.2 20.4 N/A
Mean 10.5 10.9 N/A

Table 10.4: Summary of results for different QoS targets for WCPU .
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the load to fluctuate from 100 clients to 300 clients. We implement the two approaches described

above for dealing with fluctuating load. In the first approach, the targets for the first two classes are

maintained despite the load increase, while only the third (best effort) class suffers. These results

for IBM DB2 are shown in Figure 10.2 (left). Observe that the first two classes have nearly constant

response times across all loads. In the second approach, we share the burden across all the classes.

The results are shown in Figure 10.2 (right), for the case where the third class has target response

time 2.4 seconds. In this figure, the response time of all classes increases by the same factor as load

increases.

10.4 More complex QoS goals

In this section we consider more complex QoS goals. These include: Reducing overall variance in

response times (aggregated over all class transactions)(Section 10.4.1); and achieving targets on the

xth percentile of response time for multiple classes (Section 10.4.2).

10.4.1 Reducing variance

In addition to desiring low mean response time, users are equally desirous of low variability in response

times [43]. Both WCPU and WIO benchmarks are composed of a fixed set of transaction types. We

find that although the variance within each transaction type is not too high, the overall variance

in response time across all transaction types is quite high. Specifically, for WCPU , the squared

coefficient of variation (C2) for individual transaction types ranges from C2 = 2 to C2 = 5; however

over all transaction types, we measure C2 = 15. WIO is less variable. For individual transaction

types we measure values ranging from C2 = .15 to C2 = 0.8, while looking across all transaction

types we measure C2 = 2.3. As a reference point, the exponential distribution has C2 = 1.

Figure 10.4(left column) shows the (original) response times for the different transactions under

WCPU and WIO, for IBM DB2. Our approach to combatting variability is to decrease the response

time of the long transactions (by giving them priority) and in exchange increase the response time

of the short transactions, where the goal is to make all transaction response times as close to the

overall mean response time as possible. This turns out to be possible because in typical workloads
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the fraction of transactions with very long response times is quite small as compared with the fraction

of transactions with short response times (as in the “80-20 rule”). Figure 10.4(right column) shows

the results of equalizing the response times, hence greatly decreasing variance. Under IBM DB2, for

WCPU we are able to decrease C2 from 15 to 0.19. For WIO we are able to decrease C2 from 2.3 to

0.11. These results are summarized in Tables 10.3 and 10.4. Under PostgreSQL, for WCPU we are

able to decrease C2 from 14 to 0.09. For WIO we are able to decrease C2 from 1.6 to 0.8.

The exact algorithm for reducing variability is easy to implement within our external scheduling

framework. We start with the measured overall mean response time of the original system R. We

denote the mean response time for the ith transaction type by Ti. Initially some of the Ti’s are higher

than R and some are lower. To make the system more predictable, we assign type i transactions a

target mean response time of τi = R. We then apply the standard method for achieving per-class

target mean response times.

For this method to work, it is important to note that it is desirable that the variability within

each type is low, so that each type is more predictable. For many OLTP servers, e.g. the database

backend of a Web site, this is the case: There are a limited number of possible transaction types that

the user interface allows for, e.g. ordering, product search, retrieving shopping cart contents, and

these transaction types are each limited in scope, resulting in low response time variability within

each type.

10.4.2 Meeting xth percentile targets

Mean target response times are loose in that they can be heavily influenced by a small percentage of

transactions. It is conceivable that some customers might prefer stronger guarantees, namely that

90%, say, of their transactions have response times strictly below some target. In this section we

describe how to obtain per-class percentile target guarantees.

Consider the example of setting a 90th percentile target denoted by τ90%
i for the transactions in

class i. Our approach for mean response time targets doesn’t apply to percentile targets. Thus we

need a new approach. Our percentile target approach has two parts: We first determine an MPL

value which ensures a 90th percentile goal on just the execution time TDBMS
i . We refer to the 90th
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Figure 10.4: QoS goal reducing variability: Results for WCPU(top) and WIO(bottom).

percentile of execution times as TDBMS 90%
i . We next define an algorithm for scheduling the external

queue that uses TDBMS 90%

i to achieve a 90th percentile goal on the response time for class i.

We solve the first part (achieving a given TDBMS 90%

i ) by “pretending” that our DBMS is a true

Processor-Sharing (PS) server. If this is true, then it follows that the TDBMS 90%

i scales linearly

with the expected number of transactions at the server and the service demand of the transaction

(This is based on the queueing-theoretic result that under M/G/1/PS, for a given transaction, its

expected response time is proportional to both the number of transactions at the server and its

service demand). This enables us to pick an MPL which results in the desired TDBMS90%

i for all i.

The above argument hinges on the assumption that our DBMS behaves similarly to a PS server with

respect to the linear scaling of percentile response times as a function of MPL. Our experimental

results in Figure 10.5 show that this assumption is in fact valid for our workloads running under IBM

DB2. Although not shown, we find that the same result holds for PostgreSQL. We add a disclaimer

that the above algorithm works best when all classes have a similar mix of transactions. This was

not a necessary condition on all of our previous QoS algorithms, and is needed only here. If that

condition is not met, the control loop that adjusts the MPL needs to be more complex.

The second step of our approach is to convert TDBMS,90%
i into a 90th percentile result for response

time. Observe that if the queueing time TQ
i is bounded by some c, the resulting 90th percentile
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response time is bounded by

T 90%
i ≤ c + TDBMS,90%

i

That means, when scheduling a transaction, in order to ensure a given percentile target τ90%
i , i.e.

ensure that

T 90%
i ≤ τ90%

i

the amount of slack we have in scheduling this transaction is

τ90%
i − TDBMS,90%

i

We can hence translate percentile goals to dispatch targets as follows: assign a transaction with

target goal τ90%
i the dispatch target of:

td = tcurr + τ90%
i − TDBMS,90%

i

As before we schedule transactions from the queue in order of increasing dispatch targets.

Tables 10.3 and 10.4 show results for various experiments with per-class percentile target goals

under IBM DB2. As shown, in all experiments, for both workloads, we are able to achieve our

percentile response time targets usually within 3%. For our exeriments with PostgreSQL this number

becomes 10%.
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10.4.3 Combination goals

Finally, it is quite plausible that (i) different customer classes might desire different types of QoS

goals, and (ii) a given customer class might simultaneously request multiple target goals (e.g., a goal

for the mean and a percentile goal). Both of these “combination” scenarios are easy to achieve in

our external scheduling framework since all goals are immediately mapped to dispatch targets and

transactions are then pulled from the external queue in order of these targets. A transaction having

multiple QoS goals is assigned the most stringent of all of its corresponding dispatch targets.

Some results involving combination goals are shown for IBM DB2 in Tables 10.3 and 10.4, and

all targets are achieved with very high accuracy.

10.5 Summary

In this chapter we investigate the question of providing complex QoS goals for OLTP transactions.

Our solution is based on the external scheduling framework we started to develop in the previous

chapter. Our external scheduling mechanism limits the number of concurrent transactions (MPL)

within the DBMS, holding all remaining transactions in an external queue.

We find that for our workloads there is a good range of MPL values which allow us to achieve

complex, per-class QoS targets without hurting overall system performance with respect to through-

put and overall mean response time. The algorithms needed to achieve the target QoS goals are

non-obvious and rely on queueing theory results and analyses. Queueing theory is an integral part

of both algorithm design and also feasibility arguments used in the previous chapter. All of our

algorithms, including the adaptive ones, are straightforward to implement.

We demonstrate that the above algorithms are effective on our benchmark based workloads,

including CPU bound, I/O bound and lock bound workloads, in situtations with multiple classes

and multiple targets per class. However, it is desirable to experiment with other real workloads to

further validate the algorithms.
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Chapter 11

Conclusion and impact

Many time-sensitive applications rely on a DBMS back-end. From the perspective of these applica-

tions, the DBMS is an unpredictable, mysterious black box. Transactions are sent into the DBMS

and may take either a very short time (msec) or a very long time (tens of secs), depending largely

on the other transactions concurrently in the DBMS.

This chapter aims to make DBMS response time more predictable by providing a DBA with

tools for assigning transactions to different QoS classes. For each class a DBA can specify QoS

targets, such as per-class priorities, target response times, percentile targets, variability targets, and

combinations of targets.

We have investigated two different approaches for providing QoS for OLTP transactions, internal

and external scheduling. In the internal approach the scheduling is integrated into the DBMS,

allowing for maximum control over the DBMS resources. In the external approach scheduling is

applied to an external queue, which is created by limiting the number of transactions concurrently

executing inside the DBMS (MPL) .

Both approaches have advantages and disadvantages. The internal approach requires knowledge

of the resource utilization of the workload, since only scheduling at the bottleneck resource is effective.

Moreover, it’s implementation relies on modifications to database code. The external approach

is resource independent and can be implemented at the application level. However, if not done

carefully, it can harm the system’s throughput and mean response times, since it requires reducing
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the concurrency (MPL) inside the DBMS.

In this part of the thesis we study both approaches in detail, using TPC-C and TPC-W workloads

and several different general-purpose DBMS. We find that internal priority scheduling using simple

policies can yield significant performance improvements for high priority transactions. The best

performance for high priority transactions was achieved with preemptive scheduling policies, i.e.

policies that abort low-priority transactions that are blocking high priority transactions. However,

the simple preemptive policies we have studied impose a huge response time penalties for low-priority

transactions. This result suggests that more selective preemptive algorithms are an interesting avenue

for future research. We discuss such algorithms in Section 11.1 below.

With respect to external scheduling, we begin with an experimental study of the trade-off between

maximizing scheduling control, and minimizing negative side effects such as loss in throughput. We

find that, in particular for multi-resource systems, a too low MPL can dramatically hurt throughput

and therefore a careful choice of the MPL is imperative. However, we also show that for all workloads

there exists some feasible MPL that manages to satisfy both the conflicting goals of not hurting

throughput or response time while providing sufficient prioritization differentiation between classes.

We develop analytical tools for optimizing the MPL and algorithms for scheduling the external queue

in order to achieve complex QoS targets. The advantage of external scheduling is that it is done at

the application level and therefore very portable. We discuss extensions and the general applicability

of our external scheduling framework in Section 11.2.

11.1 More selective preemptive algorithms for internal scheduling

The excessive penalty for low-priority transactions under simple preemptive priority scheduling in-

dicates that a preemptive policy needs to be more selective about which transactions to preempt.

We have experimented with several policies that try to predict a victim transaction’s remaining

life expectancy and the cost of rolling back the victim to determine whether to preempt or wait. The

first idea is to use the number of locks held by the victim to predict its remaining age. If it holds

many, it is almost finished, but if it holds few, it is just starting. Second, we use the “wall-clock” age

of the victim as a predictor. We find these are both poor predictors of transaction life-expectancy.
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In our related work[139] not contained in this thesis we use statistical analysis to study in more

detail why simple preemptive schemes fail. We find that the high penalty for low-priority transactions

is due to the work wasted on preempted transactions. Moreover, our analysis indicates that the

remaining life expectancy of a transactions is large if this transaction is blocked waiting for a lock.

Based on this observation we suggest the Preempt-on-Wait (POW) policy, which preempts a low-

priority transaction L, which blocks high-priority H, as soon as L must wait for another lock. We

find that POW outperforms each of the other policies studied in Chapter 8 on the metric of average

high- and low-priority transaction response times.

11.2 More general applicability of external scheduling

Our work on external scheduling focuses on OLTP database workloads and three different types of

class-based QoS goals related to response times and predictability. The applications we consider are

the database back-end of an online store, represented by the TPC-W benchmark, and an order-entry

environment, represented by the TPC-C benchmark. While our experimental work is limited to this

particular setting, we believe that there are many possible extensions and interesting directions for

future research, which we describe below.

First, while the work in this chapter focuses on three particular types of QoS targets, one of the

main contribution of our work is the development of an external scheduling framework that sepa-

rates the scheduling from the database code. In the internal approach a database developer needs

to modify database code to implement a given policy for QoS management. As a results, a database

administrator managing a web site is limited to whatever QoS policies the DBMS supports. In par-

ticular, there’s no flexibility in implementing application specific scheduling policies. By moving the

scheduling outside the DBMS, any possible scheduling policy can be implemented at the application

level, without any support by the DBMS. We will illustrate the broad applicability of the external

scheduling approach in the next chapter, where we will show how it can be used to achieve more

complex QoS goals, such as meeting response time targets, targets on the percentile of the response

time, or reducing variability in response times.

Second, our external scheduling approach is extremely portable, not just to different DBMS, but
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also to other types of back-end servers. The queuing theoretic and Markov-chain based analysis

in this chapter do not depend on the server being a DBMS and apply to general systems as well.

Our work answers questions that have been previously posed in the context of different applications

and systems. For example, the very recent work by Chase et al. [106] introduces a method for

storage service utility that also relies on choosing an MPL that allows for effective scheduling without

compromising overall system efficiency. However, the question of how to choose this MPL is left open

in this paper.

Third, in all our experiments the queueing theoretic methods lead to fast convergence times in

adapting the system’s parameters and accurately met the QoS targets. In settings where this is not

the case, the queueing theoretic methods could be augmented with techniques from control theory.

Control theory has the advantage of providing convergence guarantees, however it treats each system

as a black box ignoring any system specific knowledge that might be available. One way to combine

queueing theory and control theory would be to use queueing theory to get a good initial estimate

for the value of a parameter, and then use control theory to fine-tune the parameter value. Another

option would be to combine both methods within a single framework, that uses in the control loop

queueing theory for predictions and control theory for reacting to observed system behavior.

Fourth, our scheduling policies for achieving response time and variability targets rely on good

estimates of the time the transactions in a class spend on average inside the DBMS. The same is

true for many other QoS policies that we haven’t investigated here, such as weighted-fair-queueing

algorithms for providing throughput based QoS targets. We found in our experiments that working

with a low MPL allows for good estimates accurate QoS results. However, an interesting avenue for

future work would be to make scheduling algorithms for QoS more robust toward inaccurate service

time estimates. One possible approach would be to modify the scheduling policies to take the current

state of the DBMS into account as provided by the DBMS interface (e.g. the transactions currently

executing, lock contention) and using information obtained from the DBMS query optimizer. An

alternative approach would be to develop algorithms based on adaptations of an SFQ (Start-Time-

Fair-Queueing) based algorithm, since SFQ has been shown in the past to be adaptable, e.g. to

time-varying server capacities.
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Finally, in our work we focus on scheduling policies for three different types of QoS targets that

we think are relevant in the context of e-commerce. The big advantage of our work, though, is that

makes it very easy for system administrators to implement support for any other QoS target of his

or her choice, since it separates the scheduling policy from the database internals. In addition to

giving administrators the possibility of implementing their own scheduling outside the DBMS, our

work also provides methods, e.g. for and adapting the MPL to ensure feasibility of targets, that will

be useful in providing other types of QoS targets as well.
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Part III

Experimental models: Understanding

their impact on performance

evaluation and system design
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Chapter 12

Introduction to Part III

Every systems researcher is well aware of the importance of setting up one’s experiment so that

the system being modeled is “accurately represented.” Representing a system accurately involves

many things, including accurately representing the bottleneck resource behavior and the schedul-

ing of requests at that bottleneck, as well as accurately representing workload parameters, such

as the distribution of service request demands, popularity distributions, locality distributions, and

correlations between requests.

In the case of web workloads, for example, there exist extensive studies based on logs from web

servers or proxy caches that analyze the different characteristics of web traffic. From these studies it

is well known that the distribution of the requested file sizes is heavy-tailed, or that the popularity

distribution follows Zipf’s law. Workload generators are then often engineered to imitate those

characteristics.

However, one factor that researchers typically do not pay much attention to is whether the job

arrival stream obeys a closed or open system model. Open and closed models differ in the process by

which users generate requests to the system. Figure 12.1(a) depicts a closed system configuration.

In a closed system model, it is assumed that there is some fixed number of users, who use the system

forever. This number of users is typically called the multiprogramming level (MPL) and denoted by

N . Each of these N users repeats these 2 steps, indefinitely: (a) submit a job, (b) receive the response

and then “think” for some amount of time. In a closed system, a new request is only triggered by
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Figure 12.1: Illustrations of three system configurations.

the completion of a previous request. At all times there are some number of users, Nthink, who are

thinking, and some number of users Nsystem, who are either running or queued to run in the system,

where Nthink + Nsystem = N . The response time, T , in a closed system is defined to be the time

from when a request is submitted until it is received (this does not include the subsequent think

time, which is denoted by Z). In the case where the system is a single server (e.g. a web server),

the server load, denoted by ρ, is defined as the fraction of time that the server is busy, and is the

product of the mean throughput X and the mean service demand E[χ].

Figure 12.1(b) depicts an open system configuration. In an open system model, each user

is assumed to submit one job to the system, wait to receive the response, and then leave. The

number of users queued or running at the system at any time may range from zero to infinity. The

differentiating feature of an open system is that a request completion does not trigger a new request:

a new request is only triggered by a new user arrival. As before, response time, T , is defined as the

time from when a request is submitted until it is completed. Also as before, for the case of a single

server the server load is defined as the fraction of time that the server is busy. Here load, ρ is the

product of the mean arrival rate of requests, λ, and the mean service demand E[χ].

Neither the open system model nor the closed system model is entirely realistic. Consider for

example a web site. On the one hand, a user is apt to make more than one request to a web site,

and the user will typically wait for the output of the first request before making the next. In these

ways a closed system model makes sense. On the other hand, the number of users at the site varies

over time; there is no sense of a fixed number of users N . The point is that users visit to the web

site, behave as if they are in a closed system for a short while, and then leave the system.
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Motivated by the example of a web site, a more realistic alternative to the open and closed system

configurations is the partly-open system shown in Figure 12.1(c). Under the partly-open model,

users arrive according to some outside arrival process as in an open system. However, every time a

user completes a request at the system, with probability p the user stays and makes a followup request

(possibly after some think time), and with probability 1− p the user simply leaves the system. Thus

the expected number of visits/requests that a user makes to the system is Geometrically distributed

with mean 1/(1− p). The server load is again defined as the fraction of time that the server is busy.

This equals the product of the average outside arrival rate λ, the mean number of visits E[V ], and

the mean service demand E[χ]. For a given load, when p is small, the partly-open model is more

similar to an open model. For large p, the partly-open model resembles a closed model.

Modern workload generators differ in which underlying system model they assume. Even within

one type of workload generators, such as web workload generators there is no consensus with respect

to the system model. Some web workload generators follow an open system model, while others

follow a closed system model. When it comes to analytical work, the focus in classical queueing

theory is on open system models, but work for both system models exists. However, there’s very

little work that compares the two models against each other and analyzes the effect that the choice

of the system model has on important metrics such as response times.

Below we first survey the use of system models in current workload generators and then summarize

theoretical results on the difference of the two models. We then outline our work presented in the

remainder of this part of the thesis.

12.1 System models in existing workload generators

Workload generators are used in many, very different research areas. Even within web-related re-

search, workload generators are used in a variety of applications: (a) scheduling and resource al-

location [25, 24, 123, 131]; (b) caching, at the operating system level, as well as at the network

level [161, 166, 85]; and (c) evaluation of operating system mechanisms, such as multithreading

[14, 137, 170].

Table 12.1 attempts to survey the system models in a large variety of web related workload
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Type of benchmark Name System model

Model-based web workload generator Surge [32], WaspClient [153], Geist [109], Web-
Stone [199],

Closed

WebBench [201], MS Web Capacity Analysis
Tool [143]
SPECWeb96 [195], WAGON [129] Open

Playback mechanisms for HTTP request streams MS Web Application Stress Tool [144], Web-
jamma [2],
Hammerhead [189], Sclient [26], Deluge [188],
Siege [84]

Closed

httperf [151] Open
Proxy server benchmarks Wisconsin Proxy Benchmark [15], Web Poly-

graph [177], Inktomi Climate Lab [86]
Closed

Standard database benchmark for e-commerce
workloads

TPC-W [198] Closed

Standard database benchmark for online transac-
tion processing (OLTP)

TPC-C [69] Closed

Model-based packet level web traffic generators IPB (Internet Protocol Benchmark) [135],
GenSyn [94]

Closed

WebTraf [80], trafgen [65]
NS traffic generator [215] Open

Mail sever benchmark SPECmail2001 [194] Open
Java Client/Server benchmark SPECJ2EE [193] Open
Benchmark for web authentication and authoriza-
tion

AuthMark [145] Closed

Benchmark for network file servers NetBench [200] Closed
SFS97 R1 (3.0) [192] Open

Synthetic streaming media service workload gen-
erator

MediSyn [197] Open

Table 12.1: A summary table of the system models underlying standard web related workload gener-
ators.
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generators used by systems researchers today. The table is by no means complete; however it

illustrates the wide range of workload generators and benchmarks available. For many of these

workload generators, it was quite difficult to figure out which system model was being assumed

— the builders often do not seem to view this as an important factor worth mentioning in the

documentation. Thus the “choice” of a system model (closed versus open) is often not really a

researcher’s choice, but rather is dictated by the availability of the workload generator. Even when

a user makes a conscious choice to use a closed model, it is not always clear how to parameterize the

closed system (e.g. set the think time and MPL) and what effect these parameters have.

Most of the workload generators in Table 12.1 use closed system configurations, but occasionally

an open systems is assumed. Web workload generators fall in two categories. The first category

provides a model capturing the essential characteristics of HTTP requests seen at a server and

generates requests based on this model. Such workload generators, e.g. Surge [32], are used by

many researchers [154, 123, 14]. The second category of web workload generators just provides the

mechanisms for generating requests, and the user has to specify which objects to request through

this mechanism. These too are very popular. For example the Sclient [26] web workload generator

is used in [27, 160, 25].

Looking outside of web workload generators, there are two other popular benchmark suites in

systems research. The first, run by the Transaction Processing Council (TPC), provides database

benchmarks, e.g., TPC-C for OLTP workloads and TPC-W for e-commerce workloads. All TPC

benchmarks follow the closed system model. The second, provided by the Standard Performance

Evaluation Corporation (SPEC), is used in many different systems, e.g. mail servers, file servers,

web servers, etc.. In contrast to TPC, all the SPEC benchmarks are open, which the documentation

claims is convenient for controlling the correct load mix.

The documentation of the SPEC mail server benchmark [194] gives three different reasons for

using an open system. First, under a closed system the server could conveniently throttle the load

dynamically - whenever things get critical, its response time would go up, and therefore the load

down. Second, it would also be more difficult to control a correct load mix - a server might serve more

requests of the type which are convenient for it. Third, response times might become unacceptable,
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and therefore the reported rate meaningless. The SPEC benchmarks are also quite popular. For

example, SPECmail is used in work on reducing IO by improving the queue structure of the IO

subsystem [208]. SPECweb is used in [137].

In addition, the other workload generators/benchmarks listed in Table 12.1 tend to be a mixture

of open or closed, but never both. These are used in many research papers, for example, the MediSyn

benchmark is used in work on resource allocation in streaming media servers in [64].

12.2 System models in analytical research

The world of analytical models is similar to that of workload generators in that there is a great

divide between the books/papers that assume open system configurations and those that assume

closed system configurations, with a big gap in understanding. Most traditional theoretically-oriented

queueing books, e.g., Ross [176], Wolff [211] and others [68, 114] are devoted to open system models

and don’t mention closed models. By contrast typical systems-oriented performance modeling books,

e.g., Menasce et.al. [140] are exclusively devoted to closed system models and their applications.

There are very few performance modeling or queueing theory books that give a thorough treatment

to both open and closed systems [105, 113], and even these books treat open and closed systems

independently: they do not provide a comparison of the systems, nor do they provide intuition as to

when one type of system might be more appropriate than the other.

Even within research papers, very little analytical work has looked at the comparisons between

open and closed models. There has been a tremendous amount of prior analytical work involving

scheduling within open system models (see e.g., [68, 113, 114, 211]). In closed systems, the analysis

is often more difficult, and hence is either restricted to product-form networks, [34, 158, 210] or takes

the form of approximations for size-based policies, e.g. [112, 178, 205].

Work explicitly comparing open and closed system models is primarily limited to FCFS queues.

For example, Bondi and Whitt [42] study a general network of FCFS queues and give principles

about how service variability effects open and closed systems. They conclude that the effect of

service variability, though dominant in open systems, is almost inconsequential in closed systems

(provided the MPL is not too large). We corroborate this principle in Section 13.1.1, where we
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also elucidate the more subtle effects of service variability and justify why MPL plays such a key

role. Further, we will illustrate the magnitude of this effect in a variety of real-world case studies in

Chapter 14.

Two crucial papers of Schatte [179, 180] again study a single FCFS queue in a closed loop with

think time. In this model, Schatte proves that, as the MPL grows to infinity (and the think time

is adjusted to maintain a fixed system load), the closed system converges monotonically to an open

system. This result provides a fundamental understanding of the effect of the MPL parameter;

however Schatte does not evaluate the rate of this convergence, which is important when choosing

between open and closed system models.

Though these theoretical results provide many useful intuitions about the differences between

open and closed systems, theoretical results alone cannot evaluate the effects of factors such as trace

driven job service demand distributions, correlations, implementation overheads, and more complex

scheduling policies. Hence, simulation and implementation-based studies are needed.

Outline of Part III

Our work aims to provide systems researchers with guiding principles on the impact of choosing a

closed, open, or partly-open system model. Our principles extend the queueing-theoretic understand-

ing of this topic which rests on two intuitions. First, the queue length is bounded in a closed system

and unbounded in an open system. Second, open systems can be run under overload; whereas closed

systems cannot. While these two intuitions are important, they do not provide an understanding of

the magnitude of the difference between closed and open in real-world applications, and the effect of

parameters such as think time, MPL, variability in service demands. Moreover, theoretical work is

primarily limited to FCFS and PS. We have seen in Part I of this thesis that size-based scheduling

policies are a useful mechanism for improving mean response time. From existing work it is not clear

what the impact of different scheduling policies in the different system models is.

In this part of the thesis we investigate the above questions in detail, and we further discuss partly-

open systems, and whether an open or closed model best approximates the partly-open system.

We start our study in Chapter 13 in a controlled setting using simulation experiments to compare
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the behavior of closed, open, and partly-open systems. We begin by looking at the simplest case,

First-Come-First-Served (FCFS) scheduling, and then move to evaluating the effect of size based

scheduling policies in open and closed systems. Finally, we transition to the more realistic partly-

open system model.

To demonstrate the practical effect of the the principles from Chapter 13, we investigate in

Chapter 14 the question of open versus closed systems in real-world case studies: in web servers

receiving static HTTP requests; in the backend database in e-commerce applications; in an auctioning

web site; and at a supercomputing center.

We conclude in Chapter 15 with a summary and a discussion of how system designers should

pick an appropriate system model based on workload characteristics.
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Chapter 13

Open vs closed vs partly-open system

models

The goal of this chapter is to compare the behavior of closed, open, and partly-open systems in a

controlled setting using simulation experiments. We begin by defining the relevant parameters and

metrics for both the open and the closed system models and discuss how we set parameters in order

to compare open and closed system models.

The relevant parameters for a closed system are the MPL N , the think time Z, and the distribu-

tion of the job service demands χ. The relevant parameters for an open system are the arrival rate

λ and the distribution of the job service demands χ. Throughout the chapter we choose the service

demand distribution to be the same for the open and the closed system. We use hyperexponential

service demands, in order to capture the highly variable service distributions in web applications.

In the case studies in the next chapter the service demand distribution is either taken from a trace

or determined by the benchmark used in the experiments. Throughout, we measure the variability

in the service demand distribution using the square coefficient of variation, C2. The think time in

the closed system follows an exponential distribution, and the arrival process in the open system is

either a Poisson arrival process or provided by traces. The results for all simulations and experiments

are presented in terms of mean response times and the system load ρ. While we do not explicitly

report numbers for another important metric, mean throughput, an interested reader can directly
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infer those numbers by interpreting load as a simple scaling of throughput: In an open system, the

mean throughput is simply equal to the mean arrival rate λ = ρ/E[χ]. In a closed system the mean

throughput is also equal to ρ/E[χ].

In order to fairly compare the open and closed systems, we will hold the load (utilization) of the

two systems equal, and study the effect of open versus closed system models on mean response time1.

The load/utilization in the open system is ρ = λE[χ], and fixing the load is therefore equivalent to

fixing λ. Fixing the load of a closed system is more complex, since the load is affected by many

parameters including the MPL, the think time, the service demand variability, and the scheduling

policy. The fact that system load is influenced by many more system parameters in a closed system

than in an open system is a surprising difference between the two systems, and we will gradually

build an understanding of this difference in Section 13.1. Throughout, we will achieve a desired

system load by adjusting the think time of the closed system (see Figure 13.1(a)). This is because

increasing (decreasing) the think time has the affect of decreasing (increasing) the mean arrival rate

to the queue in a closed system, which is parallel to decreasing (increasing) the mean arrival rate in

an open system.

In the remainder of this chapter we will first compare open versus closed systems, and then

transition to the more realistic partly-open system model.

13.1 Open versus Closed Systems

We will begin our comparison of open and closed system models by assuming that jobs at the

bottleneck resource (server) are scheduled according to FCFS, as shown in Figure 13.2. The study

of this simple case will help illustrate principles that we will exploit when studying more practical

policies. However, even for a simple FCFS server, the comparison between closed and open models

is non-trivial and counter-intuitive.

1Other comparisons of open and closed systems are possible. Although it obviously makes sense to fix the service distribution

across both models, instead of fixing the load one might instead fix the throughput of both systems or alternatively fix the response

time of both systems. Fixing the throughput of both systems is equivalent to fixing the load of both systems; however, fixing

the response time of both systems would lead to a different comparison. In this work, we choose to fix the load because we are

interested in understanding how response times compare across the two systems, which cannot be understood by holding the

response time constant.
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Figure 13.1: We illustrate how the service demand variability, the MPL, and the think time can affect
the system load in a closed system. These plots use FCFS scheduling, however results are similar
under other scheduling policies. We will discuss the impact of scheduling policies on load in more
detail in Section 13.1.2.

13.1.1 FCFS

In this section we present three principles relating open and closed systems under FCFS scheduling.

Principle (i): Mean response times are significantly lower in closed systems than in open

systems for a given load.

Principle (i) is perhaps the most noticeable performance issue differentiating open and closed systems.

As shown in Figure 13.2(a), for fixed high loads, the response time under a closed system is orders of

magnitude lower than for the open system. While Schatte [179, 180] has proven that, under FCFS,

the open system will always serve as an upper bound for the response time of the closed system, the

magnitude of the difference has not previously been studied.

Intuitively, this difference in mean response time between open and closed systems is a conse-

quence of the fixed MPL, N , in closed systems, which limits the queue length seen in closed systems

to N even under very high load. By contrast, no such limit exists for an open system.

This principle is important for the vast literature on capacity planning [140], which typically

relies on closed models, and hence may underestimate the resources needed for open models.
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Figure 13.2: Mean response time as a function of (a) load and (b) service demand variability under
FCFS scheduling. The solid line represents an open system and the dashed lines represent closed
systems with different MPLs. In all cases, E[χ] = 10. In (a) we fix the service demand variability
(C2 = 8) and in (b) we fix the load (ρ = 0.9). The load is adjusted via the think time in the closed
system, and via the arrival rate in the open system. The results show a significant difference between
response times in closed and open systems, where the difference increases as the MPL decreases.

Principle (ii): As the MPL grows closed systems become open, but convergence is slow for

practical purposes.

Principle (ii) is illustrated by Figure 13.2. We see that as the MPL, N , increases from 10 to 100 to

1000, the curves for the closed system approach the curves for the open system. Schatte [179, 180]

proves formally that as N grows to infinity, a closed FCFS queue converges to an open M/GI/1/FCFS

queue. What is interesting however, is how slowly this convergence takes place. When the service

demand has high variability (C2), a closed system with an MPL of 1000 still has much lower re-

sponse times then the corresponding open system. Even when the job service demands are lightly

variable, an MPL of 500 is required for the closed system to achieve response times comparable to

the corresponding open system.

We can explain the convergence of a closed system to an open one as N gets very large. In the

open M/GI/1 system, the arrival process is Poisson and thus has exponential interarrival times each

having a constant rate, which is independent of the completions at the server. In the closed system,

the interarrival times are governed by the exponential think times; however, the rate changes with

each job completion. When N is small, the rate can change drastically. When N is large though,
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Open vs. Closed: Scheduling Comparison
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Figure 13.3: We illustrate the different effects of scheduling in closed and open systems. In the
closed system the MPL is 100, and in both systems the service demand distribution has mean 10 and
C2 = 8. Notice that there is a much smaller difference between the best and worst scheduling policies
across loads and variabilities in the closed system, than there is in the open system.

there will likely be many jobs “thinking” at any given point in the closed system. So a completion,

which increments Nthinking by one, has very little effect on the arrival rate. As N goes to infinity,

the effect of a completion on the arrival rate disappears completely and the closed arrival process

matches the open arrival process.

This intuitive principle impacts the choice of whether an open or closed system model is appro-

priate. One might think that for a closed system with a high MPL a reasonable approximation would

be to use an open system model; however, it turns out that the closed and open system models may

still behave significantly differently if the service demands are highly variable.

Principle (iii): While variability has a large effect in open systems, the effect is much smaller

in closed systems.

We now turn to Figure 13.2(b), which compares open and closed systems under a fixed load ρ = 0.9,

as a function of the service demand variability C2. For an open system we see that C2 directly affects

mean response time. This is to be expected since high C2, under FCFS service, results in short jobs

being stuck behind long jobs, increasing mean response time. In contrast, for the closed system with

MPL 10, C2 has comparatively little effect on mean response time. This is counterintuitive, but can
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be explained by observing that for lower MPL there are fewer short jobs stuck behind long jobs in

a closed system, since the number of jobs in the system (Nsystem) is bounded. As MPL is increased,

C2 can have more of an effect, since Nsystem can be higher.

It is important to point out that by holding the load constant in Figure 13.2(b), we are actually

performing a conservative comparison of open and closed systems. If we didn’t hold the load fixed

as we changed C2, increasing C2 would result in a slight drop in the load of the closed system as

shown in Figure 13.1(b). This slight drop in load, would cause a drop in response times for closed

systems, whereas no such effect takes place in open systems.

This principle is most significant for supercomputing applications where C2 can be very high

(C2 = 43) and jobs are scheduled in FCFS order (see Section 14.4).

13.1.2 The impact of scheduling

The value of scheduling in open systems is well understood and cannot be overstated. In open

systems, there are order of magnitude differences between the performance of scheduling policies

because scheduling can prevent small jobs from queueing behind large jobs. In contrast, scheduling

in closed systems is not well understood.

A wide variety of policies are used in computer systems. We focus on four policies that span the

range of behaviors:

FCFS (First-Come-First-Served): Jobs are processed in the same order as they arrive.

PS (Processor-Sharing): The server is shared evenly among all jobs in the system.

PESJF (Preemptive-Expected-Shortest-Job-First): The job with the smallest expected duration

(size) is given preemptive priority.

PELJF (Preemptive-Expected-Longest-Job-First): The job with the longest expected size is given

preemptive priority. PELJF is an example of a policy that performs badly and is included to

understand the full range of possible response times.

In this section we present 3 principles contrasting the impact of scheduling in open and closed

systems. We demonstrate these principles by evaluating response times in closed and open systems
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under the above scheduling policies in simulation. The service demands are drawn from a hyperex-

ponential distribution allowing for two classes of jobs – those short in expectation and those long in

expectation. In the case where the exact service demand of a job is known a priori, one can apply an

exact size based policy. More commonly, however, service demands are only known approximately

(in expectation).

Principles (iv,v):

(iv) While open systems benefit significantly from scheduling with respect to response time, closed systems

improve much less.

(v) Scheduling only significantly improves response time in closed systems under very specific parameter set-

tings: moderate load (moderate think times) and high MPL.

Figure 13.3 illustrates the fundamentally different behavior of mean response time in the open and

closed systems as a function of (a) load and (b) variability. Under the open system, as load increases,

the disparity between the response times of the scheduling policies grows, eventually differing by

orders of magnitude. In contrast, at both high and low loads in the closed system, the scheduling

policies all perform similarly; only at moderate loads is there a significant difference between the

policies — and even here the differences are only a factor of 2.5. Another interesting point is that,

whereas for FCFS the mean response time of an open system bounded that in the corresponding

closed system from above, this does not hold for other policies such as PESJF, where the open system

can result in lower response times than the closed system.

We can build intuition for the limited effects of scheduling in closed systems by first considering

a closed feedback loop with no think time. In such a system, surprisingly, the scheduling done at

the queue is inconsequential – all work conserving scheduling policies perform equivalently. To see

why, note that in a closed system Little’s Law states that N = XE[T ], where N is the constant

MPL across policies. We will now explain why X is constant across all work conserving scheduling

policies (when think time is 0), and hence it will follow that E[T ] is also constant across scheduling

policies. X is the long-run average rate of completions. Since a new job is only created when a

job completes, over a long period of time, all work conserving scheduling policies will complete the
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same set of jobs plus or minus the initial set N . As time goes to infinity, the initial set N becomes

unimportant; hence X is constant. This argument does not hold for open systems because for open

systems Little’s Law states that E[N ] = λE[T ], and, though λ is constant, E[N ] is not constant

across scheduling policies.

Under closed systems with think time, we now allow a varying number of jobs in the queue, and

thus there is some difference between scheduling policies. However, as think time gets high, load

becomes small and so scheduling has little effect.

Throughout Figure 13.3, the MPL is held constant at 100. Recall from Principle (ii) in Section

13.1.1 that the effect of MPL is to transition between open and closed systems. Thus, under smaller

MPL, the effects of scheduling are even less noticeable in the closed system; however, for larger MPL

scheduling can have a larger effect.

A very subtle effect, not yet mentioned, is that in a closed system the scheduling policy actually

affects the throughput, and hence the load. “Good” policies, like PESJF, increase throughput, and

hence load, slightly (less than 10%). Had we captured this effect (rather than holding the load fixed),

the scheduling policies in the closed system would have appeared even closer, resulting in even starker

differences between the closed and open systems.

The impact of Principles (iv) and (v) is clear. For closed systems, scheduling provides small

improvement across all loads, but can only result in substantial improvement when load (think time)

is moderate. In contrast, scheduling always provides substantial improvements for open systems.

Principle (vi): Scheduling can limit the effect of variability in both open and closed systems.

For both the open and closed systems, better scheduling (PS and PESJF) helps combat the effect of

increasing variability. The improvement; however, is less dramatic for closed systems due to Principle

(iii) in Section 13.1.1, which tells us that variability has less of an effect on closed systems in general.

13.2 Partly-open systems

In this section, we discuss a partly-open model that (a) serves as a more realistic system model

for many applications; and (b) helps illustrate when a “purely” open or closed system is a good
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approximation of user behavior.
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Figure 13.4: For the partly-open system, (a) shows mean response time as a function of the expected
number of visits per user and (b) shows the mean response time as a function of the think time
between visits for a fixed load. In both cases, ρ = 0.6, E[χ] = 10, and the job sizes have moderate
variability (C2 = 8). In (b), we fix p = 0.75, which leads to a mean number of visits of 4.

The partly-open model we discuss aims to mimic user behavior at a web site where, after making

a request, the user will stay and make another request with probability p. This model has been

mentioned both by prior theoretical [175, 82, 213] and implementation [92] research. Many other

variations of partly-open systems have also been proposed in the literature. For instance, Dowdy

and Chopra create a hybrid system by specifying the MPL of a closed system using a probability

distribution [75]. Another proposed hybrid model places upper and lower bounds on the number of

jobs allowed into an open system [120]. A differentiating feature of the partly-open model we discuss

is its behavioral nature.

In this section we focus on the effects of the mean number of visits and the think time because the

other parameters, e.g. load and job size variability, have similar effects to those observed in Sections

13.1.1 and 13.1.2. We introduce two principles that discuss the impact of scheduling in partly-open

systems. Throughout the section we fix the load of the partly-open system by adjusting the arrival

rate, λ. Note that, in contrast to the closed model, adjusting the think time of the partly-open model

has no impact on the load.
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Principle (vii): A partly-open system behaves similarly to an open system when the expected

number of visits is small (less than 10 as a rule-of-thumb) and similarly to a closed system

when the expected number of visits is large.

Principle (vii) is illustrated in Figure 13.4(a). When the mean number of visits is 1 we have a

significant separation between the response time under the scheduling policies, as in open systems.

However, when the mean number of visits is large, we have comparatively little separation between

the response times of the scheduling policies; as in closed systems. This plot is just one example

of the range of configurations we studied. Across a wide range of parameters, the point where the

separation between the performance of scheduling policies becomes small is, as a rule-of-thumb,

around 10 visits, though this point can range between 3 and 20 visits as C2 ranges from 4 to 49

respectively.

This rule-of-thumb serves as a guideline for choosing between a purely open or a purely closed

generator (when no partly-open generator is available) based on the average number of requests per

user. For example, at the online bookstore and auction site discussed by Menascé and Almeida [141],

only 10% of all sessions have more than 10 visits. Thus, using principle (vii), it appears an open

system is more appropriate than a closed for this application.

Principle (viii): In a partly-open system, think time has only little effect on mean response

time.

Figure 13.4(b) illustrates Principle (viii). We find that the think time in the partly-open system

does not affect the mean response time or load of the system under any of these policies. This

observation holds across all partly-open systems we have investigated (regardless of the number of

visits), including the case-studies described in Chapter 14.

Principle (viii) may seem surprising at first, but for PS and FCFS scheduling it can be shown

formally under product form workload assumptions. Intuitively, we can observe that changing the

think time in the partly-open system has no effect on the load because the same amount of work

must be processed. To change the load, we must adjust either the number of visits or the arrival

rate. The only effect of think time is to add small correlations into the arrival stream.
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Chapter 14

Real-world case studies

In this chapter we compare the behavior of four different applications under closed, open, and partly

open system models. The four applications include (a) a web server delivering static content, (b) the

database back-end at an e-commerce web site, (c) the application server at an auctioning web site and

(d) scheduling at a supercomputing center. These applications vary in many respects, including the

bottleneck resource, the workload properties (e.g. job size variability), and the types of scheduling

policies considered. We study applications (a) and (b) through full implementation in a real testbed,

while our study of applications (c) and (d) relies on trace-driven simulation.

Sections 14.1 to 14.4 describe our implementation/simulation setup of the four applications. In

Section 14.5 we discuss the results of evaluating these applications under closed, open, and partly

open models, in relation to the eight principles that we established.

14.1 Implementation: Static web content

Our first case study is an Apache web server running on Linux and serving static content, i.e. requests

of the form “Get me a file.” Our experimental setup involves six machines connected by a 10/100

Ethernet switch. Each machine has an Intel Pentium III 700 MHz processor and 256 MB RAM, and

runs Linux 2.2.16. One of the machines is designated as the server and runs Apache 1.3.14. The

others generate web requests based on a web trace.

Standard scheduling of static requests in a web server is best modeled by processor sharing (PS).
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However, recent research suggests favoring requests for small files can improve mean response times

at web servers [92]. In this section we therefore consider both PS and SRPT (Shortest-Remaining-

Processing-Time-First) policies.

Scheduling at the server: We have modified the Linux kernel and the Apache Web server to

implement SRPT scheduling at the server. For static HTTP requests, the network (access link out of

the server) is typically the bottleneck resource. Thus, our solution schedules the bandwidth on this

access link by controlling the order in which the server’s socket buffers are drained. Traditionally,

the socket buffers are drained in Round-Robin fashion (similar to PS); we instead give priority to

sockets corresponding to connections where the remaining data to be transferred is small. Figure

14.2 shows the flow of data in Linux after our modifications. There are multiple priority queues and

queue i may only drain if queues 0 to i−1 are empty. The implementation is enabled by building the

Linux kernel with support for the user/kernel Netlink Socket, QOS and Fair Queuing, and the Prio

Pseudoscheduler and by using the tc[17] user space tool. We also modify Apache to use setsockopt

calls to update the priority of the socket as the remaining size of the transfer decreases. For details

on our implementation see [92].

Generating the workload: We use a trace-based workload consisting of 1-day from the 1998

World Soccer Cup, obtained from the Internet Traffic Archive [101]. Virtually all requests in this

trace are static. In our open system experiments we use the trace to specify both the time the client

makes the request and the size in bytes of the file requested. For the closed system experiments, only

the file sizes are used. Some statistics about the trace workload follow.

Number Mean Variability Min Max

of Files size (C2) size size

4.5 · 106 5KB 96 41 bytes 2MB

14.2 Implementation: Online bookstore

Our second case study considers the database backend server of an online bookstore. We use a

PostgreSQL[164] database server running on a 2.4-GHz Pentium 4 with 3GB RAM, running Linux

2.4.23, with a buffer pool of 2GB. The machine is equipped with two 120GB IDE drives, one used

for the database log and the other for the data. The workload is generated by four separate client
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machines having similar specifications to the database server and connected via a network switch.

The workload: We experiment with the TPC-W [198] (TPC-W Browsing Mix) benchmark,

which aims to model an online retailer such as Amazon.com. TPC-W consists of 16 different trans-

action types including the “ShoppingCart” transaction, the “Payment” transaction, and others.

Statistics of our configuration are as shown:

Database Mean Variability Min Max

size service (C2) service service

3GB 101 ms 4 2 ms 5s

Implementing scheduling in the database server: The bottleneck resource in our setup

is the CPU, as observed in our earlier work [138]. The default scheduling policy is therefore best

described as PS, in accordance with Linux CPU scheduling. In addition we experiment with the

SEJF and LEJF policies. The expected length of a transaction is based on its type. In our setup

the “Bestseller” transaction, which makes up 10% of all requests, is on average the longest running

transaction. In the context of the SEJF and the LEJF policies the “Bestseller” transactions are

therefore “expected to be long” and all other transactions are “expected to be short.”

To implement the priorities needed for achieving SEJF and LEJF, we modify our PostgreSQL

server as follows. We use the sched setscheduler() system call to set the scheduling class of a

PostgreSQL process working on a high priority transaction to “SCHED RR,” which marks a process

as a Linux real-time process. We leave the scheduling class of a low priority process at the standard

“SCHED OTHER.” Real-time processing in Linux always has absolute, preemptive priority over

standard processes.

14.3 Simulation: Auctioning web site

Our third case investigates a top-ten online auction site in the U.S. via trace-driven simulation. The

trace contains the service demands for 300000 different requests as shown:

Number Mean Service Variability Min Max

of Jobs Reqt. (sec) (C2) (sec) (sec)

300000 0.09 9.19 0.01 50
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Since no data on the request arrival process is available to us, in our simulations of the open and

hybrid systems we generate a Poisson arrival process. We consider three policies: FCFS, PS, and

SRPT.

14.4 Simulation: Supercomputing center

In this section we model the Cray J90 and Cray C90 machines at the Pittsburgh Supercomputing

Center (PSC)[3]. These servers have between 4 and 16 processors and typically execute exactly one

job at a time. The jobs are run-to-completion, i.e. no preemption or no timesharing.

In addition to standard FCFS we consider two size-based policies that are of interest in this

setting. The Non-preemptive-Shortest-Job-First (SJF) policy gives preference to the shortest job,

while the Non-preemptive-Longest-Job-First policy (LJF) favors the longest one.

The two traces used were collected from January through December in 1997 and are summarized

below.

System Number Mean C2 Min Max

of Jobs Service Service Service

(sec) (sec) (106 sec)

PSC C90 54962 4562.6 43.16 1 2.22

PSC J90 3582 9448.6 10.02 4 0.61

14.5 Results and discussion

Figure 14.1 shows results from the four case studies described above. Each application is implemented

and evaluated under a closed, open, and partly open system model.

Looking at Figure 14.1, we see that the closed system response times are vastly different from the

open response times. Response times can be orders of magnitude lower for the closed system than

the open system (Principle (i)). Furthermore, scheduling is far less effective for the closed systems

than the open ones (Principle (iv)).

Looking more closely at the closed systems, we see that scheduling is only significant in certain

regions of moderate load (Principle (v)) and only when service demands are highly variable, as in

the supercomputing workload. Not visible in Figure 14.1 is the impact of the MPL, which has the
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effect of raising response times in the closed system, until they are near those in the open system

(Principle (ii)).

For open systems, the effect of variability is much more pronounced than for closed systems

(Principle (iii)). In all but the e-commerce site, we have high variability, resulting in orders of

magnitude disparity between the scheduling policies (Principle (vi)), in sharp contrast to the closed

system performance.

The third column of Figure 14.1 shows the results for the partly-open system. Across all appli-

cations, when the mean number of visits is small, the partly-open system behaves very much like

the open system; as the mean number of visits grow, the partly-open system behaves more like a

closed system (Principle (vii)). The actual convergence rate depends on the variability of the service

demands (C2). In particular, the e-commerce case study (low C2) converges quickly, while the su-

percomputing case study (high C2) converges slowly. Finally, we find, in accordance with principle

(viii), that think time in the partly-open system has very little effect on response times (not shown

in Figure 14.1).
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Implementation Results
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Figure 14.1: Results for real-world case studies. There are four rows, one for each of the real-world
workloads; and three columns, one for each of the closed, open, and partly open system models. In
all experiments with the closed system model the MPL is 50. The partly-open system is run at fixed
load 0.9. 220
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Chapter 15

Conclusion and impact

The question of how to choose an appropriate system model for a particular application is a diffi-

cult one. When experimenting with a workload generator there is a tradeoff between the ease of

implementation and the accuracy of the system model. In particular, the partly-open system model

seems to more accurately represent web user behavior than either the open or closed models; however

common workload generators are all built on either open or closed models. Thus, there is a tradeoff

between building a workload generator from scratch and accurately representing the system model.

This part of the thesis provides eight simple principles that function to explain the differences

in behavior of closed, open, and partly-open systems and validates these principles via trace-based

simulation and real-world implementation. The more intuitive of these principles point out that

response times under closed systems are typically lower than in the corresponding open system, and

that as MPL increases, closed systems approach open ones. Less obviously, our principles point out

that: (a) the magnitude of the difference in response times between closed and open systems can

be very large, even under moderate load; (b) the convergence of closed to open as MPL grows is

very slow, especially when service demand variability (C2) is high; and (c) scheduling is far more

beneficial in open systems than in closed ones. We also compare the partly-open model with the open

and closed models. We illustrate the strong effect of the number of visits and C2 on the behavior of

the partly-open model, and the surprisingly weak effect of think time.

These principles underscore the importance of choosing the appropriate system model. For
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example, in capacity planning for an open system, choosing a workload generator based on a closed

model can greatly underestimate response times and underestimate the benefits of scheduling.

All of this is particularly relevant in the context of web applications, where the arrival process at

a web site is best modeled by a partly-open system. Yet, most web workload generators are either

strictly open or strictly closed. Our findings provide rough guidelines for choosing whether an open

or closed model is the better approximation based on characteristics of the workload. A high number

of simultaneous users (more than 1000) suggests an open model, but a high number of visits per

user (more than 10) suggests a closed model. Both these cutoffs are affected by service demand

variability: highly variable demands requires larger cutoffs. Contrary to popular belief, it turns out

that think times are irrelevant to the choice of an open or closed model since they only affect the

load.

Once you have determined whether the closed or open model is a better approximation, that in

turn provides a guideline for the effectiveness of scheduling. Scheduling is most effective in open

system models, but can have moderate impact in closed models when both the load is moderate

(roughly 0.7-0.85) and C2 is high.

The principles comparing closed, open, and partly-open systems provided in this work have

wide ranging impact for workload generators and capacity planning. We have illustrated through

real-world case studies that the differences between response times under open and closed system

models is significant. This difference can play a key role in practical situations. For instance, using

a workload generator with a closed system model when in reality your system is closer to an open

system may result in severely underestimating mean response time. This in turn may affect your

capacity planning when you are, for example, trying to determine how fast a server you need to

achieve certain response times. Currently in workload generators, emphasis is placed on the correct

parameterization (e.g. setting think times); however, we have illustrated that providing flexibility

and accuracy in the underlying system model is perhaps more important.

We hope that the principles we have presented can help researchers in this situation by guiding

the choice of whether an open or closed model is more appropriate. Two important statistics that

can guide this choice are (i) the number of visits to the server a user makes before leaving the system;
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and (ii) the maximum number of users in the system at any time. If it is rare that users visit the

system more than 5-10 times, an open model is likely more appropriate; whereas if the number of

visits is typically more than 10-15 a closed system is likely more appropriate. Further, if we can have

upwards of 1000 users in the system (and the service demands are not too highly variable) an open

system is likely more appropriate; whereas if we never see (even at high load) more than 500 users,

a closed system may be more appropriate.

In addition to guiding the choice of a workload generator, whether an open or closed model is

more appropriate can guide system design decisions as well. The principles we have presented can be

used to predict the improvements in response time that can be realized using scheduling techniques.

Across both closed and open systems scheduling can provide improvement in response times; however

under an open system model the benefits of scheduling are much more extreme. In a closed system

model, scheduling can provide some gains in all situations, but the most significant gains happen for

moderate loads (between 0.7 and 0.9).

The fundamental principles comparing closed, open, and partly-open systems provided in this

work have wide-ranging impact in capacity planning, workload generation, workload characterization,

queueing theory, and system design.

Capacity planning: Using a workload generator for a closed system model, when in reality your

system is closer to an open system, may result in severely underestimating mean response time. This

in turn may affect your capacity planning, when you are, for example, trying to determine how fast

a CPU you need to achieve certain response times. This is of great concern given that much of the

capacity planning literature and tools today are founded on closed system models.

Workload generation: When considering user-centric metrics like response time, we need to redesign

workload generators to put less emphasis on parameters such as think time and more emphasis on

providing flexibility and accuracy in the underlying system model.

Workload characterization: In characterizing workloads, we need to pay more attention to whether

the users behave in a closed or open fashion. The degree of openness affects the impact system

parameters have on performance, e.g. in open systems variability is crucial while in closed systems

MPL is more important than variability.
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Queueing theory: Queueing theory is predominantly based on open system models. We present a

novel application of a complex, recently developed technique, dimensionality reduction, that allows

the analysis of scheduling policies under partly-open models. Analysis of other scheduling policies in

partly-open systems is an important new direction for the field.

System design: We hope that our work will alert system designers to some of the pitfalls of not being

attentive to the system model underlying their workload generator. The nine principles provided

herein serve as a guide to system designers on how to find scheduling policies that maximize system

performance, how to configure closed and partly-open system models, and how to compare results

obtained from open and closed system models.

In conclusion, while much emphasis has been placed on accurately representing workload param-

eters such as service demand distribution, think time, locality, etc, we have illustrated that similar

attention needs to be placed on accurately representing the system itself as either closed, open, or

partly-open.
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