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e What is Clustering?
e How are similarity measures defined?

e Different clustering algorithms
*K-Means
*2* Gaussian Mixture Models

° Expectation Maximization

e Advanced topics
2 How to seed clustering?
**» How to choose #clusters

< Application: Gloss finding for a Knovvledge Base
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Classification vs.

Supervision available

Class-1 «—— {—» Class-2 O

Learning from supervised data:

example classifications are given

Clustering

Unsupervised

Cluster 2

Unsupervised learning: learning

from raw (unlabeled) data
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Clustering

® The process of grouping a set of objects into clusters

o high intra-cluster similarity

® Jlow inter-cluster similarity
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How many clusters?

How to identify them?




Applications of Clustering

Google news: Clusters news stories from different sources

about same event

° Computational biology: Group genes that perform the

same functions

e Social media analysis: Group individuals that have similar

political views

* Computer graphics: Identity similar objects from pictures
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Examples

* People
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What is a natural grouping among
these obiects?
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Simpson's Family  School Employees Females




Similarity Measures




What is Similarity?

® The real meaning of similarity is a philosophical question.

Hard to define!
But we know it

when we see it

® Depends on representation and algorithm. For many rep./alg., easier to think in terms

@ of a distance (rather than similarity) between vectors.
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Intuitions behind desirable distance
measure properties

* D(A,B) = D(B,A) Symmetry
* D(ALA)=0 Constancy of Self-Similarity
* D(A,B)=01IIfA=B Identity of indiscernibles

* D(A,B) =< D(A,C) + D(B,C) Iriangular Inequality
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Intuitions behind desirable distance

measure properties

* D(A,B) = D(B,A) Symmetry
® Otherwise you could claim "Alex looks like Bob, but Bob looks nothing like Alex"

* D(ALA)=0 Constancy of Self-Similarity
® Otherwise you could claim "Alex looks more like Bob, than Bob does"

* D(A,B)=01IIfA=B Identity of indiscernibles

® Otherwise there are objects in your world that are different, but you cannot tell apart.

* D(A,B) < D(A,C) + D(B,C) Iriangular Inequality
® Otherwise you could claim "Alex is very like Bob, and Alex is very like Carl, but Bob is
very unlike Carl"
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Distance Measures: Minkowski Metric

* Suppose two object x and y both have p features

X =(X;, Xp, 4 X))

y:(yl’yzf”’yp)

® The Minkowski metric is defined by

® Most Common Minkowski Metrics

=1

d(%, y)= Jim—yi "

r =2 (Euclidean distance )

r =1 (Manhattan distance)

r =+oo ("sup" distance )

P
d(x,y)=2\/ | Xi— Vi |’
i=1

P
d(x,y) =D |xi—yil
i=1
d(Xx,y)=max|xi—Vi|

1<i<p
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An Example

1: Euclidean distance:
2 . Manhattan distance:
3: "sup"distance:

>

2/4% 32 =5
4+3=7.
max{4,3} = 4.




Hamming distance

® Manhattan distance is called Hamming distance when all features are

binary.

® Gene Expression Levels Under 17 Conditions (1-High,0-Low)

10 11 12 13 14 15 16 17
0 1 1 1 0 0 1
1 1 1 1 0 1 1

_— O

Hamming Distance: #(01)+#(10)=4+1=5.




e

Similarity Measures: Correlation

Coefficient

Negatively correlated
Expression Level

Uncorrelated
Expression Level

Time




Similarity Measures: Correlation
Coefficient

® Pearson correlation coefficient

> (% XY, ~ )

i=1

R 1< <1
\/Z(Xi_X)ZXZ(yi—Y)Z — _S(X,y)_

— P — P
wherex:%zllxi and yz%; Y.

° Special case: cosine distance X y

S(X,y) = X

><l
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Clustering Algorithm

K-Means
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K-means Clustering: Step 1
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K-means Clustering: Step 2
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K-means Clustering: Step 3
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K-means Clustering: Step 4
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K-means Clustering: Step 5
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K-Means: Algorithm

1. Decide on a value for k.
D Initialize the k cluster centers randomly if necessary.

3. Repeat till any object changes its cluster assignment

® Decide the cluster memberships of the N objects by assigning

them to the nearest cluster centroid

cluster(X;) =argmin; & (X;, 1;)

® Re-estimate the k cluster centers, by assuming the

memberships found above are correct.




K-Means is widely used in practice

e Extremely fast and scalable: used in variety of applications

e Can be easily parallelized
* Easy Map—Reduce implementation
® Mapper: assigns each datapoint to nearest cluster

® Reducer: takes all points assigned to a cluster, and re-computes the

centroids

® Sensitive to starting points or random seed initialization
(Similar to Neural networks)
® There are extensions like K-Means++ that try to solve this problem







Clustering Algorithm

Gaussian Mixture Model
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Density estimation
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aﬂg Estimate den51ty function
O
©0%, f; °5 P(x) given unlabeled
0, 0o datapoints X1 to Xn
Vibration

An aircraft testing facility measures Heat and Vibration

@ parameters for every newly built aircraft. y
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Mixture of Gaussians




Mixture Models

* A density model p(X) may be multi-modal.

® We may be able to model it as a mixture of uni-modal
distributions (e.g., Gaussians).

* Each mode may correspond to a ditferent sub-population

(e.g., male and female).
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Gaussian Mixture Models (GMMs)

® Consider a mixture of K Gaussian components:

7 (4| ) = X aN(x| 4,3,

I\____\mixture component

s mixture proportion -
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® This model can be used for unsupervised clustering.

® This model (fit by AutoClass) has been used to discover new kinds of stars
in astronomical data, etc.
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Learning mixture models

e |n ful omposes
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MLE for GMM

e [fwe are doing MLE for completely observed data
® Data log—likelihood

/(O:D)—logﬂ P(z,,%,) = |09H p(z, [7)p(x, |z, 1, 0)
= Zlogl] 7+ ZlogH N (X524, 0)"
- Zszlognk ZZzn S (X, - 1) +C

o MLE . B ZZ/
ﬂ'k vLe — argmax /(9, D) — Ty MLE — Number of datapoints

(
L X
e =argmax, £0D) - Hiie = ZEnkn

O e =argmax, £(6; D)

@ (Gaussian Naive Bayes
¢ e
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Learning GMM (z's are unknown)




Expectation Maximization (EM)
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Expectation-Maximization (EM)

® Start: "Guess'" the mean and covariance of each of the K gaussians

® Loop
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Expectation-Maximization (EM)

® Start: "Guess" the centroid and covariance of each of the K clusters

® Loop
- .-. » :.. L=1 s " L=4 s "
'-’ O t...-:' . .ﬁ- t-@.
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(a) (c) (d) (e)
L=28 L=10 L=12
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The Expectation-Maximization (EM)
Algorithm

* E Step: Guess values of Z’s

Wij(t) — p(Zi — J | Xi’ﬂ.(t),ﬂ(t)’z(t))

p(x'|2' = j<P(z' = )

Z p(x'|Z' =)xP(z' =)

2
D(X'

2= )= N E0)

m) =P(Z"=k) )
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The Expectation-Maximization (EM)

Algorithm
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EM Algorithm for GMM

* E Step: Guess values of Z’s

W‘j“) —p(z = | Xi’[ﬂa)’ﬂ(t)j(tj)

— kp(x |Z — J)X P(Z — J) ° MStep deate parameter
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K-means is a hard version of EM

® In the K-means “E-step” we do hard assighment:
(t) _ : (O\T v -1(1) (t)
Ly —[arg mkm}xn — ) (X — )

® In the K-means “M—step” we update the means as the

weighted sum of the data, but now the weights are 0 or 1:

:u(t+1) — Zn 5(Zr(‘t)’ k)Xn
D INICAAN9
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Soft vs. Hard EM assighnments
e GMM e K-Means
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Theory underlying EM

® What are we doing?

* Recall that according to MLE, we intend to learn the model
parameters that would maximize the likelihood of the data.

® But we do not observe Z, so computing

4,(0;D)=log» p(x,z|8)=log> p(z]6,)p(x|z,6,)

is difficult!

® What shall we do?
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Intuition behind the EM algorithm
L (theta)
P i : »
theta 0 theta 2 theta* theta

theta 1




Jensen’s Inequality

* For a convex function f(x)

T(E[x]) < E[1(x)]

® Similarly, for a concave function f(x)

1(E£[x]) = E[1(x)]
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f(E[x])

f(6)

E[FCO] T

f(1)

Jensen’s Inequality: concave f(x)
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EM and Jensen’s Inequality

i(E1x]) =2 E[1(x)]

L (theta)

theta 0 theta 2 theta*
theta 1

theta




Advanced Topics
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How Many Clusters?

® Number of clusters K is given

® Partition ‘n’ documents into predetermined #topics

e Solve an optimization problem: penalize Hclusters

® Information theoretic approaches: AIC, BIC criteria for model

selection

® Tradeoff between having clearly separable clusters and having too

many clusters
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Seed Choice: K-Means++

e K-Means results can vary based on random seed selection.

o K-Means++

® Choose one center uniformly at random among given datapoints.

® For each data point x, compute D(x)

D(x) = distance(x, nearest center)

® Choose one new data point at random as a new center
P(x) & D(x)’.

® Repeat Steps 2 and 3 until k centers have been chosen.

® Run standard K-Means with this centroid initialization.

(-




Semi-supervised K-Means




4 Supervised Learning N

Unsupervised Learning
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Automatic Gloss Finding
for a Knowledge Base

® Glosses: Natural language definitions of named entities.

E.g. “Microsoft” is an American multinational corporation headquartered in Redmond that develops,
manufactures, licenses, supports and sells computer software, consumer electronics and personal computers
and services ...

* Input: Knowledge Base i.e. a set of concepts (e.g. company) and entities
belonging to those concepts (e.g. Microsoft), and a set of potential glosses.

* Output: Candidate glosses matched to relevant entities in the KB.
“Microsgﬁ is an American multinational corporation headquartered in Redmond ...”
is mapped to entity “Microsoft” of type “Company” :

[Automatic Gloss Finding for a Knowledge Base using Ontological
Constraints, Bhavana Dalvi Mishra, Einat Minkov, Partha Pratim Talukdar, and William W,
Cohen, 2014, Under submission|
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Ontology

Vegetable

Example: Gloss finding

L

— SuUbset constraint

. + Mutual exclusion constraint
-

LR L
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Ontology

Entities

Example: Gloss finding

@ Organization
--‘.-H--- ---ll--‘-

Vegetable @
- " e mmmmw ™

Rl TSI

— SuUbset constraint

. + Mutual exclusion constraint

-
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Ontology

Vegetable @
-

Lexical strings

Example: Gloss finding

Rl TSI

strawberry

— SuUbset constraint

*

-

+ Mutual exclusion constraint

LR L

ApplelNC

/ apple apples || Apple Apple Inc

GOOGLE

Microsoft

Google Inc

Knowledge Base
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Example: Gloss finding

— SuUbset constraint

‘. + Mutual exclusion constraint
-
(root)
il -
- - -
Ontology CMesssanmans
Vegetable @
- LR E R R L

ApplelNC MS

strawberry GOOGLE Google Inc

apples || Apple Apple Inc Microsoft
e - = - Knowledge Base

e — o i e Ginleieaieie Xl rtaiy

~~ Candidate glosse
G3: Apple, Formerly Apple computer

' .
G1: Banana is a fruit that is green and | |G2: Apple is a fruit from apple tree, Inc, is an american company G4: Microsoft is a software company
becomes yellow when ripe,

Apple peels contain urselic acid, headguarted in Cuperting, headquartered in Redmond and
L released Windows 05.....
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Training a clustering model

— SuUbset constraint

‘. + Mutual exclusion constraint

-
- -

Vegetable @

LR R L

-..--.-l-

Ontology

banana ApplelNC MS
Lexical strings | Strawberry GOOGLE | | Google Inc
apples || Apple Apple Inc Microsoft
apple pe ep P Knowledge Base
Fruit / Candidate glosse
G3: Apple, Formerly Apple computer Company 9
G1: Banana Is a fruit that is green and | |O2: Apple Is a fruit from apple tree. Inc, is an american company G4: Microsoft is a software company
becomes yellow when ripe, Apple peels contain ursolic acid. headguarted in Cuperting, headquartered in Redmond and
released Windows O5.....

‘\\ Test: Ambiguous glosses

Train: Unamblguous glosses
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GLOFIN: Clustering glosses
oo fir e Gloss for "Microsoft”
O ‘O O O l
& colov o
OO O O O O v Company
O University
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GLOFIN: Clustering glosses
Gloss for "Apple a Fruit" G';SS for "Apple a Company”
O ‘\ > 20 O
O ‘ Vegetable
O ‘ O O OVO v : Fruit
‘ O O VO O Compan
O O O v pany
University
O O
o Com 0 OO0
2000 oYe
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GLOFIN: Clustering glosses

Vegetable

‘ Fruit
v Company

University
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GLOFIN: Clustering glosses
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GLOFIN: Clustering glosses

Everything %
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GLOFIN: Clustering glosses

Gloss for "Apple a Fruit" . "
Gloss for "Apple a Company

Everything

Vegetable

University
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GLOFIN on NELL Dataset

Precision Recall F1

m SVM
W Labal Propagation
® GLOFIN

275 categories, 247K candidate glosses, #train=20K, #test=227K
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GLOFIN on Freebase Dataset

100
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m SVM

W Labal Propagation
® GLOFIN

Precision Recall F1

@ 66 categories, 285K candidate glosses, #train=25K, #test=260K




Summary

® What is clustering?

® What are similarity measures?
® K-Means clustering algorithm
® Mixture of Gaussians (GMM)

® Expectation Maximization

* Advanced Topics
e How to seed clustering

e How to decide #Hclusters

* Application: Gloss finding for a Knowledge Bases




Thank You

Questions?
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