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Abstract
This paper explores massive synthesis, or synthesis of suffi-
ciently large amounts of content such that its evaluation is chal-
lenging. We discussvarious applicationswhere massive synthe-
sis may apply, and their related issues. We also outline factors
related to those applicationsthat affect the perceived qualityand
intelligibilityof the speech output, and discuss modificationsof
those factors that can improve the understandabilityof the re-
sulting syntheticspeech. There is a discussionof the challenges
of evaluating this work, and of the different possible metrics
that may be appropriate. Finally, we show in a simple evalua-
tion that our modificationsimprove the perceived quality of the
synthesis.

1. Introduction
Speech synthesis is increasingly being used to deliver spoken
information to people. As its use becomes more frequent, new
applications which push the limits of viable synthesis become
more desirable. One such applicationinvolves converting some
large amount of text-based information into speech, for listen-
ing to in situation where reading is inappropriateor impossible,
such as while driving or exercising – a sort of “automatic pod-
cast generation” task. The requirements of this application are
highly understandablespeech that is of sufficiently high quality
that people will listen to it.

The difficulty, of course, is that this task has an enormous
amount of text to be synthesized, when the potential uses are
examined, to the extent that it is impossible for a person, or
even a group of people to realistically evaluate it before use.
This is compoundedby the likelihood that new content is being
continuously generated, making optimizations based on prior
evaluations potentially less useful.

We are calling this applicationtask massive synthesis– syn-
thesis of such a large amount of data that more typical evalua-
tion methods are impractical because no single person will be
able to listen to enough of it. The goal of our work is to identify
potential problems and find solutions that maximize intelligi-
bility and understandability with the least manual intervention
possible.

Though similar, there are two different relevant concepts
here. Intelligibility, or how well the words a synthesizer pro-
duces can be correctly recognized, is an important measure for
determining the quality of the speech synthesis. Understand-
ability, or how well knowledge, information, and concepts can
be transferred from the speaker to the listener, is also of great
importance when considering speech applications designed to

provide information. For speech, understandability builds on
the intelligibility, which provides a sort of ceiling for how un-
derstandable the speech will be; less intelligiblespeech, by de-
fault, will be less understandableas well. Both of these are im-
portant to the task of massive synthesis; though more challeng-
ing, the ultimategoal of this work is to produce understandable,
and not just intelligible,synthetic spoken output.

2. Massive Synthesis
2.1. Potential Applications

We envision several possible applications that could be classi-
fied as massive synthesis. Tasks such as error reports, business
case summaries,even a news reader, all have characteristicsthat
synthesis for them would end up as massive synthesis. Pro-
ducing speech in these domains, at least on a sufficiently large
scale or sufficiently often, will result in too much audio to legit-
imately evaluate. However, the task requires high understand-
ability in order to be a success - listening to a news story you
can’t understandright away is not worthwhile,and most people
would not bother.

All of these domains share the difficulty of having signifi-
cant amounts of content, and generally, continuous generation
of new content. However, each of the above tasks has some
characteristics that may simplify them. For example, error re-
ports are likely to have a standard format and fairly closed lan-
guage, and while news stories typically have a few new or un-
known words per day, they are otherwise fairly normal English
text. Unfortunately, that can’t be said for all massive synthe-
sis applications. Weblogs are another potential use of massive
synthesis, and though they might be thought of as amateur-
producednews articles, there can be some noticabledifferences,
both in terms of the topics covered and the vocabulary used.

2.2. Example Content

2.2.1. Obtaining a Corpus

As mentioned above, there are several applicationswhere there
is more content to be synthesized than can reasonably be heard
by any individual or small group. One of these, synthe-
sis of weblogs, is interesting because of the large amount of
continuously-generatedcontent to synthesize, as well as a po-
tentially large pool of users to listen to the synthesized output.
Though each synthesized blog may have only a few listeners,
the entire space here is quite large and is clearly suitable to the
problem at hand.

It is fairly easy to collect data from a number of weblogs,
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though there are some concerns about making the content rep-
resentative of a “generic” blog. Fortunately, there has already
been an effort to create a large-scale corpus of weblog content.
The TREC Blog06 corpus [1], a collectionof over 100,000 RSS
and Atom feeds collected over 11 weeks in late 2005 and early
2006, is an ideal example of a large corpus of this sort of text.
The corpus was created by downloading the homepage and all
new permalinks for each feed once a week, for a total of over
750,000 collected feeds over this time period. The corpus in-
cludes an appropriateamount of spam content for realism.

It should be noted that this corpus also has a non-negligible
amount of non-English text, including French, Spanish, and
German, among others. As we are only concernedwith English
at this time, this content was largely ignored.

2.2.2. Analysis

To examine the content of this corpus, we first did a small
amount of text processing to extract the content from the sur-
rounding HTML and meta-informationfrom the corpus distri-
bution. Removing this non-content informationresulted in a 14
gigabyte collection of blog text. This is primarily the form in
which we used the corpus.

We performed a word frequency analysis to determine how
weblog text differed from other English text, such as news arti-
cles. Our hope was to find “blog frequent” words that would be
unlikely to be synthesizedwell, either in terms of quality or in-
telligibility. Once the “unusual”frequentwords were identified,
we then would determineif they were present in the lexicon, and
if not, if their predictedpronuciationis likely to be accurate. For
words with implausible or incorrect pronunciation, they would
be flagged and targetted for improvement strategies.

In general, our analysis found most of the text was typi-
cal for English, at least with the most frequent words, which
is not surprising. The most frequent but atypical tokens, html
and blog appeared 27th and 28th most frequently, respectively,
but otherwise the top 50 words appear to be fairly normal for
English text. Even the unusual words that are frequently seen
tend to be normal English words, simply used more often than,
say, in the Wall Street Journal. Other common words that are
mishandled tend to be acronyms that should be spelled rather
than pronounced (or vice-versa), such as “FAQ”, or pluralized
abbreviations such as “mp3s”.

It is interesting to observe the frequency of “adult” content
in this corpus. Though not overwhelmingly common, “porn”
and variants appear several hundred thousand times in the data.
This perhaps says something about what happens when content
is produced anonymously, either through weblog posts or their
comments.

3. Improving the SynthesizedContent

For several reasons, speech output of this content is difficult to
understand. Since the usefulnessof a spoken report or article is
very low if it can’t be understood, this is a problem that must
be solved. We believe there are several issues that cause the re-
duced understandability, but there also are likely solutions that
can be implementedto mitigate the effects.

3.1. Relevant Factors

3.1.1. Non-standard Words

Though non-standard words [2] are present in many differ-
ent applications, including news articles, it seems that weblog
content has a higher incidence of these, and a wider variety.
News articles are generally limited to numbers and some punc-
tuation symbols, and perhaps some foreign names or words,
whereas blogs can have a far greater range of non-standard to-
kens. These includetechnicaljargon (particularlywhen the con-
tent is related to computing technology), what is termed leet-
speek (or l33t5p33k), intentional or inadvertant typographical
and spelling errors (such as “the-teh”, “lose-loose” or “voila-
viola”), expressive spelling (such as “soooo...”), self-censoring
of expletives (as in “#*!%”), frequent usernames and handles
that are often ambiguously pronounceable, as well as similar
non-standardwords as in news articles. To a certain extent this
is due to the lack of a formal editor reviewing the content before
publication,but the fact that weblogs tend to be treated more as
informal conversation than a professionalpublicationis also an
influence on these trends.

Improperly rendering these non-standard words has a sig-
nificant effect on the perceived quality and intelligiblityof the
synthesizedspeech, reducing the overall understandability. For
the listener to understandwhat they are hearing, the speech out-
put must take into account these words, and produce something
more like what a person would say when reading: “leet” rather
than “el three three tee”.

In many cases, these non-standard words can be grouped
into classes, some of which may be quite large; for example,
words containingnumbersor punctuationsubstitutedfor letters.
For these, it may be helpful to consider them as a foreign lan-
guage of sorts, and approach learningtheir properpronunciation
in that fashion. Techniques as in [3] would prove useful in that
situation,particularlyif we can devise a system where users are
capable of providing feedback while listening to the content.

3.1.2. Formatting / Text Structure

Because the bulk of the content we would be synthesizing in
these applications is web-publishedmaterial, there is an inher-
ent structureembeddedby use of markup languages. This struc-
ture likely will provide hints for appropriate ways to segment
the content, even when presenting it as speech, rather than vi-
sually. Thus, a method that takes the text structure into account
will likely be easier to understand.

Even if an individual post’s content has no structure or for-
matting beyond simple paragraphs, the entire page containing
the post almost certainly will: title, content sections, comment
sections, archive links, links to other sites, ads, and other items.
If the goal is to synthesizethe content, removing or ignoring the
parts of the structure that are unrelated or unnecessary should
simplify the output and probably improve how it is perceived
by the listener.

Similarly, how the text itself is formatted can be used as
a guide for how it should be said. Words that are empha-
sized in the text should probably be emphasized when spoken.
Expressive spelling, as mentioned above, is another example
of text formatting signifying how it should sound when spo-
ken. When this is done appropriately, it can make the resulting
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speech sound more like how a human would speak - and more
understandable.

Other formattingissues can be more problematicthan help-
ful. ImproperlyrenderedHTML entities,for example, are likely
to be very poorly understoodwhen synthesized,and even if they
can be understood, people will be unlikely to know (or care)
what &#8211; (or as would be heard “ampersand hash eight
two one one”) is supposed to represent.

3.1.3. Content Summarization

One issue that is likely to arise, particularlywhen synthesizing
weblogs, is the problem of having very long articles, or related
to that, several new articles, that should be spoken. Is it always
appropriate to read very long articles in their entirety? Will
condensing several new comments to the phrase “and there are
15 new comments”or similarbe sufficient,or shouldall of those
comments be heard? These questions and other similar ones do
not seem to have obvious answers, but they are at the core of
providing understandablespeech to people.

Like most speech applications, the answers here likely de-
pend in some way on either the user or the domain, or possibly
both. Some users might prefer condensed summaries, while
others insist on hearing everything. Summaries themselves can
have several options. They can summarize the main article and
just indicate there are comments, summarize both the article
and any comments, just say how many new posts and comments
there are, or somethingmore abstract like “several pages of rav-
ings from a barely literate teenager”, for example.

There are other, more intermediateoptions as well, such as
subsetting the content. That is, speaking enough of the start to
make it clear what the article is about, and then waiting for the
user to indicate whether the system should continue or move
on to something else. In this way, the user could more quickly
“browse” through the content.

Though all of these can potentiallyhelp, the most appropri-
ate option is almost certain to depend on user preferences.

3.1.4. Phrase Boundaries

It is fairly well known that improved phrase breaks can produce
significant gains in the overall understandabilityof synthesized
speech. This effect is likely amplified with informal writing,
which is less likely to have consistentpunctuationor other cues
for identifyingphrase breaks.

In some ways, weblog content – particularly very infor-
mally written content – can end up resembling“word soup” due
to a lack of punctuation and grammatical sentences. The text,
then, could be thought of in the same way as the output from
machine translationengines,and synthesized appropriately. Be-
cause the language in the text is “unusual”, the default naı̈ve
method to determinephrase breaks will be less effective. Some-
thing more advanced, taking things such as part of speech into
account, can probably provide improved breaks.

This problemis particularlynoticablefor non-sentencecon-
tent, such as structural or navigational information on web
pages. Sometimes the information provided is important, but
simply reading it out without adding better prosody and phras-
ing makes it too difficult to understand.

3.1.5. Multiple Voices

Another possibility to improve intelligibility and understand-
ability would be to use multiple voices, particularly with long
utterances. Using different voices for different contexts - such
as one for the main content, one or two others for other com-
ments, and one for meta information or non-primary content -
could provide audible cues to where content is changing. Those
cues could, in turn, make the speech easier to follow, and thus,
understand.

For situations where multiple different voices may not be
appropriate or desired, a similar effect might also be obtained
using a single voice but changing style, particularly combined
with improved phrasing.

Also, though not strictly speaking a different voice, using
non-speech sounds to render some text could also provide a
more natural or understandable result. For example, turning
“ROFL” into an appropriate laughter sound would probably be
better than trying to turn that “word” into speech. Using non-
speech sounds such as beeps to indicate shifts between different
content can also provide a potential increase in understandabil-
ity, though at the cost of decreased naturalness.

3.2. Identifyingand Correcting Problems

Of course, in order to use the strategies outlinedabove, it is nec-
essary to know when and where to apply them. The most likely
method to find problems is to listen to the speech output, but as
we have discussed above, massive synthesis is characterizedby
having too much content to listen to. However, evaluating some
of it is likely to help, particularly if we select things which are
more likely to have errors.

Determiningwhether the synthesis is correct is, in the end,
always going to require someone to listen to the speech. This
manual process is both slow and expensive, but necessary. To
reduce the cost, we want to find as many potential problems
without requiring a human listener as possible. There are some
heuristics we can use here. First, though we want to select ex-
amples at random, we can start by selecting those examples
with words not in the lexicon, such as those we flagged from
the Blog06 corpus. Using this as a guide to select candidate
examples for evaluationsmakes it for more likely to find errors.

Still, however, the amount of content to examine is likely
to be large. Therefore, some method of gauging the severity of
the potential errors would be ideal, in order to prioritize error
correction. This is key, because trying to find and fix all errors
is unlikely to be cost effective. The more optimal approach to
error correction and resolution would be to concentrate on so-
lutions that fix large classes of errors, and simple fixes that can
be implementedquickly without much effort.

3.3. Evaluation

Like the problem for speech synthesis in general, it is difficult
to describe a consistent, objective measure that can evaluate
this speech with regard to its quality and/or understandability.
Typical approaches have included mean opinion scores, modi-
fied rhyme tests, semanticallyunpredictablesentences,and oth-
ers, and in fact these have all been present in some fashion in
the Blizzard Challenge [4] in previous years. However, though
these approaches are suitable for comparing different synthe-
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sizers or methods, they are not as helpful for demonstratingim-
provement for a specific task, particularlywith regard to under-
standability. Semantically unpredictable sentences are inher-
ently an artificial task which may or may not have any bearing
on understandabilityfor a specific application.

There are other possibilities, however. Asking listeners to
rate which of two or more examples they prefer, or “like more”,
could be a useful dimension presuming the voice being used
is the same and the quality level is consistent across different
utterances. However, such an open-ended criterion may not be
capturingthe desired informationabout quality and understand-
ability, though a large evaluation with many examples and ex-
plicit directions should be able to demonstrate improvements
over a baseline. Another option would be to design a test sim-
ilar to reading comprehension tests for children; by providing
the content, and then specific questionsabout what was present,
it should be possible to identify differences in understandabil-
ity. The drawback to this sort of approach is the effort and cost
required to design and implement it; it is likely to be far more
expensive than typical synthesis evaluations.

4. Simple Evaluation
4.1. Test Examples

Given all of the issues related to how the synthesis is perceived,
as well as the cost-benefit analysis to dealing with them, we
implemented a number of modifications to weblog-style text.
These modifications include a set of “number-to-letter” rules
that effectively translate common “leet” words into pronounce-
able English, rules for words such as “iTunes” that use case to
identifysyllableboundaries,and lexical entries for several com-
mon non-standardwords like “pwn” and “kthx”, among others.

To test our modifications, we synthesized random com-
ments and articles from several blogs and content sources:
Slashdot [5], MetaFilter [6], LiveJournal [7], as well as a ran-
dom Wikipedia article [8] and text from the Blog06 corpus.
We felt these were fairly representative of the types of content
that we have been working with. All examples were selected
randomly, with the only constraints on the content being non-
pornographic,and total playing time under 40 seconds.

Each of the examples was synthesized with a default Fes-
tival [9] installation and using our modifications. We used one
of the Nitech HTS Arctic voices [10], because we felt, based
on the results of past evaluations, the HTS voice would provide
consistent,good-qualitysynthesis and reduce perceived quality
differences between multiple utterances. The original content
was identical between the modified and unmodified versions,
though obviously the modified output might contain different
phrases due to the token modifications.

4.2. Task Setup

Subjects were asked to listen to 6 different content examples,
one from each method, for a total of 12 different wavefiles. For
each example, they were instructedto identify which of the two
waveforms they felt was better, and then rate on a scale of 1 to
5 how much better. The order of presentationwas randomized,
such that the same method was not used to generate the first
presented wavefile for all examples.

Five subjects, all of whom are familiar with speech synthe-

sis, took part in this evaluation. Each was given a URL that
outlined the task to them, and provided the wavefiles to listen
to. Subjects could listen to the examples using either speakers
or headphones, but were encouraged in either case to listen to
each file as few times as possible.

4.3. Results

All subjects universally preferred the modified examples to the
unmodified ones. Though we expected a clear preference to
emerge, it is still somewhat surprising that this preference was
complete in all cases.

There was less consistent cross-listener agreement in the
degree of preference, however, with some examples showing
strong agreement and others almost none. In general, the av-
erage preference was fairly weak, so despite a clear preference
for the modified utterances,that preferencedoes not seem to in-
dicate a strong improvement over the baseline. The preference
scores are shown in Table 1. These results are not statistically
significantdue to the limited sample size.

Min Pref Avg Pref Max Pref
Ex 1 1 2.2 3
Ex 2 1 3 4
Ex 3 1 1.8 2
Ex 4 1 2 3
Ex 5 2 3 5
Ex 6 2 3 4

Table 1: Degree-of-preferencescores from this evaluation.

5. Discussion
As the results from our evaluation show, it is clear that some
fairly simple modifications will result in speech which is per-
ceived as better to at least some degree. More thorough or com-
plex changes might produce an even more obvious user pref-
erence. Our results, unfortunately, are lacking more detailed
comments that would prove useful in how the speech was per-
ceived. It may be that listeners found both examples to be poor
or difficult, and one was simply “less bad” than the other.

It seems likely, based on some past evaluations and anec-
dotal experiences, that improved prosody will be required to
have truly understandable synthesis of lengthy items. The
machine-like qualities simply make it harder to concentrate on
the speech, with the result being longer utterances are far more
difficult to understand. On some level this is likely to be a
memory issue – people have limited auditory memory [11], and
even natural speech is hard to remember after hearing a long
talk. However, the fact that people can routinely go to an hour-
long lecture and come away having learned somethingsuggests
memory is not a valid excuse to hide behind. It seems highly un-
likely that the same lecture, if delivered by a speech synthesizer,
would be as well understood,or received by the audience, even
with a modern, state of the art synthesizer. We would like to,
with this work, be able to “close the gap” and reduce the under-
standabilitydifferences between synthetic and natural speech.

One area which we discussed but have not explored here is
utilizingthe structureof the content to help influence its synthe-
sis and presentation. Other recent work [12] suggests this can
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be helpful, both in terms of resultingunderstandability, but also
with summarizing complex information into something more
suitable for spoken output. We feel that looking further into this
has high potential for improving massive synthesis.

As we discussed above in regarding evaluation, a massive
synthesis application will never be able to be quality-checked
in the same fashion as, say, a limited domain synthesizer. To
help alleviate that issue, we believe having users of these ap-
plications provide feedback (and if possible, corrections) can
provide useful improvements to the spoken output. The draw-
backs to this approach are that for truly useful feedback, the
users must actually care about what they are listening to, and
have a want or need to understandit. This becomes tricky since
those types of users, besides being harder to find in the first
place, are also the ones who are least likely to put up with doing
error correction as part of using a system like this. However, it
is important to be have this sort of feedbackmechanismto drive
improvements.

Even with user-provided feedback, however, it is unclear
that there is a good evaluation metric on which to judge
progress. On some level, receiving fewer error reports from
users would be a reasonable measure (presuming that the user
base stays constant). Other metrics such as token error rate may
be useful as well, but there is still likely a perceptualcomponent
that needs to be considered.

Moving forward, we envision developing a prototype sys-
tem which, given the URL or other location of a document,will
parse the content and provide a “podcast” to listen to – in some
sense, a web browser that instead of displayingthe content on a
screen, renders it as speech. Given the nature of this, some col-
laboration with groups working on web browsers for the blind
might be beneficial.
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