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A B S T R A C T

As kidney exchange programs are growing, manipulation by hospitals becomes more of an issue. Assuming that hospitals wish to maximize the number of their own patients who receive a kidney, they may have an incentive to withhold some of their incompatible donor–patient pairs and match them internally, thus harming social welfare. We study mechanisms for two-way exchanges that are strategyproof, i.e., make it a dominant strategy for hospitals to report all their incompatible pairs. We establish lower bounds on the welfare loss of strategyproof mechanisms, both deterministic and randomized, and propose a randomized mechanism that guarantees at least half of the maximum social welfare in the worst case. Simulations using realistic distributions for blood types and other parameters suggest that in practice our mechanism performs much closer to optimal.
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1. Introduction

Transplantation of a healthy kidney is the best treatment today for severe kidney disease. Since humans normally have two kidneys and need only one to lead a healthy life, many patients have a family member or friend willing to donate them a kidney. However, not all potential donors are compatible with their desired recipient. This raises the possibility of kidney exchange, in which two or more incompatible donor–patient pairs exchange kidneys such that each patient receives a compatible kidney from the donor of another patient.3

Incentives of donor–patient pairs and efficiency in kidney exchange programs have respectively been studied by Roth et al. (2004, 2005, 2007a). As kidney exchange programs grow, however, manipulation by hospitals also becomes an issue. In particular, a hospital may choose to withhold some of its incompatible donor–patient pairs and match them internally, in order to maximize the number of its own patients who receive a kidney. This kind of strategic behavior has a negative
effect on social welfare and runs counter to the whole idea of having a large exchange. It is therefore an interesting question how hospitals can be incentivized to fully participate in an exchange by submitting all of their incompatible donor–patient pairs.

This problem can be modeled formally as a matching problem on a graph in which each vertex corresponds to an incompatible donor–patient pair and an edge between two such pairs indicates that the donor of each pair is compatible with the recipient of the respective other pair. Moreover disjoint sets of vertices are controlled by self-interested agents, in the sense that their existence is private information of the agent controlling them. Agents then reveal subsets of their vertices, and matches are determined based on the induced subgraph. An agent can seek to manipulate by hiding some of its vertices and then proceeding to benefit both from the inter-agent matches and matches on its hidden and unmatched vertices. We assume that each agent seeks to maximize the number of its own vertices that end up being matched.4

The above model was first used by Roth et al. (2007b) and later by Ashlagi and Roth (2011) in order to study the incentives of the hospitals in an exchange. Roth et al. observed that no efficient and strategyproof mechanisms exist for this problem. Ashlagi and Roth showed that no deterministic strategyproof mechanism can guarantee more than half the size of an efficient matching, whereas a nearly efficient incentive compatible mechanism exists in a Bayesian setting. A more detailed discussion of these results can be found in Section 2.

In this paper we take a prior-free approach to the nonexistence of efficient and strategyproof mechanisms and relax efficiency rather than strategyproofness. We say that a mechanism is an \( \alpha \)-approximation mechanism if the size of the maximum cardinality matching is always at most \( \alpha \) times that of the matching returned by the mechanism.\(^5\) Our goal is to design mechanisms that are strategyproof and at the same time provide a good approximation ratio. This approach is interesting for at least two reasons. First, strategyproof mechanisms are more robust in the worst case against information hospitals might have about each others’ patients. Interestingly, we will see that their efficiency loss on average (in simulations) is still very small. Second, together with the results of Ashlagi and Roth (2011), our results provide insights into the tradeoff between different degrees of incentive compatibility on the one hand and social welfare on the other.

We begin in Section 4 by establishing lower bounds on the approximation ratio achievable by strategyproof mechanisms. To this end, we refine an example used by Roth et al. (2007b) to illustrate that no efficient mechanism can be strategyproof, and observe that no deterministic strategyproof mechanism can provide an approximation ratio better than 2 and no randomized strategyproof mechanism can provide an approximation ratio better than 8/7.\(^6\)

In Section 5 we then introduce a mechanism, termed \( \text{Mix-and-Match} \), that is parameterized by a bipartition \( \Pi = (\Pi_1, \Pi_2) \) of the set of agents. Roughly speaking, for any given graph, the mechanism returns a matching that has maximum cardinality among all the matchings that (i) contain no edges between the vertex sets of two agents on the same side of the bipartition, and (ii) are a maximum cardinality matching when restricted to the vertex set of each individual agent. We show that \( \text{Mix-and-Match} \) is strategyproof for any bipartition of the set of agents and can be executed in polynomial time. Unfortunately, for any fixed bipartition \( \Pi \), \( \text{Mix-and-Match} \) does not generally provide a bounded approximation ratio. We observe, however, that \( \text{Mix-and-Match} \) yields a 2-approximation in the two-agent case when used with the obvious bipartition that places the two agents on opposite sides. This is in fact the optimal deterministic strategyproof mechanism for two agents, since the deterministic lower bound of 2 holds even in this case. In Section 6 we finally construct a randomized mechanism, termed \( \text{Mix-and-Match} \), that first mixes the agents by choosing a random bipartition \( \Pi \), then matches the vertices by applying \( \text{Mix-and-Match} \). We show that \( \text{Mix-and-Match} \) is strategyproof and provides a 2-approximation.

An average-case analysis of \( \text{Mix-and-Match} \), using simulations with realistic values for parameters like the structure and frequency of blood types, is given in Section 7. These simulations suggest a practical performance that is much closer to optimal than the theoretical worst-case bounds. Section 8 concludes with a discussion of our results and possible directions for future work.

2. Related work

Most closely related to our work is that of Roth et al. (2007b), Ashlagi and Roth (2011), and Toulis and Parkes (2011), who consider mechanisms for multi-hospital kidney exchange. Following the negative result of Roth et al. (2007b), Ashlagi and Roth (2011) and Toulis and Parkes (2011) studied mechanisms in the Bayesian setting.

Ashlagi and Roth (2011) show that under reasonable prior information, there exists an individually rational mechanism that is \( \epsilon \)-Bayesian incentive compatible and almost efficient. Their analytical results are obtained for large markets and require a regularity condition that roughly means that hospitals are not too big. The mechanism of Ashlagi and Roth (2011) finds a maximum set of donor–patient pairs for each hospital that it can match internally, and finds a maximum matching in the graph that guarantees that this set of pairs will be matched (not necessarily to each other). This is made possible by the large market assumption and perfect-matching results for Erdős–Rényi graphs. Using the prior information about the population (blood types and tissue-type compatibilities) the authors further identify a set of nodes that should be

---

4 This model more generally applies to settings where information about clients and potential trades among clients is partitioned among a set of agents. What distinguishes kidney exchanges from other such settings is the absence of monetary transfers: in most countries, payments in return for organs are both illegal and considered immoral, so we are interested in mechanisms without payments.

5 Since the social welfare of a matching is exactly twice its cardinality, approximating the two is equivalent.

6 The preliminary version of this paper incorrectly stated the bound as 4/3. Ashlagi and Roth (2011) show this result in a slightly different setting.
given an “extra” chance in the match in order to achieve Bayesian incentive compatibility. In their work they consider also three-way exchanges. Toulis and Parkes (2011) establish similar results in the Bayesian setting assuming that each hospital is sufficiently large.\footnote{Both Ashlagi and Roth and Toulis and Parkes use realistic values for parameters like the structure and frequency of blood types.}

By contrast, our mechanism is strategyproof and does not require any assumptions about the structure of the market. Nevertheless, to complement results about the Bayesian setting and make use of information about the population, we also study the performance of our mechanism on inputs drawn from the distribution used by Ashlagi and Roth. On a technical level, our mechanism ensures that the outcome contains a maximum cardinality internal matching (though not a specific one) for each hospital, and imposes some restrictions on exchanges across hospitals. Mechanisms currently in use also give a somewhat higher priority to exchanges among donors and patients of the same hospital. This is done mainly to minimize geographical distance between donors and recipients, and is usually not enough to incentivize hospitals to fully reveal their information to the mechanism (also see Ashlagi and Roth, 2011).

While it is possible to exchange kidneys among more than two donor–patient pairs at a time, finding an efficient set of exchanges becomes computationally hard in this case. In this paper, we therefore restrict our attention to two-way exchanges. We note, however, that there exist algorithms that allow multi-way exchanges and have good performance in practice (Abraham et al., 2007; Biró et al., 2009).

Kidney exchange has also been studied in dynamic environments where patients arrive and depart, but not from the perspective of incentives. Unver (2010) provides an elegant characterization of optimality under the assumption that there are no tissue-type incompatibilities. Awasthi and Sandholm (2009) and Dickerson et al. (2012) design and analyze stochastic optimization algorithms for a dynamic environment.

Finally, our work is part of a line of research that seeks to approximate optimal outcomes in mechanism design settings without monetary transfers, which was initiated by Procaccia and Tennenholtz (2009). This approach is particularly intriguing in the context of problems that are computationally feasible: while there is no need to approximate the optimal solution for strictly computational reasons, there might be a need for that to maintain strategyproofness (when the optimal solution is not strategyproof).

3. Preliminaries

Let \(N = \{1, \ldots, n\}\) be a set of agents. For each \(i \in N\), let \(V_i\) be a set of private vertices of agent \(i\). Let \(G = (V, E)\) with \(V = \bigcup_{i \in N} V_i\) be an undirected labeled graph, that is, each vertex is labeled by its agent. We slightly abuse terminology by simply referring to such labeled graphs as “graphs.”

A matching \(M \subseteq E\) on \(G\) is a subset of edges such that each vertex is incident to at most one edge of \(M\). For \(i, j \in N\) we denote

\[
M_{ij} = \{(u, v) \in M : u \in V_i \land v \in V_j\}.
\]

Given \(i \in N\), we refer to edges in \(M_{ii}\) as internal edges and to edges in \(M_{ij}\), where \(j \in N \setminus \{i\}\), as external edges.

Given a graph \(G\) and a matching \(M\) on \(G\), the utility of agent \(i\) for this matching is

\[
u_i(M) = \left| \left\{ u \in V_i : \exists v \in V \text{ s.t. } (u, v) \in M \right\} \right|,
\]

that is, it is equal to the number of vertices of \(V_i\) that are matched under \(M\).

We now turn to the definition of a mechanism, without being too formal. For a fixed number \(n\) of agents, a deterministic mechanism is a function that maps any (labeled) graph for \(n\) agents to a matching of this graph. A randomized mechanism maps any graph to a probability distribution over matchings, that is, it can select a matching randomly. For conciseness, we treat deterministic mechanisms as a special case of randomized mechanisms in the rest of this section.

For a randomized mechanism \(f\) and a (possibly random) graph \(G\), define

\[
u_i(f(G)) = \mathbb{E}_{M \sim f(G)}[u_i(M)],
\]

where the expectation is taken over the distribution on matchings returned by the mechanism. In other words, the utility of an agent simply equals the expected number of its vertices being matched.

We are concerned with situations where an agent “hides” a subset of its vertices and then internally matches them among themselves or with vertices not matched by the mechanism. To make this formal we need some notation. We however feel that the idea is rather intuitive, and will avoid the rather cumbersome formalism in the rest of the paper. For any subset \(V' \subseteq V\), let \(G[V']\) be the subgraph of \(G\) induced by \(V'\). For a graph \(G\), an agent \(i \in N\), and a matching \(M\), let \(X_i(M)\) be the set of vertices in \(V_i\) that are not matched in \(M\); if \(M\) is chosen randomly, then \(X_i(M)\) is a random variable. Furthermore, let \(f^*\) be a mechanism that maps each graph \(G\) to a maximum cardinality matching of \(G\). We say
that a mechanism \( f \) is strategyproof if for every graph \( G = (V, E) \) with \( V = \bigcup_{i \in N} V_i \), for every \( i \in N \), and for every \( V'_i \subseteq V_i \) it holds that

\[
  u_i(f(G)) \geq u_i(f(G[V \setminus V'_i])) + u_i(f^*(G[V'_i \cup X_i(f(G[V \setminus V'_i]))])).
\]

In words, a mechanism is strategyproof if an agent can never benefit by hiding some of its vertices. The agent’s utility after hiding a subset \( V'_i \) of its vertices equals the (expected) number of its vertices that the mechanism matches given the subgraph induced by all vertices but those in \( V'_i \), plus the (expected) number of vertices in a maximum cardinality matching of the subgraph induced by \( V'_i \) and the vertices not matched by the mechanism. In our model, individual rationality requires that an agent cannot benefit from the special case when \( V'_i = V_i \), and is therefore implied by strategyproofness.

We are interested in mechanisms that, while being strategyproof, produce matchings that maximize social welfare, i.e., the sum of agent utilities. For any matching \( M \), \( \sum_{i \in N} u_i(M) = 2|M| \), so what we are looking for are matchings that are as large as possible. We say that a randomized mechanism \( f \) provides an \( \alpha \)-approximation if for every graph \( G \),

\[
  \frac{|f^*(G)|}{\mathbb{E}[|f(G)|]} \leq \alpha,
\]

where once again \( f^*(G) \) is a maximum cardinality matching of \( G \). For deterministic mechanisms, the expectation in (1) can simply be dropped.

4. Lower bounds

It may not be immediately apparent that the optimal mechanism is not strategyproof. Given a graph, the optimal mechanism simply returns a maximum cardinality matching (while employing a consistent tie-breaking rule to decide between different maximum cardinality matchings).

To see how this can fail to be strategyproof, consider graph \( G \) in Fig. 1(a). This graph has an odd number of vertices, so every matching leaves some vertex unmatched. However, each agent has a pair of vertices such that removing these vertices from the graph results in a graph with a unique maximum cardinality matching in which all of that agent’s vertices are matched (Figs. 1(b) and 1(c)). Thus, one of the agents must have an unmatched vertex in \( G \), and this agent can hide two of his vertices to increase his utility. This simple example, which is due to Roth et al. (2007b), cannot be derived lower bounds that will later turn out to be, at least in one case, tight (see also Ashlagi and Roth, 2011, for similar bounds in a slightly different setting).

**Theorem 4.1.** If there are at least two agents,

1. no deterministic strategyproof mechanism can provide an \( \alpha \)-approximation for \( \alpha < 2 \), and
2. no randomized strategyproof mechanism can provide an \( \alpha \)-approximation for \( \alpha < 8/7 \).

**Proof.** For the first part of the theorem, we consider the case where \( N = \{1, 2\} \); the proof can easily be extended to the case where \( n > 2 \) by adding agents with vertices that are not incident to any edges. Let \( f \) be a deterministic mechanism, and consider graph \( G \) given in Fig. 1(a). Since \( G \) has an odd number of vertices, it does not have a perfect matching, and so \( f(G) \) must leave some \( v \in V_1 \) or some \( v \in V_2 \) unmatched. Thus, either \( u_1(f(G)) \leq 3 \) or \( u_2(f(G)) \leq 2 \).

We first deal with the case where \( u_1(f(G)) \leq 3 \). Consider the graph \( G' \) that is obtained when agent 1 hides vertices \( v_5 \) and \( v_6 \) (see Fig. 1(b)). The unique maximum cardinality matching of this graph is \( \{(v_1, v_2), (v_3, v_4)\} \), a matching of cardinality 2. However, agent 1 could internally match the pair \( (v_5, v_6) \) and obtain a utility of 4, contradicting strategyproofness. Therefore, \( f(G') \) must have cardinality at most 1, meaning that its approximation ratio on \( G' \) cannot be smaller than 2.
The case where \( u_2(f(G)) \leq 2 \) can be handled similarly. Consider the graph \( G'' \) obtained when agent 2 hides vertices \( v_2 \) and \( v_3 \) (see Fig. 1(c)). Once again there is a unique maximum matching of cardinality 2, but \( f \) cannot return this matching since it would yield a utility of 3 to agent 2, in contradiction to strategyproofness. As before the mechanism is forced to select a matching of cardinality at most 1.

The second part of the theorem can be derived using the same construction. Let \( f \) be a randomized strategyproof mechanism. Since \( G \) does not have a perfect matching, it must be that \( u_1(f(G)) + u_2(f(G)) \leq 6 \). Therefore, either \( u_1(f(G)) \leq 7/2 \) or \( u_2(f(G)) \leq 5/2 \).

We now proceed as before. If \( u_1(f(G)) \leq 7/2 \), we consider graph \( G'' \); by strategyproofness \( f \) can only match both of agent 1’s pairs with probability at most 3/4, for a maximum of 7/4 pairs in expectation, but the optimum is 2. If \( u_2(f(G)) \leq 5/2 \), we use graph \( G'' \) to show that \( f \) can only match 7/4 pairs in expectation, while the optimum is 2. □

5. Deterministic mechanisms

Let us now focus on deterministic mechanisms. We begin by designing a deterministic mechanism that is strategyproof for any number of agents, but may not provide a bounded approximation ratio. We then leverage this mechanism to obtain an optimal deterministic strategyproof mechanism for two agents. The more powerful application of our deterministic mechanism will only appear in the next section, when we discuss randomized mechanisms.

Let us first address the issue of designing strategyproof deterministic mechanisms without worrying, for now, about approximate optimality or computational tractability. Consider the following mechanism for two agents. Given a graph \( G \), the mechanism computes the set of all matchings on \( V \), and selects a matching with maximum overall cardinality. Since every matching that this mechanism considers has maximum cardinality matching on \( V \), it clearly is individually rational. We will show momentarily that it is also strategyproof.

But let us first consider what this mechanism does when applied to the graph of Fig. 1(a). Any matching that is a maximum cardinality matching on \( V_2 \) would have to match \((v_2, v_3)\), and there are two maximum cardinality matchings on \( V_1 \); one can either match \((v_4, v_5)\) or \((v_5, v_6)\). If we match \((v_5, v_6)\), no additional edges can be added. Hence, the unique matching of cardinality 3 that maximizes the number of internal edges is \((v_2, v_3), (v_4, v_5), (v_6, v_7))\). The only unmatched vertex in this matching is \( v_1 \). With the proof of Theorem 4.1 in mind, let us verify that agent 1 cannot benefit by hiding \( v_4 \) and \( v_6 \). Given graph \( G' \) in Fig. 1(b), the mechanism would simply return the matching \((v_2, v_3)\), since this is the unique matching that is a maximum cardinality matching on \( V_2 \).

The two-agent mechanism suggested above seems promising from the perspective of strategyproofness. Let us extend it to an \( n \)-agent mechanism in the natural way, and consider the mechanism that selects a matching of maximum cardinality among the matchings that have maximum cardinality on each \( V_i, i = 1, \ldots, n \). In addition, let us break ties serially: among all the matchings that meet the above criteria, we select a matching that maximizes the utility of agent 1; if there are several such matchings, we choose one that maximizes the utility of agent 2, and so on.

Interestingly enough, this \( n \)-agent mechanism is not strategyproof, even when \( n = 3 \). Consider graph \( G \) given in Fig. 2(a). Any matching that has maximum cardinality on \( V_2 \) must match \((v_4, v_5)\) and \((v_6, v_7)\); by the tie-breaking rule the mechanism then returns the matching \[\{(v_2, v_3), (v_4, v_5), (v_6, v_7), (v_8, v_9)\}\]. When agent 2 hides \( v_5 \) and \( v_6 \) we obtain graph \( G' \) given in Fig. 2(b). On this graph the mechanism returns a perfect matching \[\{(v_1, v_2), (v_3, v_4), (v_7, v_8), (v_9, v_{10})\}\]. After internally matching \((v_5, v_6)\) agent 1 gains two additional matched vertices compared to the matching on \( G \). Clearly this example can be modified to work if ties are broken in a different order.

The deeper reason why the above mechanism fails to be strategyproof is rather subtle, and has to do with the following observation: if one takes the union of the matchings generated on the graphs of Figs. 2(a) and 2(b), and contracts each \( V_i \) to one vertex, one obtains an odd-length cycle among \( V_1 \), \( V_2 \), and \( V_3 \), as the matching on \( G \) has an edge between \( V_1 \) and \( V_3 \), and the matching on \( G' \) has edges between \( V_1 \) and \( V_2 \), and \( V_2 \) and \( V_3 \). We proceed to refine the above mechanism in order to avoid such odd cycles; this turns out to be sufficient to guarantee strategyproofness. The following is in fact a family of mechanisms, parameterized by a fixed bipartition \( H = (H_1, H_2) \) of the set of agents.
MATCH_{12} 

1. Given a graph $G$, consider all the matchings that have maximum cardinality on each $V_j$ and do not have any edges between $V_i$ and $V_j$ when $i, j \in \Pi_i$ for some $l \in \{1, 2\}$, i.e., those that maximize the number of internal edges and do not have any edges between sets on the same side of the bipartition.

2. Among these matchings select one of maximum cardinality, breaking ties serially in favor of agents in $\Pi_1$ and then agents in $\Pi_2$.

By letting $N = \{1, 2\}$, $\Pi_1 = \{1\}$, and $\Pi_2 = \{2\}$, we obtain the two-agent mechanism described above. The naïve generalization of this mechanism to three agents, on the other hand, is not an instance of MATCH_{12}: for the example of Fig. 2 showing that the mechanism is not strategyproof, the sets $M_{12}$, $M_{13}$, and $M_{23}$ are all non-empty.

We proceed to show that MATCH_{12} is strategyproof for any bipartition of the set of agents. The main idea behind the proof of this theorem is again rather subtle. It relies on the fact that if one takes the union of the two matchings produced by the mechanism before and after an agent hides some of its vertices, then this union cannot contain a cycle that visits the vertex sets of an odd number of agents. This property holds because the mechanism does not match vertices of agents on the same side of the bipartition.

**Theorem 5.1.** For any number of agents, and for any bipartition $\Pi$ of the set of agents, MATCH_{12} is strategyproof.

**Proof.** Fix some bipartition $\Pi = (\Pi_1, \Pi_2)$ of $N$. Consider a graph $G$, and let $M = MATCH_{12}(G)$. Assume that agent $i \in N$ hides a subset of vertices, inducing a subgraph $G'$, and let $M'$ be the matching that results from applying the mechanism to $G'$, along with the internal matching of agent 1 on its hidden and unmatched vertices, that is,

$$M' = MATCH_{12}(G') \cup \hat{M},$$

where $\hat{M}$ is a maximum cardinality matching of agent 1 on its hidden and unmatched vertices.

The symmetric difference

$$M \Delta M' = M \cup M' \setminus (M \cap M')$$

then consists of vertex-disjoint paths (some of which may be cycles) with alternating edges of $M$ and $M'$. For example, consider the two-agent version of MATCH_{12} applied to graphs $G$ and $G'$ given in Fig. 1(a) and Fig. 2(a). It holds that

$$M = MATCH_{12}(G) = \{(v_2, v_3), (v_4, v_5), (v_6, v_7)\},$$

whereas, say, $M' = \{(v_2, v_3), (v_5, v_6)\}$. Then, $M \Delta M'$ is the single path $\{(v_4, v_5), (v_5, v_6), (v_6, v_7)\}$ where the first and last edge are in $M$ and the middle edge is in $M'$.

In order to simplify notation, we henceforth assume that $M \Delta M'$ consists of just one path. This assumption is made without loss of generality, because we show that each such path satisfies one of the following properties: either $M$ matches at least as many vertices of $V_j$ as $M'$ for every $i \in N$, or one can derive a contradiction to the way $M$ or $M'$ were selected by switching between some (or all) of their edges on the path. Since the contradiction can be derived for each path separately, it follows that the first path holds on every path, that is, the overall utility of agent $i$ for $M$ is at least as large as its utility for $M'$.

If the path in $M \Delta M'$ is a cycle, then this cycle must be of even length, because otherwise there would be a vertex that is incident to two edges of the same matching. It follows that both $M$ and $M'$ match all the vertices on the cycle, hence agent $i$ is indifferent between the two matchings. We may therefore assume that $M \Delta M'$ is not a cycle.

It will prove useful to arbitrarily fix a direction over the (undirected) edges of the single path in $M \Delta M'$. Since the path is not a cycle, this direction pinpoints two specific vertices as the start and the end of the path. We further say that the (directed) edge $(u, v)$ enters $V_j$ if $u \notin V_j$ and $v \in V_j$, and exits $V_j$ if $u \in V_j$ and $v \notin V_j$.

We consider two cases.

Case 1: $|M_{ij}| > |M'_{ij}|$. We claim that

$$\sum_{j \in N \setminus \{i\}} |M_{ij}| \geq \sum_{j \in N \setminus \{i\}} |M'_{ij}| - 2. \quad (2)$$

Since both $M$ and $M'$ are maximum cardinality matchings on $V_j$ for all $j \neq i$, it must hold that every subpath of $M \Delta M'$ on $V_j$ has even length (see Fig. 3); otherwise we would have, say, more edges of $M$ than $M'$ on the subpath, and by switching from $M'$ to $M$ on the subpath we would be able to increase the size of $M'$ on $V_j$. This implies that for any $j \in N \setminus \{i\}$, any subpath entering $V_j$ with an edge of $M'$ must exit $V_j$ with an edge of $M$, and any subpath entering $V_j$ with and edge of $M$ must exit $V_j$ with an edge of $M'$.

The next part of the proof is crucial, and uses the main idea behind mechanism MATCH_{12}. We argue that it also holds that when the path exits $V_i$ with an edge of $M'$ it can only enter $V_i$ again, the first time after exiting, with an edge of $M$. 

---

Please cite this article in press as: Ashlagi, I. et al. Mix and match: A strategyproof mechanism for multi-hospital kidney exchange. Games Econ. Behav. (2013), http://dx.doi.org/10.1016/j.geb.2013.05.008
Assume without loss of generality that $i \in \Pi_1$. By the above argument the subpath that exits $V_i$ immediately enters $V_{j_1}$, for some $j_1 \in \Pi_2$, with an edge of $M'$, and therefore next exits it with an edge of $M$, thus entering $V_{j_2}$ for some $j_2 \in \Pi_1$. If $j_2 \neq i$, and the subpath exits $V_{j_2}$, then it does so with an edge of $M'$, and by the same arguments returns to the vertex set of an agent in $\Pi_1$ with an edge of $M$. If eventually the subpath enters $V_i$ again, it must be with an edge of $M$. Analogously, if the subpath exits $V_i$ with an edge of $M$, it can only enter $V_i$ with an edge of $M'$. See Fig. 3 for an illustration.

Now consider $(M \Delta M') \setminus (M_{ij} \cup M'_{ij})$, which again is a collection of vertex-disjoint subpaths. Some start and end in $V_i$, and it follows by the discussion above that such subpaths have exactly one edge in $M_{ij}$ and one edge in $M'_{ik}$, for $k, j \in N \setminus \{i\}$. There can only be one subpath that starts in $V_i$ but does not end in $V_i$, and at most one subpath that ends in $V_i$ but does not start in $V_i$. Eq. (2) directly follows.

We now have that

$$u_i(M) = 2|M_{ii}| + \sum_{j \in N \setminus \{i\}} |M_{ij}|$$

$$\geq 2(|M'_{ii}| + 1) + \left( \sum_{j \in N \setminus \{i\}} |M'_{ij}| - 2 \right) = u_i(M'),$$

where the inequality follows from the fact that $|M_{ij}| > |M'_{ij}|$ and from (2).

Case 2: $|M'_{ii}| = |M_{ii}|$. Note that it holds that $|M_{ij}| = |M'_{ij}|$ for all $j \in N$, that is, $M \Delta M'$ has to be of even length inside every $V_j$. This includes $M_{ij}$ and $M'_{ij}$, because the total number of internal edges for $i$ is even. If some subpath of $i$'s internal edges has odd length with more edges from $M$ there must be another subpath with more internal edges from $M'$. Swapping the edges of $M$ for those of $M'$ in the second subpath results in a matching $M''$ such that $|M''_{ii}| > |M_{ii}|$, contradicting the construction of $M$ to have maximum cardinality on each $V_j$. It follows that $|M| \geq |M'|$, since $M$ is a maximum cardinality matching under the constraint that it has maximum cardinality inside each $V_i$.

We claim that if $|M| > |M'|$ then $\sum_{j \in N \setminus \{i\}} |M_{ij}| \geq \sum_{j \in N \setminus \{i\}} |M'_{ij}|$. Together with the assumption that $|M'_{ii}| = |M_{ii}|$ this implies that agent $i$ cannot benefit. Indeed, in this case $M \Delta M'$ is a path of odd length that starts and ends with an edge of $M$. Recall that every subpath of $M \Delta M'$ consisting of $i$'s internal edges has even length. This means that when the path enters $V_i$ with an edge of $M'$ it cannot end inside $V_i$, as otherwise it would end with an edge of $M'$. In other words, every time the path enters $V_i$ with an edge of $M'$ it must exit $V_i$ with an edge of $M$. Similarly, every time the path exits $V_i$ with an edge of $M'$ it must have entered $V_i$ with an edge of $M'$, otherwise the path must start in $V_i$ with an edge of $M'$. This proves our claim, so we can assume that $|M| = |M'|$.

Suppose that $|M| = |M'|$. Therefore $M \Delta M'$ has even length, and moreover we know it has even length inside each $V_k$. Note that all the vertices on the path are matched under both $M$ and $M'$, except for the start and the end vertices. Hence, if agent $i$ gains from the manipulation, it must be the case (when fixing a specific direction on the edges) that the start vertex is a vertex of $V_i$ and the first edge is an edge of $M'$, whereas the end vertex is in $V_j$, for some $j \in N \setminus \{i\}$, and the last edge is an edge of $M$.

Now, if tie-breaking favors $i$ over $j$, then by switching the edges of $M$ with those of $M'$ we get a matching of equal size that has maximum cardinality on $V_k$ and is better for $i$, in contradiction to the tie-breaking rule. We will therefore assume that tie-breaking favors $j$ over $i$. Consider the subpath $\rho$ of $M \Delta M'$ that starts with the last edge that exits $V_j$ and ends with the last edge in $M \Delta M'$. We argue that $\rho$ must start with an edge of $M'$. To see why, note that $M \Delta M'$ starts in $V_i$ with an edge of $M'$. Since the subpaths of $M \Delta M'$ in $V_i$ have even length, it exits with an edge of $M'$. By the same argument as in Case 1, the bipartition ensures that, if $M \Delta M'$ re-enters $V_i$, it does so with an edge from $M$. Since all subpaths of $M \Delta M'$ in $V_i$ are of even length, the path always exits $V_i$ with an edge of $M'$.

By replacing all the edges of $M'$ with the edges of $M$ on $\rho$, we obtain a matching $M''$ that is identical to $M'$ inside $V_i$, has maximum cardinality on $V_k$ for each $k \in N$, is as large as $M'$ overall, and satisfies $u_i(M'') = u_i(M') + 1$, $u_j(M'') = u_j(M') - 1$, and $u_k(M'') = u_k(M')$ for all $k \in N \setminus \{i, j\}$. This is a contradiction, since $M'$ should have been chosen over $M'$ due to the way the mechanism breaks ties. See Fig. 4 for an illustration. □
We next show that \textsc{Match}_{IT} can be executed in polynomial time by a reduction to the maximum weighted matching problem (for a polynomial time algorithm for the latter see Gabow, 1990).

**Theorem 5.2.** \textsc{Match}_{IT} can be executed in polynomial time.

**Proof.** Assume without loss of generality that \( |E| > 1 \), and let \( \epsilon_i = 1/|E|^{i+1} \). We assign weights to edges as follows. An (internal) edge \((u, v)\) such that \( u, v \in V_i \) for some \( i \in N \) receives weight \( |E| + 3 \). An (external) edge \((u, v)\) such that \( u \in V_i \) and \( v \in V_j \) with \( i \in I_1 \) and \( j \in I_2 \) receives weight \( 1 + \epsilon_i + \epsilon_j/|E|^{n+3} \). An (external) edge \((u, v)\) such that \( u \in V_i \) and \( v \in V_j \) with \( i \neq j \) but \( i \in I_1 \) or \( i \in I_2 \) receives weight 0.

The sum of the weights of all external edges is at most \( |E|(1 + 1/|E|^2 + 1/|E|^{n+3}) < |E| + 3 \), which is less than the weight of a single internal edge. Thus a maximum weight matching of this graph maximizes the number of internal edges. All edges between sets on the same side of the bipartition have weight zero, so no such edges will be included.

To complete the proof we need to verify that the maximum weight matching has maximum cardinality among those with a maximum number of internal edges and no edges across the bipartition, and that ties are broken appropriately. Each edge across the bipartition has weight at least 1 and at most 1 + 1/|E|^2 + 1/|E|^{n+3}. Thus, given two matchings \( M \) and \( M' \) satisfying the above constraints such that \( |M| > |M'| \), the difference in their weights is at least

\[
1 - |M'|(1/|E|^2 + 1/|E|^{n+3}) \geq 1 - |E|(1/|E|^2 + 1/|E|^{n+3}) = 1 - 1/|E| - 1/|E|^{n+2} > 0.
\]

The maximum weight matching thus has maximum cardinality subject to the constraints. For tie-breaking, observe that \( \epsilon_i > |E|\epsilon_j \) if \( i < j \), meaning that among agents on the same side of the bipartition those with smaller indices have higher priority. The factor of \( 1/|E|^{n+1} \) finally ensures that agents in \( I_1 \) receive priority over agents in \( I_2 \).

Recall that by Theorem 4.1 no deterministic strategyproof mechanism can have an approximation ratio smaller than 2, even when there are only two agents. We will see momentarily that \textsc{Match}_{IT} provides an approximation ratio of 2 when \( N = \{1, 2\} \) and \( \Pi = (\{1\}, \{2\}) \), i.e., it is the best possible deterministic strategyproof mechanism for the case of two agents. Indeed, consider a graph \( G \), let \( M^* \) be an optimal matching of \( G \), and \( M \) the matching returned by \textsc{Match}_{IT}(\{1\}, \{2\})\). \( M \) is inclusion-maximal. Therefore, for every \((u, v)\) \( \in M^* \), either \( u \) is matched by \( M \) or \( v \) is matched by \( M \). We conclude that \( |M| \geq |M^*|/2 \). Strategyproofness is obtained from Theorem 5.1.

**Corollary 5.3.** Let \( N = \{1, 2\} \). Then, \textsc{Match}_{IT}(\{1\}, \{2\}) is strategyproof and provides a 2-approximation.

Unfortunately, when \( n \geq 3 \), \textsc{Match}_{IT} does not provide a finite approximation ratio for any fixed bipartition. To see this, let \( \Pi = (\Pi_1, \Pi_2) \) be a bipartition of the set of agents. Then there must be two distinct agents \( i, j \in N \) such that \( i, j \in \Pi_l \) for some \( l \in \{1, 2\} \). Now consider a graph where the only edge is an external edge between \( V_i \) and \( V_j \); given this graph \textsc{Match}_{IT} returns an empty matching, whereas the optimum is a matching of cardinality 1.

### 6. Randomized mechanisms

We have seen above that \textsc{Match}_{IT} does not provide a bounded approximation ratio for any fixed bipartition \( \Pi \). The natural next step is to choose the bipartition uniformly at random. This leads to the eponymous Mix-and-Match mechanism.

**Mix-and-Match**

1. **Mix:** Construct a random bipartition \( \Pi = (\Pi_1, \Pi_2) \) of the agents by independently flipping a fair coin for each agent to determine whether the agent is in \( \Pi_1 \) or in \( \Pi_2 \).
2. **Match:** Apply \textsc{Match}_{IT} to the given graph, where \( \Pi \) is the bipartition constructed in Step 1.

It immediately follows from Theorem 5.1 that Mix-and-Match is strategyproof, and in fact in a stronger sense than the one defined in Section 3, namely universal strategyproofness. A randomized mechanism is called universally strategyproof if agents cannot gain by lying regardless of the random choices made by the mechanism, i.e., if the mechanism is a distribution over strategyproof deterministic mechanisms.

---
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Theorem 6.1. We prove the following result. A naïve analysis of Mix-and-Match would yield a rather unimpressive approximation ratio. Indeed, the reason why MATCH\(_{(1)}\), \(\{2\}\) does not provide a better approximation ratio than two is that it may have to sacrifice two external edges for one internal edge. The fact that Mix-and-Match will not be able to match many of the edges in the graph because they are not between the two elements of the constructed bipartition would seem to cause the approximation ratio to deteriorate further. Fortunately, these two problems effectively cancel out: sacrificing two external edges for an internal edge is less of a problem when each of those external edges is allowed to be part of the matching for only half of the bipartitions. Formally, we prove the following result.

Theorem 6.1. For any number of agents, Mix-and-Match is (universally) strategyproof and provides a 2-approximation.

Proof. We prove the theorem by taking a maximum cardinality matching \(M^*\) and constructing a matching \(M'\) that, when restricted to a random bipartition \(\Pi\) (by removing edges between agents on the same side of the bipartition), has at least half the size of \(M^*\) in expectation. We then show that the matching produced by MATCH\(_{\Pi}\) is always at least as large as \(M'\) restricted to \(\Pi\).

Consider a graph \(G\), and let \(M^*\) be a maximum cardinality matching of \(G\). For each \(i \in \mathbb{N}\), let \(M_{i}^{**}\) be a maximum cardinality matching on \(V_i\), and let \(M^{**} = \bigcup_{i \in \mathbb{N}} M_{i}^{**}\).

We construct a matching \(M'\) as follows. Consider the symmetric difference \(M^* \Delta M^{**}\) which, as in Theorem 5.1, consists of a set of paths with alternating edges of \(M^*\) and \(M^{**}\). For each alternating path in the symmetric difference, if there are more internal edges among the edges from \(M^{**}\), we add these edges to \(M'\). Otherwise, we add the edges from \(M^*\) to \(M'\) (note that this is where external edges can be added to \(M'\)).

Since \(M^{**}\) has maximum cardinality on each \(V_j\) and \(M'\) has at least as many internal edges from each path as \(M^{**}\), \(M'\) has maximum cardinality on each \(V_j\). Furthermore, since \(M^*\) is a maximum cardinality matching, each path has either the same number of edges from \(M^*\) and \(M^{**}\) or one extra edge from \(M^*\). In any given path, all external edges are from \(M^{**}\), so if the edges from \(M^{**}\) on the path are chosen to be in \(M'\) then the number of internal edges gained relative to \(M^*\) is at least the number of external edges lost minus one. In the worst case \(M'\) has two fewer external edges for each extra internal edge relative to \(M^*\). Thus \(M'\) satisfies

\[
\sum_{i \in \mathbb{N}} (|M'_{ii}| - |M_{ii}^{**}|) \geq \frac{1}{2} \sum_{i \in \mathbb{N}} \sum_{j > i} (|M_{ij}^{**}| - |M_{ij}|),
\]

where we sum over \(j > i\) so as not to count the same edges twice. Rearranging, we get

\[
\sum_{i \in \mathbb{N}} |M'_{ii}| + \frac{1}{2} \sum_{i \in \mathbb{N}} \sum_{j > i} |M_{ij}| \geq \sum_{i \in \mathbb{N}} |M_{ii}^{**}| + \frac{1}{2} \sum_{i \in \mathbb{N}} \sum_{j > i} |M_{ij}^{**}|.
\]

Now let \(M^{\Pi}\) be the matching produced by MATCH\(_\Pi\) for the fixed bipartition \(\Pi\). Since \(M^{\Pi}\) has maximum cardinality under the constraints, we have

\[
|M^{\Pi}| = \sum_{i \in \mathbb{N}} |M'_{ii}| + \sum_{i \in \mathbb{N}} \sum_{j > i} |M_{ij}^{**}| \geq \sum_{i \in \mathbb{N}} |M'_{ii}| + \sum_{i \in \mathbb{N}} \sum_{j > i} |M_{ij}|.
\]

Since each pair of agents appears on opposite sides in exactly half of the bipartitions, the expected size of the matching produced by Mix-and-Match is

\[
\sum_{\Pi} \left( \frac{1}{2^n} |M^{\Pi}| \right) \geq \sum_{i \in \mathbb{N}} |M'_{ii}| + \frac{1}{2} \sum_{i \in \mathbb{N}} \sum_{j > i} |M_{ij}^{**}|
\]

\[
\geq \sum_{i \in \mathbb{N}} |M_{ii}^{**}| + \frac{1}{2} \sum_{i \in \mathbb{N}} \sum_{j > i} |M_{ij}^{**}| \geq \frac{1}{2} |M^*|.
\]

where the second inequality follows from (3). □
Weight-and-Match

1. Given a graph $G$, assign a weight of 1 to internal edges and a weight of 1/2 to external edges.
2. Flip a fair coin.
3. If the outcome is heads, return a maximum cardinality matching among all maximum weight matchings.
4. If the outcome is tails, return a minimum cardinality matching among all maximum weight matchings.

Despite the improvement over Mix-and-Match for the case of two agents, this mechanism still leaves a small gap between the randomized upper and lower bounds.

7. Average-case performance

In the worst case, Mix-and-Match achieves only half of the maximum social welfare, and in fact no strategyproof mechanism can do much better. It is therefore natural to ask how Mix-and-Match performs in practice, where the occurrence of a worst-case instance may be very unlikely. To answer this question, we simulate the practical performance of Mix-and-Match using incompatible donor–patient pairs drawn at random according to realistic parameters, and compare it to the optimal outcome without manipulation as well as to the outcome obtained when hospitals match their donor–patient pairs internally and reveal only the unmatched ones.

The comparison is done for a varying number $n$ of hospitals, each with $k$ patients. For given values of $n$ and $k$, we generate 400 graphs, each of which is obtained by generating patients and donors until the desired number $nk$ of incompatible pairs is reached. Each patient is assigned a blood type and a number that corresponds to a hospital.

Results for the three outcomes, averaged across all 400 graphs, are shown in Table 1. Since the performance of Mix-and-Match depends on the bipartition, it is run 200 times on each graph, each time with a different random partition. We also repeated the experiment for a harder-to-match population in which a patient is added only after being incompatible with between 1 and 4 potential donors, with the number of such donors chosen uniformly at random. The results for this type of population did not show a significant difference, and are therefore omitted.

The columns labeled “opt”, “mm”, and “selfish” respectively report the number of patients matched for the optimal matching, Mix-and-Match, and hospitals “selfishly” matching as many patients as possible internally before submitting the rest to the pool. The next two columns give the performance of Mix-and-Match relative to the other two outcomes. While Mix-and-Match is consistently worse than the optimal outcome, it is also significantly better than the worst-case bound of 0.5. In general, it is within a few percent of the optimum for $n = 2$, and within 15% of the optimum for larger values of $n$ when $k$ is sufficiently large. Of course, we would not expect the outcome of a mechanism that simply finds a maximum matching to be as good as this optimal outcome in practice. The column labeled “1h-opt” lists the fraction of instances in which a particular hospital would gain in such a mechanism by withholding a maximum internal matching. Observe that as the hospital size grows this percentage becomes very high. This suggests that most hospitals will have an incentive to deviate, leading to an outcome closer to the “selfish” one.

The conclusion in the opposite direction, that strategyproofness is undesirable for settings with more than two hospitals, cannot easily be drawn, since the selfish outcome is not an equilibrium. To further investigate this matter we conducted another computational experiment with a small change to Mix-and-Match, so that it no longer prevents patients of hospitals on two sides of a bipartition from being matched. While the resulting mechanism is not strategyproof, it makes manipulation more difficult in practice. We refer to the mechanism as Max-IR, because it returns a maximum matching subject to individual rationality.

---

* Values of $k$ were chosen to limit the overall size of the graph $nk$ since each experiment involves repeatedly solving many graphs.
how hospitals would behave when faced with the course a plausible assumption to make under provides more than a 3% improvement compared to a situation where hospitals withhold donor–patient pairs. We emphasize we observe that the cost of using optimal outcome. The third and fourth columns compare the performance of hospital would gain by withholding a maximum internal matching. This fraction is significantly smaller compared to the proposed by Ashlagi and Roth (2011).

8. Discussion and future work

We have seen that Mix-and-Match provides near-optimal worst-case guarantees: the outcome it achieves is always within a factor of two of the optimal matching, which matches the lower bound for deterministic mechanisms and is close to the lower bound for randomized mechanisms. While a factor of two might not be acceptable in practice, in particular in the context of kidney exchanges, simulations suggest a practical performance that is much closer to optimal and sometimes better than that of mechanisms that incentivize agents to hide donors and patients and match them internally. More importantly, what distinguishes Mix-and-Match from mechanisms that are not strategyproof9 is that it is robust against information asymmetries, has zero deliberation cost, and zero ex-post regret. Arguably, all of these properties are important in the context of kidney exchanges.

An aspect of Mix-and-Match that might be problematic in practice is that it prevents vertices of agents on the same side of the bipartition to be matched: it may be hard to convince hospitals that they best serve their patients by refusing to match them with patients of roughly half of the other hospitals, despite the fact that this would not have a negative impact on social welfare, neither in the worst case nor on average assuming there are sufficiently many patients. One might therefore ask to what extent this characteristic of Mix-and-Match is necessary to guarantee strategyproofness and large social welfare, or one could more generally try to characterize the set of strategyproof mechanisms. Our results suggest that there probably is no simple characterization: quite a few straightforward mechanisms are instances of MatchF7, like the one proposed by Ashlagi and Roth (2011).
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\[9\] This includes mechanisms that are not incentive compatible, but also mechanisms satisfying weaker notions of incentive compatibility like the one proposed by Ashlagi and Roth (2011).
Several gaps still remain between our upper and lower bounds, the most enigmatic one of which concerns deterministic mechanisms for three or more agents. While Theorem 4.1 provides a deterministic lower bound of 2, we were unable to design a deterministic strategyproof mechanism with a constant approximation ratio, and indeed we conjecture that such a mechanism does not exist when there are more than two agents. For randomized mechanisms, there is a gap between the lower bound of $8/7$ and the upper bound of 2 provided by Mix-and-Match. For the two-agent case, Caragiannis et al. (2011) recently provided a strategyproof $3/2$-approximate mechanism, but it is unknown whether this improved upper bound is tight.

An interesting direction for future work would be to incorporate weights into the model. In practice, different exchanges involving the same vertex may be valued differently, either by an agent or by society, or one vertex may be more important than another. Another direction would be to allow exchanges of length greater than two. This is important, as the number of matched vertices can be increased substantially already through three-way exchanges (Roth et al., 2007a). Finally, one could ask for the stronger requirement of group-strategyproofness to prevent groups of agents to deviate in a coordinated fashion, or consider solution concepts like the core to ensure that no group of agents would want to leave and form a smaller pool.
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Table 2

Comparison of Max-IR and the optimal outcome.

<table>
<thead>
<tr>
<th>n</th>
<th>k</th>
<th>mi/o</th>
<th>mi/s</th>
<th>1h-mi</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5</td>
<td>0.97</td>
<td>1.02</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0.99</td>
<td>1.03</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0.98</td>
<td>1.04</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>0.98</td>
<td>1.04</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>0.98</td>
<td>1.04</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.97</td>
<td>1.03</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>0.97</td>
<td>1.03</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>0.97</td>
<td>1.03</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.97</td>
<td>1.02</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>0.96</td>
<td>1.03</td>
<td>0.04</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>0.97</td>
<td>1.05</td>
<td>0.06</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>0.96</td>
<td>1.04</td>
<td>0.07</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>0.96</td>
<td>1.04</td>
<td>0.10</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>0.96</td>
<td>1.04</td>
<td>0.13</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>0.95</td>
<td>1.04</td>
<td>0.16</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>0.95</td>
<td>1.04</td>
<td>0.15</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.95</td>
<td>1.01</td>
<td>0.01</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.95</td>
<td>1.03</td>
<td>0.03</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>0.95</td>
<td>1.04</td>
<td>0.10</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>0.96</td>
<td>1.04</td>
<td>0.12</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>0.95</td>
<td>1.05</td>
<td>0.22</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>0.96</td>
<td>1.02</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>0.96</td>
<td>1.03</td>
<td>0.03</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>0.95</td>
<td>1.04</td>
<td>0.11</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.95</td>
<td>1.04</td>
<td>0.15</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>0.96</td>
<td>1.01</td>
<td>0.00</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>0.96</td>
<td>1.03</td>
<td>0.04</td>
</tr>
</tbody>
</table>
| 30  | 15  | 0.96 | 1.04 | 0.12  

---

10 While these examples are fairly close to $\text{MaxIR}$, we are also aware of a (relatively complex) strategyproof mechanism that works quite differently.


