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Abstract

This note corrects a typo in the spectral mixture kernel in Wilson and Adams
(2013) for the case of multidimensional inputs.

Spectral densities S(s) and stationarity kernels k(x, x′) = k(x− x′) = k(τ) are Fourier
duals:

k(τ) =

∫
RP

S(s)e2πis
>τds . (1)

Wilson and Adams (2013) derive the spectral mixture kernel by modelling S(s) as a
symmetrized scale-location mixture of Gaussians:

S(s) =
∑
q

wq[N (s;µq,Σq) +N (−s;µq,Σq)] . (2)

Substituting Eq. (2) into Eq. (1) we find
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∑
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∥∥∥2) cos 〈x− x′, 2πµq〉 (3)

In Wilson and Adams (2013), for multidimensional inputs, and a diagonal covariance

Σq = diag(v
(1)
q , . . . , v

(P )
q ), the spectral mixture kernel is incorrectly written as

k(τ) =

Q∑
q=1

wq

P∏
p=1

exp{−2π2τ 2p v
(p)
q }cos(2πτpµ

(p)
q ) (4)
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Eq. (4) is incorrect. The cosine should be outside of the product. The correct form
for a diagonal covariance scale-location Gaussian mixture is:

kSM(τ) =

Q∑
q=1

wqcos(2πτ>µq)
P∏
p=1

exp{−2π2τ 2p v
(p)
q } (5)

The corrected version can be found in Wilson (2014) and Yang et al. (2015). Note
that the typo in Eq. (4) does not make any difference for P = 1 dimen-
sional inputs. The correct multivariate version of the the spectral mixture kernel is
implemented as covSM.m in the GPML toolbox (Rasmussen and Nickisch, 2010).
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