1 Introduction

In kernel learning, people have been using kernel parameters such as bandwidth in Gaussian for learning representations. In this work, we consider the Nadaraya-Watson (NW) estimation, and we present, instead of selecting a simple kernel parameter, learning a metric is possible from the configuration of data, and it drastically increases the estimation performance.

In this work, we show the followings:

• For Gaussian data, the regression needs to calculate kernel with only two-dimensional information regardless of the original dimensionality, and it always obtains mean square error (MSE) close to zero with finite samples.
• Previously a well-known extension of the NW estimator, locally linear regression (LLR), is known to alleviate the asymptotic bias. The proposed metric acts differently from LLR to reduce the bias, and the proposed method highly outperforms LLR in the empirical experiments.
• In order to reduce MSE, reducing variance with metric is not important. The asymptotic contribution of the variance shows little dependency on the metric once appropriate bandwidth is selected in a high dimensional space.
• A simple and coarse generative model captures appropriate metric for nonparametric NW estimation.

The remainder shows how we derive the metric dependency from the asymptotic bias of NW estimator, a brief description of the proofs of the above results, and the experimental results with synthetic and real data.

1.1 Nadaraya-Watson Estimation and Metric Dependency

The Nadaraya-Watson (NW) estimator has been widely applied for nonparametric classification and regression, using the average output of local information around \( x \). Local information, typically determined by a kernel function \( K(\cdot, \cdot): \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R} \), calculates the output using the following equation:

\[
\hat{y}(x) = \frac{\sum_{i=1}^{N} K(x_i, x)y_i}{\sum_{i=1}^{N} K(x_i, x)}
\] (1)
Figure 1: Metric dependency of kernels. The level curves of kernels are hyper-spheres for isotropic kernels (left), while they are hyper-ellipsoids for kernels with Mahalanobis metric as shown on the right. The principal directions of hyper-ellipsoid are the eigenvectors of the symmetric positive definite matrix $A$ which is used in the Mahalanobis distance.

For data $D = \{x_i, y_i\}_{i=1}^N$ with $x_i \in \mathbb{R}^D$ and $y_i \in \{1, \ldots, C\}$ for classification and $y_i \in \mathbb{R}$ for regression. The kernel is a translation-invariant kernel $K(x_i, x) = K(\|x - x_i\|^2)$. This estimator provides one of the most fundamental equations for supervised learning utilizing local information, and the objective is to predict $E_{p(y|x)}[y]$ achieving the minimum mean square error (MSE).

With many theoretical analysis of this well-known method, the Nadaraya-Watson estimator predicts the optimal result with infinite data \cite{12, 13, 26, 28}, however the estimator inevitably suffers a finite sampling effect associated with the metric dependency. We consider a Mahalanobis-type distance for metric learning. The distance between two data points $x_i \in \mathbb{R}^D$ and $x_j \in \mathbb{R}^D$ is defined using a symmetric positive definite matrix $A \in \mathbb{R}^{D \times D}$ as follows:

$$\|x_i - x_j\|_A = \sqrt{(x_i - x_j)^\top A (x_i - x_j)}, \quad (2)$$

where $|A|$ is the determinant of the matrix $A$.

A kernel function, capturing the local information, typically decays rapidly outside a certain distance; conventionally a bandwidth parameter $h$ is used to control the effective number of data within a range of interests. If we use the Gaussian kernel as an example, with the aforementioned metric and bandwidth, the kernel function can be written as

$$K(x_i, x) = K \left( \frac{\|x_i - x\|_A}{h} \right) = \frac{1}{\sqrt{2\pi} h^D} \exp \left( -\frac{1}{2h^2} (x_i - x)^\top A (x_i - x) \right), \quad (4)$$

where the relative bandwidths along individual directions are determined by $A$, and the overall size of the kernel is determined by $h$. The change of nonparametric density by adopting Mahalanobis-type distance is depicted in Fig. 1.

Conventionally, adapting the size of local data has been achieved mostly by the bandwidth parameter $h$ only. Under the MSE criterion, bandwidth selection has an intuitive explanation of the tradeoff between the bias and the variance; the variance is high with small bandwidth due to the small number of data used, while with large bandwidth, the variance becomes small but at the cost of increasing bias caused by the corruption of information at a distance.

With the use of metric selection, the directions with more relevant information can be emphasized, resulting in the decrease of MSE without any increase in the amount of data. Still, the overall size of the kernel can be determined using the bandwidth selection methods in the previous studies based on the conventional bias-variance analysis.

## 2 Metric Effects on Bias

The bias is the expected deviation of the estimator from the true mean of the target variable $y(x)$:

$$\text{Bias} = \mathbb{E} \left[ \hat{y}(x) - y(x) \right], \quad (5)$$

$$= \mathbb{E} \left[ \frac{\sum_{i=1}^N K(x_i, x)y_i}{\sum_{i=1}^N K(x_i, x)} - y(x) \right]. \quad (6)$$
First, the bias can be calculated for classification ($y \in \{1, 2\}$), and it is noteworthy that the bias is minimized by the same metric minimizing the bias in nearest neighbor (NN) classification [21, 29]. Further comparison is difficult because the MSE analysis for metric learning is different from that of nearest neighbor classification [7, 8]. For classification, we do not show the analysis and empirical experiments due to the limitation of space, but similar analysis was presented in the analysis for NN classification [21].

In terms of regression with $y \in \mathbb{R}$, the bias and the variance of the NW estimator can be calculated.

$$
E \left[ \sum_{i=1}^{N} K(x, x_i) y_i - y(x) \right] \\
= h^2 \left( \frac{\nabla y(x) \nabla^\top p(x)}{p(x)} + \frac{\nabla^2 y(x)}{2} \right) + o(h^4)
$$

The derived bias along with the variance constitutes the MSE, and the sum of these two for leading orders of $h$ fits nicely with the empirical result in a low dimensional space as shown in Fig. 2(a).

**Proposition 1:** There exists a symmetric positive definite matrix $A$ that eliminates the first term $\nabla^\top p(x) \nabla y(x)$ of the bias in Eq. (7), when used with the metric in Eq. (2), and when there exist two linearly independent gradients of $p(x)$ and $y(x)$, and $p(x)$ is away from zero.

Proposition 1 comes from the proof that a symmetric rank-two matrix $B = \frac{1}{p(x)} \left[ \nabla y(x) \nabla^\top p(x) + \nabla p(x) \nabla^\top y(x) \right]$, with linearly independent $\nabla y(x)$ and $\nabla p(x)$, has two eigenvalues with different signs. The metric $A_{NW}$ is obtained from the estimation of $\nabla y(x)$ and $\frac{\nabla p(x)}{p(x)}$, followed by the calculation of two eigenvalues $\lambda_+ > 0$ and $\lambda_- < 0$, and their corresponding eigenvectors $u_+$ and $u_-$. 

**Algorithm 1** Metric for NW regression

$$
A_{NW} = \beta [u_+ u_-] \begin{pmatrix} \lambda_+ & 0 \\ 0 & -\lambda_- \end{pmatrix} [u_+ u_-]^\top + \gamma I, \\
\text{for } |A_{NW}| = 1
$$

Here we can choose constants $\beta$ and $\gamma$ for appropriate regularization. From the following corollary, the proposed metric produces low bias with target function $y(x)$ close to linear.
Figure 3: Regression with real-world datasets. NW is the NW regression with conventional kernels, NW+Metric is the NW regression with our metric, LLR is the locally linear regression, NW+Metric2 is the NW regression in [33], and GPR is the Gaussian process regression. Normalized MSE (NMSE) is provided.

**Corollary 2**: If the regression function \( y(x) \) is locally linear, and \( \nabla y(x) \) and \( \nabla p \) are linearly independent, the second order approximation of the bias Eq. (7) is almost zero with small \( \gamma \), because
\[
\text{tr}[A^{-1}B] = \frac{1}{\beta_2} \left( \frac{\lambda_+}{\lambda_+ + \gamma} \right) = \frac{1}{\lambda_+} \left( 1 - \frac{1}{\lambda_+} \right) + o(\gamma^2)
\]
with the metric \( A_{NW} \).

If \( \nabla^2 y(x) \simeq 0 \) for all space, the NW estimator produce almost unbiased estimation with small \( \gamma \) by Proposition 1 and Corollary 3. The metric \( A_{NW} \) considers a two-dimensional subspace spanned by \( \nabla p(x) \) and \( \nabla y(x) \) as shown in Fig. 2(b). Only components in this two-dimensional space affect the bias, and as long as the points are close within this subspace, the bias can still be very small even when the information is used from distant points. In this way, we can include more statistically relevant data than using the conventional isotropic kernel which extracts data uniformly in every direction.

The proposed method is in contrast to LLR which eliminates the second term of Eq. (7) in the bias analysis [26]. LLR is a straightforward well-known extension of Nadaraya-Watson estimation adopting more parameters for MSE minimization. LLR eliminates the second Laplacian term in the bias, whereas our model assumes a prediction function close to linear, resulting in a small Laplacian, and we try to minimize the first term. The empirical result is provided in Fig. 3.

In particular, when the joint probability density of \( x \) and \( y \) is Gaussian, the prediction function \( y(x) \) is linear, and simply the regression with Nadaraya-Watson estimator achieves a very small bias. In this case, we can use a large bandwidth for balancing the bias and the variance as in Fig. 2. In addition, the following Proposition 3 shows that only minimizing the bias is important in high dimensional space with optimal bandwidth.

**Proposition 3**: The asymptotic sum of bias and variance can be simplified as follows where \( C_1 \) and \( C_2 \) are the terms including no \( h \):
\[
f(h) = h^4 C_1 + \frac{1}{Nh^{D/2}} C_2.
\]

By plugging in the asymptotic optimal bandwidth, \( h_\star = N^{-\frac{1}{D+2}} \left( \frac{D C_2}{4 C_1} \right)^{\frac{1}{D+2}} \), the sum has the minimum \( f(h_\star) = C_1 \) in the limit with infinite dimensionality \( D \).

In the infinite dimensional space with \( D \gg N \), minimizing bias only reduces the MSE. In practice, reducing the bias let the optimal bandwidth increases, and the variance can be reduced together along with bias with the large optimal bandwidth. In real experiments, variance itself is also reduced with our metric, and the result is robust to bandwidth selection as shown in Fig. 2(c). For metric calculation, we used \( \nabla y(x) = \hat{\Sigma}_{xy}^{-1} \hat{\Sigma}_{xx} \) and \( \nabla p(x) = -\hat{\Sigma}_{x}^{-1} (x - \hat{\mu}_x) \) from the estimated covariance parameters \( \hat{\Sigma}_{xx}, \hat{\Sigma}_{xy} \), and the estimated mean \( \hat{\mu}_x \) with all data. With this simple and coarse estimation of the gradients, the experiments show substantial decrease of errors as in Fig. 3.
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