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ABSTRACT

We address the problem of identifying key domain concepts
automatically from an unannotated corpus of goal-oriented
human-human conversations. We examine two clustering
algorithms, one based on mutual information and another one
based on Kullback-Liebler distance. In order to compare the
results from both techniques quantitatively, we evaluate the
outcome clusters against reference concept labels using
precision and recall metrics adopted from the evaluation of
topic identification task. However, since our system allows
more than one cluster to associate with each concept an
additional metric, a singularity score, is added to better capture
cluster quality. Based on the proposed quality metrics, the
results show that Kullback-Liebler-based clustering
outperforms mutual information-based clustering for both the
optimal quality and the quality achieved using an automatic
stopping criterion.

1. INTRODUCTION

Acquiring domain information is a resource intensive effort but
is a necessary part of making language technologies useful.
Automatic techniques have been described for language
modeling [1,2] and as an adjunct to grammar writing [3,4,5] for
spoken language systems. Parallel efforts, though with
somewhat different goals and approaches, exist in text
processing [6]. In this paper we focus on the problem of concept
identification in goal-oriented human-human dialogs; our
materials are different from those that have been previously
studied in that they potentially allow us to take advantage of
structure that is present across both sides of a conversation.
Solutions to this problem can have a significant impact on the
development of spoken language systems modeled on existing
human models; concept identification is the first step towards
the goal of automatically inferring domain ontologies suitable
for use in automatic systems.

We observe that goal-oriented human-human conversation
has a clear structure. When two persons engage in a
conversation that has a specific goal such as finding
information or negotiating a travel plan, they will organize
their conversion accordingly and will make sure that the ideas
are clearly communicated and understood. These
characteristics will be reflected in the structure of the dialog
and this structure can be used to automatically identify domain
topics.
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2. CONCEPT INDENTIFICATION

number of techniques based on the analysis of distributional
tistics of a corpus have been proposed for semantically
stering words or phrases. The Kullback-Liebler distance was
d for automatic grammar induction process [3,4]. Kullback-
bler distance, in conjunction with call-type probability has
o been used to create grammar fragments for call-type
ssification task [5]. A clustering technique based on vector
resentation of words was described in [1].
For the most part, these techniques are seen as an aid to the

horing of grammar for a target domain or for adapting
sting grammars to new domains [7].
For our purposes, we need substantially more accurate
cept identification; that is, we need techniques that
urately and automatically group concepts together into
re” clusters, even at the cost of missing some members or
n entire concepts, and do so without the need for manual

st-processing. (According to the evaluation metrics that we
ll introduce later, a pure cluster corresponds to the precision
one and an incomplete cluster corresponds to the recall of
s than one.) Doing so successfully is necessary in order to
ntually be able to generate consistent, if incomplete,
avior. Pure clusters will allow no mistake in the mapping

m each concept member to a system action, which makes the
tem behaves consistently. However, missing some members

ll cause the system behavior to be incomplete. In this paper
examine two clustering algorithms, mutual information-

ed clustering and Kullback-Liebler-based clustering that
ress promising performance on words clustering.
In order to determine which clustering algorithm is best

ted for our needs, we need to measure the quality of the
tcome clusters. A straightforward approach is to have a
man look at each set of clusters and decide which is better.
wever this approach is very subjective and also time-
suming. Some domain knowledge may also be needed since
would like to extract the concepts that are crucial to

porting dialog in the domain of interest. In other words, we
e more about clustering together city names than verb
lections. In [4], an indirect evaluation of the clustering
hnique is used to evaluate the performance of Kullback-
bler-based clustering. Since the clustering technique was
d to semi-automatically produce the grammar, coverage and

derstanding accuracy of the grammar were used as quality
asurements. In [2] when the resulting clusters were used to
prove the language model, the quality of the clusters was
irectly evaluated through language model perplexity.



In the concept identification task, our ultimate goal is to
obtain a set of clusters that precisely describe all the significant
concepts in the domain of interest. Consequently, we need to
evaluate the quality of output clusters themselves. Suppose that
the correct set of concepts and their members is given. The
quality of the output clusters can then be evaluated by
comparing them against these reference concepts. This is quite
similar in principle to the evaluation in the topic detection task.
In topic detection, stories that discuss the same topic are
grouped together and the groupings are evaluated against
manually labeled stories [6,8]. We adopt two metrics, precision
and recall, from topic identification system in our evaluation.
However, in our work, more than one cluster is allowed to
represent a single concept. Therefore, an additional metric, a
singularity score, is added to better capture cluster quality.

3. CLUSTERING ALGORITHMS

The goal of automatic concept identification is to extract and
group domain concept words together from an unannotated
corpus. Since no concept notation is provided in the training
data, we will focus only on unsupervised clustering techniques.
To focus our attention to a clustering problem, we restrict each
concept member to only a single word. Two word-clustering
algorithms are investigated in this paper, one based on mutual
information and one based on Kullback-Liebler distance. Both
are hierarchical clustering techniques that iteratively merge
words or clusters together in the order of their similarity; words
are clustered into a treelike structure in which the cluster at a
leaf corresponds to a word in the vocabulary. The intermediate
nodes that are close to the leaves represent more specific word
classes while the intermediate nodes that are close to the root
represent more general concepts. Hierarchical clustering
provides us with a more flexible way to understand and
interpret the structure of the dialog since a concept may be
broken into sub-concepts or grouped into a more general
concept, as needed. In both algorithms the similarity between
words or group of words is determined by their statistical
similarity with surrounding words, but the definition of
similarity differs.

3.1. Mutual information-based clustering

We use the mutual information-based clustering described in
[9]. This approach defines the similarity between words or
clusters based on their mutual information with adjacent words
or clusters. The algorithm starts by assigning each word to its
own cluster then iteratively merges clusters in a greedy way
such that at each iteration the loss in average mutual
information is minimized. The merging process continues until
the desired number of clusters is reached. The average mutual
information (AMI) is defined by the following equation.

∑=
ji jpip

jip
jipAMI

, )()(

),(
log),( (1)

where p(i,j) is the bigram probability of clusteri and clusterj,
i.e., the probability that a word in cluster i precedes a word in
cluster j.
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. Kullback-Liebler-based clustering

Kullback-Liebler-based clustering the similarity between
rds or clusters is determined by the Kullback-Liebler (KL)
tance. The clustering technique that we use is similar to the
es described in [4,7]. We use a symmetric non-blow-up
iant of the KL-distance, which is known as Jensen-Shannon
ergence [10], to avoid the problem when one of the
babilities is equal to zero. The KL-distance between two
bability functions pa and pb is given by the following
ation.
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distance between clusteri and clusterj, is the sum of the KL-
tance between the left context probability, pleft, of the two
sters and the KL-distance between the right context
babilities, pright, of the two clusters. More specifically,
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calculate pleft and pright from the bigram probability. pi
left(vk)

the probability that word vk is found to the left of words in
steri. Similarly, pi

right(vk) is the probability that word vk is
nd to the right of words in clusteri. Specifically,
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m the definition of pleft and pright, the sum in equation 3 is
sum over all the context words vk in the vocabulary.
The merging process is similar to that of mutual

ormation-based clustering, except that the order of clusters
t get merged are determined by KL-distance instead of AMI.

4. EVALUATION METRICS

e evaluation metrics that we adopt in our experiments are
ilar to the ones that used is topic detection task, but are
dified to better suit our requirement. In the evaluation
cess, we first identify the reference concepts in the domain.
en the outcome clusters are matched against the reference
cepts. Finally, two levels of metrics, concept-based metrics
overall metrics are calculated.

. Defining concepts

based our reference concepts on the language modeling
sses used in travel planning task defined in the CMU
mmunicator system [11]. For simplicity, we restrict each
rd to belong to only one concept. Our reference set contains
concepts with 188 concept words. Some examples of

main concepts are city, airline_company, and month. Words
t don’t belong to any domain concepts are grouped into a
gle general concept.



To compare the output clusters with the reference concepts
we first choose the concept that each cluster represents by
identifying the concept that encompasses the greatest number
of words; this is the majority concept. We allow more than one
cluster to represent a concept. This is justified because it should
lead to consistent behavior at a cost in the efficiency of
representation that we deem acceptable.

4.2. Concept-based metrics

We evaluate the output clusters based on how well they match
concepts in the reference set. To do this, we calculate the
following metrics, precision, recall and singularity score, for
each reference concept. Precision and recall are adopted
directly from the topic detection task to measure the purity and
completeness of the clusters. However, in the topic detection
task only one cluster is associated with a topic, while in our
work more than one clusters is allowed to map to a concept.
Thus, precision and recall of each concept are calculated from
average precision and average recall of the clusters that
represents that concept. Even splitting the concept into two or
more clusters is acceptable; one cluster per one concept is
preferred. We define an additional quality metric, singularity
score, to capture how well words that belong to the same
concept are merged together. A penalty is assessed when a
concept is split into more than one cluster. The singularity
score is defined by the following equation

singularity score (SS) of conceptj =
jm

1
(7)

where mj is the number of clusters that represents conceptj .

4.3. Overall metrics

In order to perform an end-to-end comparison of the two
clustering algorithms, we need a metric that indicates the
overall cluster quality. There are two ways to combine
concept-based metrics into a single number, micro-average
(equal word weighting) and macro-average (equal concept
weighting) [8]. Since the number of words in each concept is
not uniformly distributed we choose a macro-average as a
combination method. We then combine the macro-average
concept-based metrics together using a harmonic mean. A
quality score, an overall quality measurement of the output
clusters, is thus denoted by a harmonic mean of the macro-
average of the precision, recall and singularity scores.

5. EXPERIMENTS AND DISCUSSION

Our experiments make use of the CMU Travel Agent corpus,
which contains 39 goal-oriented human-human dialogs in an
air travel domain. There are 2,196 utterances in the corpus
consisting of 1,108 utterances from a (single) travel agent and
1,088 utterances from multiple clients. In each dialog, the
client attempts to arrange a travel plan including flight, hotel
and car reservation. The total vocabulary size is 950 words.

We run both clustering algorithms until only one cluster is
left and measure the quality of clusters at each merge step. We
evaluate the quality of clusters based on two overall metrics,
our proposed quality score (QS) and a conventional overall
metric, macro-average F1 (F-1), which is a harmonic mean of
macro-average precision and macro-average recall [6]. The
results are shown in Figure 1.
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Comparing the two overall quality metrics, quality score
macro-average F1, we found that the trends of their values

almost the same. However, at around the 300th iteration and
450th iteration of KL-based clustering where values of F-1
about the same, the QS of the 300th iteration is higher. This

because the resulting clusters at the 450th iteration contain
re splitting which lowers the singularity score. As a result, a
which includes a singularity score in its calculation reflects

s penalty while an F-1 which doesn’t include a singularity
re can not capture the difference. We believe this
onstrates that the proposed quality score is a more precise

luation metric.

igure 1: Quality of the clusters at each merging iteration of
Kullback-Liebler-based clustering (KL) and mutual

information-based clustering (MI).

The values of the quality metrics at the optimal points for
th KL-based clustering and MI-based clustering are given in
ble 1. From Figure 1, we can see that even though the
timal quality of both algorithms is about the same, the KL-
ed clustering converges to its optimal quality faster than the
-based clustering. Moreover, in the KL-based clustering, the
ion that the QS is near the optimal value is larger than that
MI-based clustering.

Iteration Precision Recall SS F-1 QS

(optimal) 762 0.77 0.49 0.72 0.60 0.64
(stop) 828 0.78 0.34 0.66 0.47 0.52

(optimal) 288 0.82 0.49 0.75 0.62 0.66

(stop) 485 0.74 0.49 0.67 0.59 0.62

ble 1: Optimal quality and the quality of the output clusters
at the automatic stopping criteria.

When we examined the output clusters more closely, we
nd that KL-based clustering tends to merge concept words
ether first and it is more likely to group a single word into
exist clusters rather than create a new cluster. In contrast,

-based clustering is more likely to merge two words into a
cluster and more of none-concept words get merged at the

inning. As a result, all the quality metrics, precision, recall
singularity score, of KL-based clustering are higher than

se of MI-based clustering at the early iterations. This
racteristic of KL-based clustering leads to a faster
vergence to its optimal point. Toward the end of the
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clustering process, the MI-based clustering begins to merge
concept words and clusters into bigger clusters that make the
values of all quality metrics increase. This leads to the late
converged characteristic of MI-based clustering. The
disadvantage of a slow converged clustering algorithm is that at
it has more chance to merge irrelevant words into concepts and
may also merge different concepts together at its optimal point.
The results, shown in Table 1, tend to agree with this analysis.
The optimal clusters of KL-based clustering have higher
precision value. Even if the recall is the same, KL-based can
recover more concepts than MI-based clustering.

However, it is not possible to stop the clustering process at
the point where the quality of the cluster is optimal in the real
situation since we naturally cannot obtain the reference
concepts beforehand. Therefore, we need a stopping criterion
that yields reasonable clusters quality. In Figure 2, we plot the
difference in the average mutual information (AMIdelta) of
successive iterations in log base, versus the clustering iteration.
We can see from the graph that the log-AMIdelta forms a
straight line for the most part but rises up at the end. It is
reasonable to stop the clustering process when the AMIdelta
increases significantly since we lose too much information
from merging clusters together at that iteration. To obtain that
iteration point, we draw a linear estimation of log-AMIdelta
after removing the outliners. The intersection between the
linear estimation and the actual AMIdelta is the stop point. For
KL-based clustering, we simply use the median of the distances
between clusters merged at each iteration as the cutoff value
and stop the clustering process when the distance exceeds the
cutoff value. This technique was also used in [1]. The quality
of the resulting clusters at the stopping criteria are shown in
Table 1 along with the optimal quality for both MI-based
clustering and KL-based clustering
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Figure 2: The growth of log(AMIdelta) along increasing
iterations in the clustering process.

6. CONCLUSIONS

From our experiments we found that the KL-based clustering
outperforms the MI-based clustering on both the optimal
quality and the quality measure at the stopping criterion. We
note that KL-based clustering also proposes a clear definition
of distance between words and clusters that may be practical to
use in conjunction with other clustering techniques. The

exp
tha
clu
clu

clu
bas
con
oth
ph
the
in

We
clu
res
Sy
89
no
Go

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]
erimental results also show that our proposed quality metric
t incorporates a penalty for splitting a concept to more
sters is a suitable evaluation metric when more than one
ster is allowed to represent a concept.
In the future, we aim at improving the performance of

stering algorithm by incorporating additional information
ed on the turn structure of dialogs. For example, significant
cepts introduced by one participant will be echoed by the
er participant. We believe that this confirmation

enomenon and also the co-occurrence between words across
turns can augment the bigram co-occurrence currently used

the clustering algorithms we used.
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