
Evaluating the Output 
of Machine Translation Systems

Alon Lavie
Associate Research Professor, Carnegie Mellon University
President, Safaba Translation Solutions
President, Association for MT in the Americas (AMTA)

13th MT Summit Tutorial
Xiamen, China

September 19, 2011



September 19, 2011 13th MT Summit MT Evaluation Tutorial

Outline

• Motivation and Tutorial Goals
• Usage Scenarios: Important Distinctions
• MT Evaluation: Challenges, Dimensions and Approaches
• Human Evaluation Measures for MT

– Case-Study: WMT-2009 Human Evaluation

• Automated Metrics for MT
– BLEU, METEOR and TER

• Evaluating Automated Metrics for MT
– Case-Study:  NIST Metrics MATR 2008 Evaluation

• Usage Scenarios: In Practice
• Gaps and Summary

2



MT Evaluation

Why should you be interested?
• Practitioners and Users:

– MT technology increasingly used within the industry
– Increasing range of alternative systems, choices for building and customizing 

systems using outside vendors or in-house
– How do you assess how well these alternatives perform, whether they are up 

to the tasks, whether they improve over time due to customization and 
further development?

– Need for concrete measures for making informed decisions on investment, for 
calculating ROIs, and for quantifying the effectiveness of the alternatives you 
are considering

• Researchers:
– MT Evaluation is a challenging and active research area of its own merit
– Automated MT evaluation metrics are critical to state-of-the-art SMT
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MT Evaluation

• Tutorial Goals:
– Identify the most important usage scenarios for MT 

evaluation and the important distinctions between them
– Provide you with a broad overview of the major state-of-

the-art methods for human evaluation of MT output and 
automated metrics for MT evaluation

– Expose you to the major issues involved in evaluating MT 
systems using both automated metrics and human 
assessment measures

– Outline some of the major gaps and challenges, 
particularly within commercial settings
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Translation Quality vs. MT Quality

• Quality assessment of translations commonly used within the 
industry (i.e. TEP process):
– Every segment has to be translated correctly!
– Quality measured by number of words edited/corrected in the editing 

(E) and/or proof-reading (P) stages

• Applying these same methods directly to the “raw” output of 
MT is usually not a meaningful endeavor:
– MT requires some human post-editing to achieve human-level quality
– The error profile exhibited by MT is very different than humans
– Need for different types of evaluation measures: 

• Concrete measures for comparing/contrasting imperfect MT system performance
• DO ASSESS whether MT improves productivity, and quantify improvement
• DO ASSESS the quality of the resulting end human translation
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Usage Scenarios: Important Distinctions

• Most Important Distinction:
– Offline “benchmark” testing of MT engine performance:

• Sample representative test documents with reference human 
translations are available

• Commonly referred to as Reference-based MT Evaluation

– Operational Quality Assessment at runtime:
• MT engine is translating new source material 
• Need to identify whether the output is sufficient good for the 

underlying application (i.e. to pass along to human post-editors)
• Commonly referred to as Reference-less MT Confidence Scores
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Usage Scenarios: Important Distinctions

• Common Usage Scenarios for Reference-based Eval:
– Compare performance of two or more different MT 

engines/technology for the same language-pair
– Compare MT engine performance for two versions of the 

same engine/technology
• Before and after customizing the engine
• Before and after incremental development of the engine

– Compare MT engine performance across different domains 
or types of input data

– Compare MT engine performance on different sentence 
types, linguistic structures, other data distinctions
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Usage Scenarios: Important Distinctions

• Common Usage Scenarios for MT Confidence Scores:
– Identifying and flagging/filtering poorly translated 

segments during MT engine operation
– Comparing alternative MT engines/technology in terms of 

their Quality Assessment capabilities and variation
• Can the engines provide reliable Confidence Scores at runtime?
• Segment Distributions: fraction of segments that pass Confidence 

Score thresholds
• Example:  what’s better: Engine-1 with many “OK” translations and 

very few “Very Bad”, or Engine-2 with many “Excellent” 
translations but equally many “Very Bad”?
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MT Evaluation: Major Issues
• MT Evaluation is Difficult:

– Language variability – there is no single correct translation
– Human evaluation is subjective
– How good is “good enough”? 
– Is system A better than system B? 
– Depends on the target application and context

• For what purpose will the MT output be used?

• Some well-established methods, but no standard or 
single approach that is universally accepted  

• MT Evaluation is still a research topic in itself!  
– How do we assess whether an evaluation method is good?
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Dimensions of MT Evaluation

• Human evaluation vs. automated metrics
• Quality assessment at sentence (segment) 

level vs. system level vs. task-based evaluation
• “Black-box” vs. “Glass-box” evaluation
• Evaluation for external validation vs. target 

function for automatic system tuning vs.
ongoing quality assessment of MT output
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Human Evaluation of MT Output
Why Perform Human Evaluation?
• Automatic MT metrics are not sufficient:

– What does a BLEU score of 30.0 or 50.0 mean?
– Existing automatic metrics are relatively crude and at times 

biased
– Automatic metrics often don’t provide sufficient insight for 

error analysis
– Different types of errors have different implications 

depending on the underlying task in which MT is used
• Need for reliable human measures in order to 

develop and assess automatic metrics for MT 
evaluation
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Human Evaluation: Main Challenges

• Time and Cost
• Reliability and Consistency: difficulty in 

obtaining high-levels of intra and inter-coder 
agreement

• Developing meaningful statistical measures 
based on the collected human judgments
– Example: if you collect information about the 

number, duration, and types of post editing 
operations, how do these translate into a global 
performance measure for the MT system?
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Main Types of Human Assessments

• Adequacy and Fluency scores
• Human ranking of translations at the sentence-level
• Post-editing Measures:

– Post-editor editing time/effort measures
– HTER: Human Translation Edit Rate

• Human Editability measures: can humans edit the 
MT output into a correct translation?

• Task-based evaluations: was the performance of the 
MT system sufficient to perform a particular task?
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Adequacy and Fluency
• Adequacy: is the meaning translated correctly?

– By comparing MT translation to a reference translation (or to the 
source)?

• Fluency: is the output grammatical and fluent?
– By comparing MT translation to a reference translation, to the source, 

or in isolation?
• Scales: [1-5], [1-10], [1-7], [1-4]
• Initiated during DARPA MT evaluations during mid-1990s
• Most commonly used until recently
• Main Issues: definitions of scales, agreement, normalization 

across judges
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Human Preference Ranking 
of MT Output

• Method: compare two or more translations of the 
same sentence and rank them in quality
– More intuitive, less need to define exact criteria
– Can be problematic: comparing bad long translations is 

very confusing and unreliable

• Main Issues:
– Binary rankings or multiple translations?
– Agreement levels
– How to use ranking scores to assess systems?
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WMT-2009 MT Evaluations

• WMT-2009: Shared task on developing MT systems 
between several European languages (to English and 
from English)

• Also included a system combination track and an 
automatic MT metric evaluation track

• Official Metric: Human Preference Rankings
• Detailed evaluation and analysis of results
• 2-day Workshop at EACL-2009, including detailed 

analysis paper by organizers 
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Human Rankings at WMT-2009

• Instructions: Rank translations from Best to Worst relative to 
the other choices (ties are allowed)

• Annotators were shown at most five translations at a time.
• For most language pairs there were more than 5 systems 

submissions. No attempt to get a complete ordering over all 
the systems at once

• Relied on random selection and a reasonably large sample 
size to make the comparisons fair.

• Metric to compare MT systems: Individual systems and 
system combinations are ranked based on how frequently 
they were judged to be better than or equal to any other 
system.
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Human Editing at WMT-09
• Two Stages:

– Humans edit the MT output to make it as fluent as possible
– Judges evaluate the edited output for adequacy (meaning) with a 

binary Y/N judgment
• Instructions:

– Step-1: Correct the translation displayed, making it as fluent as 
possible. If no corrections are needed, select “No corrections needed.” 
If you cannot understand the sentence well enough to correct it, select 
“Unable to correct.”

– Step-2: Indicate whether the edited translations represent fully fluent 
and meaning equivalent alternatives to the reference sentence. The 
reference is shown with context, the actual sentence is bold.
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Editing Interface
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Evaluating Edited Output
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Human Editing Results

• Goal: to assess how often a systems MT 
output is “fixable” by a human post-editor

• Measure used: fraction of time that humans 
assessed that the edited output had the same 
meaning as the reference
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Assessing Coding Agreement

• Intra-annotator Agreement:
– 10% of the items were repeated and evaluated twice by each 

judge. 

• Inter-annotator Agreement:
– 40% of the items were randomly drawn from a common pool that 

was shared across all annotators creating a set of items that were 
judged by multiple annotators.

• Agreement Measure: Kappa Coefficient

P(A) is the proportion of times that the annotators agree
P(E) is the proportion of time that they would agree by chance.
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Assessing Coding Agreement

Common Interpretation of Kappa Values:
0.0-0.2: slight agreement
0.2-0.4: fair agreement
0.4-0.6: moderate agreement
0.6-0.8: substantial agreement
0.8-1.0: near perfect agreement
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Cost and Quality Issues

• High cost and controlling for agreement quality are the most 
challenging issues in conducting human evaluations of MT 
output

• Critical decisions:
– Your human judges:  professional translators?  Non-expert bilingual 

speakers?  Target-language only speakers?
– Where do you recruit them?  How do you train them?
– How many different judgments per segment to collect?
– Easy to overlook issues (i.e. the user interface) can have significant 

impact on quality and agreement

• Measure intra- and inter-coder agreement as an integral part 
of your evaluation!
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Human Evaluations Using Crowd-Sourcing

• Recent popularity of crowd-sourcing has 
introduced some exciting new ideas for 
human assessment of MT output
– Using the “crowd” to provide human judgments of 

MT quality, either directly or indirectly
– Amazon’s Mechanical Turk as a labor source for 

human evaluation of MT output
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Mechanical Turk

September 19, 2011 13th MT Summit MT Evaluation Tutorial 31



Mechanical Turk
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Automated Metrics for MT Evaluation

• Idea: compare output of an MT system to a “reference” good 
(usually human) translation:  how close is the MT output to 
the reference translation?

• Advantages:
– Fast and cheap, minimal human labor, no need for bilingual speakers
– Can be used on an on-going basis during system development to test 

changes
– Minimum Error-rate Training (MERT) for search-based MT approaches!

• Disadvantages:
– Current metrics are still relatively crude, do not distinguish well 

between subtle differences in systems
– Individual sentence scores are often not very reliable, aggregate 

scores on a large test set are more stable
• Automated metrics for MT evaluation are still a very active 

area of current research 
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Desirable Automated Metric

• High-levels of correlation with quantified human notions of 
translation quality

• Sensitive to small differences in MT quality between systems 
and versions of systems

• Consistent – same MT system on similar texts should produce 
similar scores

• Reliable – MT systems that score similarly will perform 
similarly

• General – applicable to a wide range of domains and 
scenarios

• Fast and lightweight – easy to run
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Automated Metrics for MT
• Variety of Metric Uses and Applications:

– Compare (rank) performance of different systems on a common 
evaluation test set

– Compare and analyze performance of different versions of the same 
system

• Track system improvement over time
• Which sentences got better or got worse?

– Analyze the performance distribution of a single system across 
documents within a data set

– Tune system parameters to optimize translation performance on a 
development set

• It would be nice if one single metric could do all of these well!   But 
this is not an absolute necessity. 

• A metric developed with one purpose in mind is likely to be used for 
other unintended purposes
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History of Automatic Metrics for MT

• 1990s: pre-SMT, limited use of metrics from speech – WER, PI-WER…
• 2002: IBM’s BLEU Metric comes out
• 2002: NIST starts MT Eval series under DARPA TIDES program, using BLEU 

as the official metric
• 2003: Och and Ney propose MERT for MT based on BLEU
• 2004: METEOR first comes out
• 2006: TER is released, DARPA GALE program adopts HTER as its official 

metric
• 2006: NIST MT Eval starts reporting METEOR, TER and NIST scores in 

addition to BLEU, official metric is still BLEU
• 2007: Research on metrics takes off… several new metrics come out
• 2007: MT research papers increasingly report METEOR and TER scores in 

addition to BLEU
• 2008: NIST and WMT introduce first comparative evaluations of automatic 

MT evaluation metrics
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Automated Metric Components

• Example:
– Reference: “the Iraqi weapons are to be handed over to the army within 

two weeks”
– MT output: “in two weeks Iraq’s weapons will give army”

• Possible metric components:
– Precision: correct words / total words in MT output
– Recall: correct words / total words in reference
– Combination of P and R (i.e. F1= 2PR/(P+R))
– Levenshtein edit distance: number of insertions, deletions, substitutions 

required to transform MT output to the reference
• Important Issues:

– Features: matched words, ngrams, subsequences
– Metric: a scoring framework that uses the features
– Perfect word matches are weak features: synonyms, inflections: “Iraq’s”  

vs. “Iraqi”, “give” vs. “handed over”
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BLEU Scores - Demystified

• BLEU scores are NOT:
– The fraction of how many sentences were translated 

perfectly/acceptably by the MT system
– The average fraction of words in a segment that were 

translated correctly
– Linear in terms of correlation with human measures of 

translation quality
– Fully comparable across languages, or even across 

different benchmark sets for the same language
– Easily interpretable by most translation professionals
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BLEU Scores - Demystified

• What is TRUE about BLEU Scores:
– Higher is Better
– More reference human translations results in better and 

more accurate scores
– General interpretability of scale:

– Scores over 30 generally reflect understandable 
translations

– Scores over 50 generally reflect good and fluent 
translations
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The BLEU Metric
• Proposed by IBM [Papineni et al, 2002]
• Main ideas:

– Exact matches of words
– Match against a set of reference translations for greater variety of 

expressions
– Account for Adequacy by looking at word precision
– Account for Fluency by calculating n-gram precisions for n=1,2,3,4
– No recall (because difficult with multiple refs)
– To compensate for recall: introduce “Brevity Penalty”
– Final score is weighted geometric average of the n-gram scores
– Calculate aggregate score over a large test set 
– Not tunable to different target human measures or for different 

languages
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The BLEU Metric
• Example:

– Reference: “the Iraqi weapons are to be handed over to the army
within two weeks”

– MT output: “in two weeks Iraq’s weapons will give army”
• BLUE metric:

– 1-gram precision: 4/8
– 2-gram precision: 1/7
– 3-gram precision: 0/6
– 4-gram precision: 0/5
– BLEU score = 0   (weighted geometric average)
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The BLEU Metric

• Clipping precision counts:
– Reference1:  “the Iraqi weapons are to be handed over to the army 

within two weeks”
– Reference2:  “the Iraqi weapons will be surrendered to the army in 

two weeks”
– MT output: “the the the the”

– Precision count for “the” should be “clipped” at 
two: max count of the word in any reference

– Modified unigram score will be 2/4 (not 4/4)
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The BLEU Metric
• Brevity Penalty:

– Reference1: “the Iraqi weapons are to be handed over to the army within two 
weeks”

– Reference2: “the Iraqi weapons will be surrendered to the army in two 
weeks”

– MT output: “the Iraqi weapons will”
– Precision score: 1-gram 4/4,  2-gram 3/3, 3-gram 2/2,   4-gram 1/1                   
 BLEU = 1.0

– MT output is much too short, thus boosting precision, and BLEU 
doesn’t have recall…

– An exponential Brevity Penalty reduces score, calculated based on the 
aggregate length (not individual sentences)
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Formulae of BLEU
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Weaknesses in BLEU
• BLUE matches word ngrams of MT-translation with multiple reference 

translations simultaneously Precision-based metric
– Is this better than matching with each reference translation separately 

and selecting the best match?
• BLEU Compensates for Recall by factoring in a “Brevity Penalty” (BP)

– Is the BP adequate in compensating for lack of Recall?
• BLEU’s ngram matching requires exact word matches

– Can stemming and synonyms improve the similarity measure and 
improve correlation with human scores?

• All matched words weigh equally in BLEU
– Can a scheme for weighing word contributions improve correlation with 

human scores? 
• BLEU’s higher order ngrams account for fluency and grammaticality, 

ngrams are geometrically averaged
– Geometric ngram averaging is volatile to “zero” scores.  Can we account 

for fluency/grammaticality via other means?
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BLEU vs Human Scores
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METEOR
• METEOR = Metric for Evaluation of Translation with Explicit 

Ordering  [Lavie and Denkowski, 2009]
• Main ideas:

– Combine Recall and Precision as weighted score components
– Look only at unigram Precision and Recall
– Align MT output with each reference individually and take score of 

best pairing
– Matching takes into account translation variability via word inflection

variations, synonymy and paraphrasing matches
– Addresses fluency via a direct penalty for word order: how fragmented

is the matching of the MT output with the reference?
– Parameters of metric components are tunable to maximize the score 

correlations with human judgments for each language
• METEOR has been shown to consistently outperform BLEU in 

correlation with human judgments 
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METEOR vs BLEU
• Highlights of Main Differences:

– METEOR word matches between translation and references includes 
semantic equivalents (inflections, synonyms and paraphrases)

– METEOR combines Precision and Recall (weighted towards recall) 
instead of BLEU’s “brevity penalty”

– METEOR uses a direct word-ordering penalty to capture fluency 
instead of relying on higher order  n-grams matches

– METEOR can tune its parameters to optimize correlation with different 
types of human judgments for each language

• Outcome: METEOR has significantly better correlation with 
human judgments, especially at the segment-level
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METEOR Components

• Unigram Precision: fraction of words in the MT that appear in 
the reference

• Unigram Recall: fraction of the words in the reference 
translation that appear in the MT

• F1= P*R/0.5*(P+R)
• Fmean = P*R/(α*P+(1-α)*R)
• Generalized Unigram matches: 

– Exact word matches, stems, synonyms, paraphrases

• Match with each reference separately and select the best 
match for each sentence
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The Alignment Matcher
• Find the best word-to-word alignment match between two 

strings of words
– Each word in a string can match at most one word in the other string
– Matches can be based on generalized criteria: word identity, stem 

identity, synonymy, single and multi word paraphrases
– Find the alignment of highest cardinality with minimal number of 

crossing branches
• Optimal search is NP-complete

– Clever search with pruning is very fast and has near optimal results
• All previous versions of METEOR used a greedy three-stage 

matching: exact, stem, synonyms
• New version of METEOR uses an integrated one stage search
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Matcher Example

the sri lanka prime minister criticizes the leader of the country

President of Sri Lanka criticized by the country’s Prime Minister
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The Full METEOR Metric

• Matcher explicitly aligns matched words between MT and reference
• Matcher returns fragment count (frag) – used to calculate average 

fragmentation
– (frag -1)/(length-1)

• METEOR score calculated as a discounted Fmean score
– Discounting factor: DF = γ * (frag**β)
– Final score: Fmean * (1- DF)

• Original Parameter Settings:
– α= 0.9   β= 3.0  γ= 0.5

• Scores can be calculated at sentence-level
• Aggregate score calculated over entire test set (similar to BLEU)
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The METEOR Metric

• Effect of Discounting Factor:
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METEOR Example
• Example:

– Reference: “the Iraqi weapons are to be handed over to the army within two 
weeks”

– MT output: “in two weeks Iraq’s weapons will give army”
• Matching: Ref:   Iraqi weapons army two weeks

MT:   two weeks Iraq’s weapons army
• P = 5/8 =0.625   R = 5/14 = 0.357   
• Fmean = 10*P*R/(9P+R) = 0.3731
• Fragmentation: 3 frags of 5 words = (3-1)/(5-1) = 0.50
• Discounting factor: DF = 0.5 * (frag**3) = 0.0625
• Final score: 

Fmean * (1- DF) = 0.3731 * 0.9375 = 0.3498
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METEOR Parameter Optimization

• METEOR has three “free” parameters that can be optimized to 
maximize correlation with different notions of human 
judgments
– Alpha controls Precision vs. Recall balance
– Gamma controls relative importance of correct word ordering
– Beta controls the functional behavior of word ordering penalty score

• Optimized for Adequacy, Fluency, A+F, Rankings, and Post-
Editing effort for English on available development data

• Optimized independently for different target languages
• Limited number of parameters means that optimization can 

be done by full exhaustive search of the parameter space
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METEOR Analysis Tools
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METEOR Scores - Demystified

• What is TRUE about METEOR Scores:
– Higher is Better,  scores usually higher than BLEU
– More reference human translations help but only 

marginally
– General interpretability of scale:

– Scores over 50 generally reflect understandable 
translations

– Scores over 70 generally reflect good and fluent 
translations
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TER

• Translation Edit (Error) Rate, developed by Snover et. al.  2006
• Main Ideas:

– Edit-based measure, similar in concept to Levenshtein distance: counts 
the number of word insertions, deletions and substitutions required to 
transform the MT output to the reference translation

– Adds the notion of “block movements” as a single edit operation
– Only exact word matches count, but latest version (TERp) incorporates 

synonymy and paraphrase matching and tunable parameters
– Can be used as a rough post-editing measure
– Serves as the basis for HTER – a partially automated measure that 

calculates TER between pre and post-edited MT output
– Slow to run and often has a bias toward short MT translations
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Practical Notes of Use for Automated 
Metrics

• BLEU and METEOR are freely available for 
commercial use, TERp is NOT (unsure about TER)

• Symantec has an evaluation suite tool  (SymEval) that 
allows comparing MT output before and after human 
post-editing with GTM and other scores – will be 
releasing it Open Source soon [based on personal 
communication with Johann Roturier]

• Asia Online’s Language Studio Lite has a freely 
available evaluation suite tool that supports easy 
evaluation using BLEU, F-Measure and TER
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MT Confidence Scores

• Difficult problem, but of significant importance to MT usage 
within the commercial translation industry

• Recent work on this problem has shown some encouraging 
success
– Work by [Specia et. al. 2010] on developing a multi-feature classifier 

for producing MT confidence scores
– Language Weaver now produces a confidence measure that is 

returned with each translation

• These scores can be used to filter out poor MT-produced 
translations, so that they are not sent to post-editing
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Comparing Metrics

• How do we know if a metric is better?
– Better correlation with human judgments of MT 

output
– Reduced score variability on MT outputs that are 

ranked equivalent by humans
– Higher and less variable scores on scoring human 

translations against the reference translations
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NIST Metrics MATR 2008
• First broad-scale open evaluation of automatic metrics for MT 

evaluation – 39 metrics submitted!!
• Evaluation period August 2008, workshop in October 2008 at AMTA-

2008 conference in Hawaii
• Methodology:

– Evaluation Plan released in early 2008
– Data collected from various MT evaluations conducted by NIST and 

others
• Includes MT system output, references and human judgments
• Several language pairs (into English and French), data genres, and different 

human assessment types
– Development data released in May 2008
– Groups submit metrics code to NIST for evaluation in August 2008, NIST 

runs metrics on unseen test data
– Detailed performance analysis done by NIST

• http://www.itl.nist.gov/iad/mig//tests/metricsmatr/2008/results/index.html
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NIST Metrics MATR 2008
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NIST Metrics MATR 2008
• Human Judgment Types:

– Adequacy, 7-point scale, straight average
– Adequacy, Yes-No qualitative question, proportion of Yes assigned
– Preferences, Pair-wise comparison across systems
– Adjusted Probability that a Concept is Correct
– Adequacy, 4-point scale
– Adequacy, 5-point scale
– Fluency, 5-point scale
– HTER

• Correlations between metrics and human judgments at segment, 
document and system levels

• Single Reference and Multiple References
• Several different correlation statistics + confidence
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NIST Metrics MATR 2008
• Human Assessment Type: Adequacy, 7-point scale, straight average
• Target Language: English
• Correlation Level: segment
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NIST Metrics MATR 2008
• Human Assessment Type: Adequacy, 7-point scale, straight average
• Target Language: English
• Correlation Level: segment
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NIST Metrics MATR 2008
• Human Assessment Type: Adequacy, 7-point scale, straight average
• Target Language: English
• Correlation Level: document
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NIST Metrics MATR 2008
• Human Assessment Type: Adequacy, 7-point scale, straight average
• Target Language: English
• Correlation Level: system
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NIST Metrics MATR 2008
• Human Assessment Type: Preferences, Pair-wise comparison across systems
• Target Language: English
• Correlation Level: segment
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METEOR vs. BLEU
Sentence-level Scores

(CMU SMT System, TIDES 2003 Data)

BLEU Sentence Scores vs. Total Human Score
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METEOR vs. BLEU
Histogram of Scores of Reference Translations

2003 Data

Histogram of BLEU Scores for each Reference Translation
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Outline

• Motivation and Tutorial Goals
• Usage Scenarios: Important Distinctions
• MT Evaluation: Challenges, Dimensions and Approaches
• Human Evaluation Measures for MT

– Case-Study: WMT-2009 Human Evaluation

• Automated Metrics for MT
– BLEU, METEOR and TER

• Evaluating Automated Metrics for MT
– Case-Study:  NIST Metrics MATR 2008 Evaluation

• Usage Scenarios: In Practice
• Gaps and Summary
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Comparing MT Systems

• Scenario:
– Compare several alternative available MT engines for a specific client 

or domain
– Compare a system before and after significant MT system 

customization for a specific client or domain

• Approach:
– Select and prepare a meaningful evaluation set along with a human 

reference translation (at least one)
• Set of documents representative of client data that was NOT USED for MT 

system development or tuning
• Evaluation data can often be extracted from client’s existing TMs, but 

make sure these are clean and formatted for running MT metrics 

– Run all three major metrics:  BLEU, METEOR and TER 
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Tuning an SMT System

• Scenario:
– Need to tune the parameters of a newly trained SMT system (such as 

Moses) for a specific client or domain

• Approach:
– Create a tuning data set, representative of the client data or domain, 

which was NOT USED for system development, along with a human 
reference translation (preferably more than one)

– BLEU is the most commonly used metric for tuning (some 
implementations REQUIRE using BLEU)

– Tuning with BLEU is most stable if the set is at least 500 segments and 
has four reference translations
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Task-based Assessment

• Scenario:
– Assessing whether post-editing MT output is cost effective for a 

specific MT system and client or domain

• Approach:
– Be aware that the specific setup of how MT is integrated within the 

translation process is critical
– Create a segment-level quality profile using METEOR or TER
– You will likely want/need to conduct a human study where you 

actually measure translation cost and time with MT post-editing, and 
compare with a baseline of not using MT at all

– Leverage your client TMs as much as possible
– If possible, use confidence scores to filter out poor MT segments
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Outline

• Motivation and Tutorial Goals
• Usage Scenarios: Distinctions
• MT Evaluation: Challenges, Dimensions and Approaches
• Human Evaluation Measures for MT

– Case-Study: WMT-2009 Human Evaluation

• Automated Metrics for MT
– BLEU, METEOR and TER

• Evaluating Automated Metrics for MT
– Case-Study:  NIST Metrics MATR 2008 Evaluation

• Usage Scenarios: In Practice
• Gaps and Summary
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Remaining Gaps

• Scores produced by most metrics are not intuitive or easy to 
interpret

• Scores produced at the individual segment-level are often not 
sufficiently reliable

• Need for greater focus on metrics with direct correlation with 
post-editing measures

• Need for more effective methods for mapping automatic 
scores to their corresponding levels of human measures (i.e. 
Adequacy)

• Need for more work on reference-less confidence scores for 
filtering poor MT (for post-editors and human translators)

September 19, 2011 13th MT Summit MT Evaluation Tutorial 80



Summary

• MT evaluation measures are critical for assessing the 
performance and ROI of MT systems in commercial 
settings

• Both human measures and automatic metrics are 
important, for different purposes

• If you are going to conduct a human evaluation, 
consult with an experienced expert or vendor

• If you are going to use automatic metrics, learn what 
they mean, how to interpret their scores, and which 
metric or measure is most suitable for your task
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