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Abstract. An open challenge in information distillation is the evalua-
tion and optimization of the utility of ranked lists with respect to flexible
user interactions over multiple sessions. Utility depends on both the rele-
vance and novelty of documents, and the novelty in turn depends on the
user interaction history. However, user behavior is non-deterministic. We
propose a new probabilistic framework for stochastic modeling of user
behavior when browsing multi-session ranked lists, and a novel approxi-
mation method for efficient computation of the expected utility over nu-
merous user-interaction patterns. Using this framework, we present the
first utility-based evaluation over multi-session search scenarios, using
the TDT4 corpus of news stories and compare a state-of-the-art distilla-
tion system against a relevance-based retrieval engine. We demonstrate
that the distillation system obtains a 44% utility enhancement over the
retrieval engine due to multi-session adaptive filtering, accurate novelty
detection, and utility-based adjustment of ranked list lengths.

Key words: Multi-session distillation, utility evaluation based both on
novelty and relevance, stochastic modeling of user browsing behavior.

1 Introduction

Information distillation is an emerging area of research where the focus is to
effectively combine ad-hoc retrieval (IR), novelty detection (ND) and adaptive
filtering (AF) over temporally ordered documents for global utility optimization
[12, 2, 11]. An information distillation system is typically designed for use over
multiple sessions by a user or analyst. In each session, the system processes
a new chunk of documents and presents a ranked list of passages1 based on
the utility of the passages to the user, where utility is measured in terms of
relevance as well as novelty. The novelty of each passage in turn depends on
the history of user interaction with the system, i.e., which passages were already
seen by the user in the past. User behavior is typically non-deterministic, i.e., not
every document in the system-produced ranked lists is necessarily read by the
1 We use “passage” as a generic term for any retrieval unit, e.g., documents, para-

graphs, sentences, etc.
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user. They may skip passages, or abandon going further down a ranked list after
reading the top few passages due to various reasons, e.g. satisfaction, frustration,
and so on. The nondeterministic nature of user-browsing behavior has raised an
important question – how should the expected utility of a distillation system be
defined, estimated and maximized over all plausible patterns of user interactions
in multi-session distillation? Current literature in IR, ND and AF has not offered
a satisfactory solution for the whole problem, but only partial answers for sub-
problems.

Recently, there has been increasing interest in evaluation metrics that are
based on a model of user behavior. For example, Moffat et al. proposed Rank-
Biased Precision (RBP) [8], which corresponds to the expected rate of gain (in
terms of graded relevance) obtained by a user who reads a ranked list top down,
and whose stopping point in a ranked list is assumed to follow a geometric dis-
tribution. Similarly, Robertson et al. re-interpreted Average Precision as the
expected precision observed by a user who stops with uniform probability at one
of the relevant documents in the ranked list returned by the system [9]. To eval-
uate retrieval systems in multi-session search scenarios, Järvelin et al. proposed
an extension to the Discounted Cumulated Gain (DCG) metric, known as session-
based DCG (sDCG) [7] that discounts relevant results from later retrieval sessions2,
to favor early retrieval of relevant information in multi-session search scenarios,
based on the assumption that examining retrieved results and reformulating the
query involves an effort on the part of the user.

However, all these metrics are designed for measuring utility purely in terms
of relevance – binary or graded. In many retrieval settings, especially scenarios
involving multiple search sessions, novelty of information plays a crucial role in
determining the overall utility of the system. Adding novelty to the definition
of traditional IR metrics is not straight-forward, mainly due to its dynamic
nature. Unlike relevance, which can be “pre-defined” for each document-query
pair, novelty is an ever-changing function of which passages were read or skipped
by the user in his or her interactions with the system up to the current point.
Therefore, we cannot measure novelty without accounting for the dynamic and
non-deterministic nature of user interaction.

Nevertheless, most novelty detection approaches and benchmark evaluations
conducted in NIST and TREC have shared a convention of producing novelty
judgments in an offline manner – all the passages which are relevant to a query
are listed in a pre-specified order, and a binary judgment about the novelty of
each passage is made, based on how its content differs from previous passages in
the list [1]. Such novelty judgments would be correct from a user’s perspective
only if all these passages were presented by the system to the user, and in the
exact same order as they were laid out during the ground truth assignment. These
conditions may not hold in realistic use of a distillation system, which could show
both relevant and non-relevant passages to the user, ranked according to its own
notion of “good” passages.

2 A note on terminology – In this paper, a distillation task consists of multiple search
sessions, each comprising a single query. In [7], a session consists of multiple queries.
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In other words, conventional evaluation schemes for novelty detection are
insufficient or inappropriate for evaluating the true novelty – and hence – the true
utility (relevance plus novelty) of passages in realistic settings. Non-deterministic
user interactions over multi-session ranked lists make the problem even harder.
The novelty of each passage would depend not only on the the user history in
the current session, but also the user history in all previous sessions. Since there
are many possible ways for the user to interact with multi-session ranked lists,
we must evaluate the expected utility of the system over all interaction patterns
instead of assuming a fixed pattern of user interaction, e.g., “all users read the
top 10 passages in each ranked list.” A principled solution would be to create
a stochastic model of user behavior, and define a probability distribution over
user interaction patterns with respect to multiple ranked lists, and accordingly
calculate the expected utility of the system.

The above challenge has been partially addressed by the NDCU (Normalized
Discounted Cumulated Utility) scheme proposed by Yang et al. [12] for distilla-
tion evaluation. NDCU uses nugget-level relevance judgments to enable automated
determination of relevance and novelty of each passage in a system-produced
ranked list. The evaluation algorithm scans the ranked list from top to bottom,
keeping a count of all nuggets seen in each passage, thus dynamically updating
the novelty of each nugget as the evaluation proceeds. Despite these desirable
properties, a major limitation of NDCU is that it is only well-defined for a sin-
gle ranked list. In case of a K-session distillation process, when estimating the
novelty of passages in the kth ranked list, how should “user history” at that
point be modeled? Should we assume that all the ranked lists in the past k − 1
sessions were completely read by the user? This assumption is obviously unrealis-
tic. Alternatively, if we assume that the previous ranked lists were only partially
browsed, then we need a principled way to model all plausible user-interaction
patterns, and to estimate the expected utility of the system as a function of the
joint probabilistic distribution of user interaction patterns over multiple sessions.

A recent approach by Clarke et al. [4] is similar to NDCU in terms of count-
ing both relevance and novelty in utility-based evaluation and with respect to
exploiting nugget-level relevance judgments. However, it also shares the same
limitation with NDCU, namely not modeling stochastic user interaction patterns
in multi-session distillation. sDCG [7] accommodates multiple search sessions,
but lacking a probabilistic model of user behavior, it cannot account for the
non-determinism associated with which passages were read by the user in each
ranked list. Therefore, one is forced to make deterministic assumptions about
user behavior, e.g., “users read a fixed number of documents in each ranked list”
(the authors truncate each retrieved list at rank 10). Therefore, sDCG does not
accurately reflect the true utility perceived by a user who can flexibly interact
with multiple ranked lists presented by the system.

Our focus in this paper is to address the limitations of current methods
for utility-based evaluation and optimization of distillation systems. Specifically,
(i) We propose a new framework for probabilistic modeling of user browsing
patterns over multi-session ranked lists. Each pattern corresponds to a possible
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way for a user to browse through the ranked lists. By summing over all such
patterns, we calculate the Expected Global Utility of the system. (ii) This model
flexibility comes at the cost of increased computational complexity, which we
address using an efficient approximation technique. (iii) Using this framework, we
present the first utility-based evaluation of a state-of-the-art distillation system,
which produces ranked lists based on relevance as well as novelty of passages,
and a popular retrieval engine Indri [10], which produces ranked lists based
on relevance only. By comparing different configurations of the two systems, we
highlight the properties of our evaluation framework, and also demonstrate that
the distillation system obtains a 44% utility enhancement over Indri due to
optimal combination of adaptive filtering, novelty detection, and utility-based
adjustment of ranked list lengths.

We start by briefly describing the NDCU evaluation metric in the next section,
followed by detailed explanation of the new framework.

2 Normalized Discounted Cumulated Utility

The Normalized Discounted Cumulated Utility (NDCU) scheme [12] is an exten-
sion of the popular NDCG metric [6] to model utility as the difference between the
gain and cost incurred by a user in going through a ranked list presented by the
system. Specifically, the utility of each passage is defined as:

U (pi|lq) = G (pi|lq)− aC(pi) (1)

where q is a query, lq is the ranked list retrieved for the query, pi is ith passage
in lq, G (pi|lq) is the gain (benefit) for reading the passage, C(pi) is the cost for
reading the passage, and a is a pre-specified constant for balancing the gain and
the cost of user interaction with the passage. The cost for reading the passage
is defined as the passage length in terms of the number of words. The gain from
reading the passage is defined in terms of its relevance and novelty, as follows:

G (pi|lq) =
∑
δ∈pi

w(δ, q)γn(δ,lq,i−1) (2)

where δ is a nugget (a unit for relevance judgment), w(δ, q) is the graded rele-
vance of δ with respect to the query q, n(δ, lq, i − 1) is the number of times δ
appears in the ranked list lq up to rank i−1. γ is a pre-specified dampening fac-
tor, reflecting the user’s tolerance for redundancy. If γ = 1, the user is assumed
to be fully tolerant to redundancy, and the evaluation reduces to be relevance-
based only. At the other extreme of γ = 0, reading a nugget after the first time
is assumed to be totally useless for the user, and hence incurs only cost. The
use of nuggets as retrieval units allows flexible evaluation over arbitrary system
output, as well as fine-grained determination of novelty.

The Discounted Cumulated Utility (DCU) of a list lq is calculated as:

DCU(lq) =
|lq|∑
i=1

P (Ri = 1) (G (pi|lq)− aC(pi)) (3)
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where |lq| is the number of passages in the ranked list, and P (Ri = 1) is the
probability that the passage with rank i in the list is read by the user. Since
P (Ri = 1) is typically a decreasing function of the rank, it serves as a discounting
factor, similar to the logarithmic discount used in DCG [6]. The DCU score of the
system can be normalized by the DCU score of the ideal ranked list to obtain
Normalized Discounted Cumulated Utility (NDCU).

Combining relevance and novelty into a utility-based evaluation metric, and
utilizing nugget-level judgments to enable automated calculation of novelty for
passages in any ranked list, were the main accomplishments of the NDCU scheme.
However, NDCU is only defined for a single ranked list, not supporting utility-based
evaluation over multi-session ranked lists. We now describe our new framework,
which extends novelty-based evaluation to multi-session retrieval scenarios.

3 New Framework

The core of the new framework is a well-defined probability distribution over
user behavior with respect to multiple ranked lists. We define a utility function
conditioned on user behavior, and sum over all possible user interactions to
obtain an expectation of the utility.

Let l1, l2, ..., lK be a sequence of K ranked lists of passages, with lengths
given by |l1|, |l2|, ..., |lK |, respectively. We define Ω as the space of all possible
user browsing patterns – each element ω ∈ Ω denotes a possible way for a user to
browse the ranked lists, i.e., to read a specific subset of the passages that appear
in the ranked lists. Let P denote a probability distribution over the space Ω,
such that P (w) corresponds to how likely it is for a user to read this set of
passages. Intuitively, P should assign higher probability to subsets that include
passages at top ranks, reflecting common user behavior. We leave the specific
details of modeling user behavior to Section 3.1.

Once we have a way of representing different user interaction patterns ω, we
can define the utility as a function of ω, i.e. U(ω). Note that U(ω) is a random
quantity, since ω is a random variable. Therefore, the obvious next step is to
calculate the expected value of U with respect to the probability distribution
defined over Ω. We call this quantity as Expected Global Utility:

EGU =
∑
ω∈Ω

P (ω)U(ω) (4)

3.1 User Browsing Patterns

As mentioned earlier, a user can read any subset of the passages presented by
the system. We will use Ω to denote the set of all subsets that the user can
read. Naturally, the most flexible definition of Ω would be the power set of all
passages in the K lists, and the size of such a state space would be 2

PK
i=1 |li|.

This is a very large state space, leading to difficulties in estimating a probability
distribution as well as computing an expectation over the entire space. Another
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alternative is to restrict the space of possible browsing patterns by assuming
that the user browses through each ranked list top down without skipping any
passage, until he or she decides to stop. Thus, each possible user interaction
is now denoted by a K-dimensional vector ω = {s1, s2, ..., sK}, such that sk ∈
{1..|lk|} denotes the stopping position in the kth ranked list. This leads to a
state space of size

∏K
i=1 |lk|, which is much smaller than the earlier all-possible-

subsets alternative. We further make a reasonable assumption that the stopping
positions in different ranked lists are independent of each other, i.e., P (ω) =
P (s1, s2, ..., sK) = P (s1)P (s2)...P (sK).

The particular form of P (s), i.e., the probability distribution of stopping po-
sitions in a ranked list, can be chosen appropriately based on the given domain,
user interface, and user behavior. For the purposes of this discussion, we follow
Moffat et al. [8] and restrict attention to the geometric distribution with an
adjustable (or empirically estimated) parameter, p. However, the standard geo-
metric distribution has an infinite domain, but each ranked list in a distillation
system will have a finite length. Therefore, we use a truncated geometric distri-
bution with a tail mass, i.e., for a ranked list of length l, the left-over probability
mass beyond rank l is assigned to the stopping position l, to reflect the intuition
that users who intended to stop before rank l will be oblivious to the limited
length of the ranked list, but all users who intended to stop at a rank lower than
l will be forced to stop at rank l due to the limited length of the ranked list.
Formally, for the kth ranked list, the stopping probability distribution can be
expressed by the following recursive formula:

P (Sk = s) =

{
(1− p)s−1p s < |lk|
1− P (Sk < |lk|) s ≥ |lk|

(5)

3.2 Utility of Multi-session Ranked Lists Conditioned on User
Browsing Patterns

The utility of multi-session ranked lists l1, l2, ..., lK depends on how a user in-
teracts with them. We now define U(ω) as the utility of multiple ranked lists
conditioned on a user interaction pattern. Recall that ω = (s1, s2, ..., sK) spec-
ifies the stopping positions in each of the ranked lists, allowing us to construct
the list of passages actually read by the user for any given ω. We denote this
list as L(ω) = L(s1, s2, ..., sK), obtained by concatenating the top s1, s2, ..., sK
passages from ranked lists l1, l2, ..., lK , respectively. The conditional utility U(ω)
is defined as:

U(ω) =
|L(ω)|∑
i=1

G(pi|L(ω))− aC(pi) (6)

Comparing this formula with Equation 3, which defines the Discounted Cumu-
lated Utility (DCU) for a single ranked list, we see that utility calculations in the
two cases are almost identical, except (i) the single ranked list in DCU is replaced
by the synthetic L(ω) from the multi-session lists, and (ii) the discounting factor
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P (Ri = 1) is removed here because each passage in L(ω) is assumed to be read
by the user.

Substituting G(.) and C(.) in Equation 6 using their definitions from Sec-
tion 2, we have:

U(ω) =
|L(ω)|∑
i=1

G(pi|L(ω))− a
|L(ω)|∑
i=1

C(pi)

=
|L(ω)|∑
i=1

|∆|∑
j=1

I(δj , pi)w(δj , q)γn(δ,L(ω),i−1) − a
|L(ω)|∑
i=1

len(pi) (7)

where∆ is the full set of nuggets in the data collection; I(δj , pi) ∈ {1, 0} indicates
whether or not nugget δj is contained in passage pi, and len(pi) is the length of
passage pi.

The first term in Equation 7 is the cumulated gain (CG) from the synthetic
list, which can be further calculated as:

CG(ω) =
|∆|∑
j=1

w(δj , q)

|L(ω)|∑
i=1

I(δj , pi)γn(δj ,L(ω),i−1)


=
|∆|∑
j=1

w(δj , q)
(

1 + γ + γ2 + ...+ γm(δj ,L(ω))−1
)

=
|∆|∑
j=1

w(δj , q)
1− γm(δj ,L(ω))

1− γ
(8)

where m(δj ,L(ω)) is the count of passages that contain the nugget. An interest-
ing insight we can obtain from Equation 8 is that the CG value depends on ω
only through nugget counts m(δj ,L(ω)) for j = 1, 2, ..., |∆|. Thus, these nugget
counts are the sufficient statistics for calculating CG.

The second term in Equation 7 is the cumulated cost (CC) weighted by a,
which is dependent on L(ω) only through the count of total word occurrences
in the list. Thus the word count is a sufficient statistic for CC, and we denote it
by len(L(ω)).

Rewriting utility U(ω) as a function of the sufficient statistics, we have:

U(ω) = g(m(L(ω))− a len(L(ω)) (9)

=
1

1− γ

|∆|∑
j=1

w(δj , q)
(

1− γm(δj ,L(ω))
)
− a len(L(ω)) (10)

Expected Global Utility. Given the utility of multi-session ranked lists
conditioned on each specific user browsing pattern, calculation of the expectation
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over all patterns is straightforward:

E [U(ω)] =
∑
ω∈Ω

P (ω)U(ω)

=
|l1|∑
s1=1

...

|lK |∑
sK=1

(
K∏
k=1

P (sk)

)
U(s1, ..., sK︸ ︷︷ ︸

ω

) (11)

4 Tractable Computation

Unfortunately, the exact utility calculation quickly becomes computationally
intractable as the number and lengths of ranked lists grow. Therefore, we make
an approximation. We first rewrite EGU in terms of expected gain and expected
cost. Using Equation 9 we have:

E [U(ω)] = E [g(m(L(ω)))]− aE [len(L(ω))] (12)

We then approximate the gain3(the first term above) as:

E [g(m(L(ω)))] ≈ g(E [m(L(ω))]) (13)

Thus, instead of calculating the expected gain with respect to different browsing
patterns, we compute the gain for the expected browsing patterns E [(m(L(ω)))],
i.e., the expected number of times each nugget will be read from all the ranked
lists.4

Since the number of times each nugget will be read in a single ranked list only
depends on the possible stopping positions in that list, and is independent of
the stopping positions in other ranked lists, the computation can be decomposed
into K terms as follows:

E [m(δj ,L(ω))] =
K∑
k=1

E [m(δj , lk(sk))]

=
K∑
k=1

|lk|∑
sk=1

P (sk)m(δj , lk(sk)) (14)

where m(δj , lk(sk)) denotes the number of times nugget δj is read in the kth

ranked list when the stopping position is sk. Thus, the approximate computation
3 Cost is easy to calculate due to its simple definition, and does not require any

approximation.
4 We can further approximate gain by moving the expectation operator further inside,

i.e. g(E [m(L(ω))]) ≈ g(m(L(E [ω]))), which is equivalent to calculating the gain
based on the expected stopping position in each ranked list – in our case – 1/p, i.e.,
the expected value of the geometric distribution with parameter p. This corresponds
to the approximation used in [7] – a fixed stopping position in each ranked list.
However, we do not pursue this extra approximation in the rest of this paper.
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requires a sum over O(|l1|+ |l2|+ ...+ |lK |) terms, instead of the O(|l1| × |l2| ×
...× |lK |) terms in the original definition, which must consider all combinations
of stopping positions in the K ranked lists.

To verify the validity of the approximation, we compared the approximate
calculation against the exact EGU calculation on randomly generated multi-
session ranked lists. The approximate and exact EGU scores were found to be
very close to each other.5

5 Utility Optimization

An important job of a distillation system is to determine how many passages to
select for the user’s attention, since reading the system’s output requires user
effort. However, relevance-based metrics like MAP and NDCG provide no incentive
for the system to produce a limited-length ranked list. On the other hand, EGU
takes into account the relevance, novelty, and cost of reading, and hence, provides
an opportunity to tune the parameters of the distillation system for optimizing
its utility.

We consider two ways of adjusting the lengths of the ranked lists: (i) Fixed
length ranked lists: Using a held-off (validation) dataset, the optimal length
of ranked lists (e.g., 5, 10, 20, or 50 passages) is determined, and then held fixed
for the test phase, and (ii) Variable length ranked lists: Instead of fixing
the absolute length of the ranked lists, the relevance and novelty thresholds
of the system are tuned and then these thresholds are held fixed for the test
phase. Only the passages whose relevance and novelty scores are both above
the corresponding thresholds remain in the ranked lists. The second approach
is more flexible since it allows the system to account for varying amounts of
relevant and novel information in each retrieval session by adjusting the length
of its ranked list accordingly.

6 Experiments

To demonstrate the effectiveness of the proposed framework for evaluating and
optimizing the utility of distillation systems, we conducted controlled experi-
ments with two representative systems on a benchmark corpus.

Dataset. TDT4 was a benchmark corpus used in Topic Detection and Track-
ing (TDT2002 and TDT2003) evaluations. It consists of over 90,000 articles from
various news sources published between October 2000 and January 2001. This
corpus was extended for distillation evaluations by identifying 12 actionable
events and defining information distillation tasks on them, as described in [5,
12]. Following [12], we divided the 4-month span of the corpus into 10 chunks,
each comprising 12 consecutive days. A distillation system is expected to pro-
duce a ranked list of documents at the end of each chunk, receive feedback from
the user, and then produce a new ranked list for the next chunk, and so on. We
5 See detailed results at http://nyc.lti.cs.cmu.edu/papers/utility/
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split the data into a validation set and a test set, each consisting of 6 events
corresponding to 59 and 45 queries, respectively. We use the validation set to
tune the lengths of ranked lists in the two ways mentioned in Section 5, and
evaluate the performance of the system on the test set.

Metrics. We measure the system performance using the proposed metric,
EGU. We also include MAP (Mean Average Precision) [3], which is a popular metric
in traditional IR evaluations where relevance is the sole criterion. Comparing
the behavior of these two metrics6 allows us to highlight the properties and
limitations of the metrics explicitly. As for the pre-specified parameters in EGU,
we use a = 0.01 and γ = 0.1.

Systems. We conducted experiments with various configurations of two
systems: (i) Indri [10], which is a state-of-the-art retrieval engine. It performs
standard relevance-based retrieval without adaptive filtering and novelty de-
tection, and (ii) CAFÉ [12], which is a state-of-the-art distillation system that
combines adaptive filtering, ranked retrieval, and novelty detection. We try two
settings in CAFÉ: adaptive filtering only (CAFÉ.AF), and adaptive filtering with
novelty detection (CAFÉ.AF+ND).

Ranked list length optimization. For both systems, we also try two
variants of controlling the lengths of ranked lists – Fixed and Variable, as
described in Section 5.

6.1 Main Results

Table 1 summarizes the results of our experiments where the performance of
each system with various settings is measured using two evaluation metrics.

Table 1: Performance scores for various configurations of two systems

System Ranked list
Length

EGU MAP

Indri Fixed 0.3235* 0.3798
Indri Variable 0.3273* ‡ 0.3798
CAFÉ.AF Fixed 0.3001 0.5019
CAFÉ.AF+ND Fixed 0.3014† 0.4737
CAFÉ.AF+ND Variable 0.4701†‡ 0.4737

Paired t-tests with n=45 queries:
* Statistically insignificant difference (p > 0.05).
† Statistically significant difference (p = 0.01).
‡Moderately significant difference (p = 0.04).

6 Due to space limitations, we avoid detailed comparisons with other metrics like NDCG

and NDCU (which are unsuitable for multi-session utility evaluation, see Section 1),
and instead, limit attention to MAP as a representative relevance-based metric.
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Let us first focus on the performance in terms of EGU. With Fixed-length
ranked lists, the EGU scores of Indri and CAFÉ are comparable, with Indri
performing slightly better. However, with Variable-length ranked lists, the score
of CAFÉ.AF+ND improved from 0.3014 to 0.4701 (+56%). On the other hand, the
relative improvement by varying ranked-list length in Indri is much smaller
(1%). Comparing the best result of CAFÉ with that of Indri (both of which
occur with Variable length ranked lists), the former outperforms the latter by
44% (0.4701 vs. 0.3273) in EGU. These results suggest two necessary conditions
for good utility-based performance: (i) the system’s ability to properly assess
the utility scores of passages in terms of both relevance and novelty, and (ii) the
ability to control the length of the ranked lists to maximize their utility. With
AF and ND, the CAFÉ system satisfies the first condition; with Variable length
ranked lists the system satisfies the second necessary condition. On the other
hand, Indri-Variable satisfies the second condition but not the first one. Since
the relevance-based scores by Indri do not accurately reflect the true utility of
passages due to the lack of novelty assessment, threshold tuning on such scores
did not yield the same level of utility enhancement for Indri as it did for CAFÉ.

Now let us focus on the MAP scores. Adding novelty detection (ND) to CAFÉ.AF
decreases the MAP score. This does not indicate that novelty detection is useless;
instead, it indicates a limitation of the MAP metric. That is, when a relevance-
based ranked list is re-ranked based on both relevance and novelty, the resulting
list is doomed to have decreased MAP score because the metric is relevance-based
only. Another problem with MAP is its inability in accurately measuring the cost
for the user to read non-informative passages. For instance, assume that there
is only one relevant passage in a given chunk, and two systems, A and B, both
place the relevant passage on the top of their respective ranked lists. However,
system A’s list contains the relevant passage only, while system B retrieves many
irrelevant passages in addition. The MAP scores of both lists will be identical, i.e.,
100%. However, system A is obviously better than system B in this case since
users are likely to browse the system B’s list beyond the top-ranking passage,
and waste their effort on non-informative passages. Thus, comparing distillation
systems based on MAP scores would be misleading when novelty and cost are
important concerns in assessing the true utility of systems. This is evident in
Table 1 – the optimal MAP scores for fixed as well as variable ranked lists is the
same since MAP can never improve by truncating a ranked list.

7 Concluding Remarks

In this paper, we have proposed the first theoretical framework where non-
deterministic user interactions over multi-session ranked lists are taken into
account for evaluating and optimizing the utility of distillation systems. This
model flexibility comes at the cost of increased computational complexity, which
we address using an efficient approximation technique. We conducted the first
utility-based evaluation over multiple-session search scenarios, using the TDT4
corpus of news stories, and show that a distillation system (CAFÉ) achieves 44%
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better utility score than a purely relevance-based retrieval engine (Indri), due
to multi-session adaptive filtering, novelty detection and utility-based length
adjustment of ranked lists. Our framework can naturally accommodate more so-
phisticated probabilistic models of user behavior that go beyond the geometric
distribution over stopping positions, which would be an interesting line of future
research in the area of probabilistic evaluation frameworks.
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