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Texture lllumination Separation for Single-Shot

Structured Light Reconstruction
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Abstract—Active illumination based methods have a trade-off between acquisition time and resolution of the estimated 3D shapes.
Multi-shot approaches can generate dense reconstructions but require stationary scenes. Single-shot methods are applicable to
dynamic objects but can only estimate sparse reconstructions and are sensitive to surface texture. We present a single-shot approach
to produce dense shape reconstructions of highly textured objects illuminated by one or more projectors. The key to our approach is an
image decomposition scheme that can recover the illumination image of different projectors and the texture images of the scene from
their mixed appearances. We focus on three cases of mixed appearances: the illumination from one projector onto textured surface,
illumination from multiple projectors onto a textureless surface, or their combined effect. Our method can accurately compute per-pixel
warps from the illumination patterns and the texture template to the observed image. The texture template is obtained by interleaving

the projection sequence with an all-white pattern. The estimated warps are reliable even with infrequent interleaved projection and
strong object deformation. Thus, we obtain detailed shape reconstruction and dense motion tracking of the textured surfaces. The
proposed method, implemented using a one camera and two projectors system, is validated on synthetic and real data containing

subtle non-rigid surface deformations.

Index Terms—Single-shot, decomposition, separation, illumination, texture, mixture

1 INTRODUCTION

STRUCTURED light systems have been the method of
choice to obtain dense and accurate surface models of
complex objects for many industrial applications such as
inspection of manufactured parts, biometrics, etc. Over the
years, various types of illumination coding strategies have
been developed and are mainly classified into two catego-
ries: multi-shot [13], [21], [43] and single-shot [25], [42], [48].
Multi-shot methods can estimate per-pixel depth map for
various types of objects using temporal coding of the illumi-
nation patterns but require the scene to be stationary during
the image acquisition. By decoding the spatial structure
embedded in the illumination pattern, single-shot methods
are applicable to dynamic objects but generate low spatial
resolution reconstructions. Moreover, single-shot systems
are susceptible to high frequency textured objects which
distorts the appearance of the light pattern (see Fig. 1 for
examples). Such different requirements of multi-shot and
single-shot methods lead to a trade-off between the spatial
and the temporal resolution of the 3D shape and is hamper-
ing wider success of structured light systems.

Another well-known limitation of the current struc-
tured light approaches is the prohibition of the concurrent
use of multiple projectors because of the complex appear-
ances in the mixed illumination regions. With the emer-
gence of the virtual reality and tele-presence engines [5],
[32], there is an increasing need for surround structured
light systems where the use of multiple projectors is a
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must. Unfortunately, instead of producing high spatial res-
olution reconstructions in the overlapping regions, large
holes are obtained. Currently, the problem is mitigated
using additional hardware [6]. However, this approach
alters the calibrated extrinsic between individual units
and may require online recalibration of the whole system
to integrate individual 3D shapes into one piece.

In this work, we present a structured light system' that
deals with the two aforementioned issues. First, despite
being a single-shot method, it can estimate high spatial reso-
lution shape information of highly textured objects. Second,
it allows concurrent use of multiple projectors without addi-
tional hardware. The proposed method is single-shot in the
sense that it does not use the illuminated images in the pre-
vious frames to temporally decode the illumination pattern.
The projector generates the necessary high frequency illu-
mination patterns for dense shape estimation.

Due to the use of multiple projectors, the observed image
not only contains the mixed appearance between the surface
texture and the illumination but also the mixture of the illu-
mination from different projectors and their combinations.
Our solution follows the analysis-by-synthesis approach
where possible combinations of the surface texture and the
projected illumination patterns are used to recreate the
observed mixed appearance image. More concretely, we
develop an optimization framework that reliably estimates
warps of the illumination patterns visible in the observed
image regions and a reference texture template to compose
the observed image. The texture template is obtained by
periodically interleaving the projection sequence with an
all-white pattern. The warping functions are computed
starting from a sparse set of correspondences between the
camera and the projectors. These initial matches are

1. http:/ /www.cs.cmu.edu/~ILIM/ projects /IL / TextIllumSep
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Fig. 1. Conventional single-shot structured light systems often fail for
highly textured objects. For multiple projectors system, problematic
effects such as the mixture of albedo variations and the interference
between high frequency illumination patterns arises, which makes it diffi-
cult to establish reliable and dense camera-projector correspondences.

greedily propagated into textured areas where spatial corre-
spondences cannot be directly estimated. Our separation
scheme allows the use of multiple projectors to accurately
capture the 3D shape of large objects. Fig. 1 shows a typical
example of surface texture that our method can handle.

As a result of the separation, the dense correspondences
between projectors and camera in the textured, and (or)
mixed illumination regions are established. Subsequently,
these correspondences are triangulated to reconstruct the
high resolution 3D shape of the object. In addition, we
obtain dense tracking inside the texture region in the pres-
ence of the illumination pattern.

Since the method computes warps to a template, it does
not exhibit drift over time. Moreover, unlike conventional
single-shot structured light systems whose performances
degrade as surface texture frequency increases, our method
achieves better decomposition accuracy with higher fre-
quency texture. Finally, despite being presented for single-
shot approaches, this method can also be used in conjunc-
tion with multi-shot systems by spatially modulating the
illumination patterns with a random pattern [49]. Struc-
tured light systems using our decomposition method can
take advantage of the consumer trends in resolution
increases for both camera and projector and thus, avoid the
need for expensive high quality time-of-fight sensors.

The proposed method is implemented on a structured
light system consisting of one camera and two projectors,
where four possible types of appearance could be observed:
pure illumination from individual projector, illumination
from two projectors, surface texture and illumination from
individual projector, and illumination from two projectors
and surface texture. We demonstrate dense and accurate
decomposition and reconstruction results on both synthetic
and real data with non-rigidly deforming objects.

2 RELATED WORK

Active illumination for shape estimation mainly focuses on
designing coded patterns that are robust to occlusion, depth

discontinuity [7], [9], [36], [43], [51], defocus [2], or global illu-
mination [10], [11], [13], [18], [19], [20]. A thorough review of
the current state of the art techniques is given in [35]. Gener-
ally, the structured light system has to select appropriate illu-
mination patterns depending on its temporal or spatial
resolution requirements. Since multi-shot methods can
robustly generate high spatial resolution but require station-
ary scenes, motion compensation schemes have been devel-
oped to handle slowly moving objects [46]. Another common
approach is to interleave the patterns for structure estimation
with patterns optimized for computing motion [26].

In contrast with multi-shot approaches, single-shot meth-
ods sacrifice spatial resolution for high temporal resolution
reconstruction and usually cannot deal with textured
objects. In the context of single-shot structured light recon-
struction, the problem of textured objects is almost unex-
plored with the exception of the work from Koninckx et al.
[27], [28]. Their methods rely on a feedback loop that
changes patterns according to the error in the decoding pro-
cess and heuristic rules to set the color codes depending on
different textured surfaces. In principle, this method treats
the surface texture as a nuisance and designs illumination
patterns robust to the texture. Conversely, our method con-
siders the texture as an additional source of information
that needs to be recovered along with the 3D shapes.

While single camera-projector systems are most popular,
there have been few attempts to deploy the multiple
systems at once because of the distorted appearance of mul-
tiple illumination patterns superimposed on each other.
Recently, Furukawa et al. [16] present a two projectors-one
camera system that projects de Bruijn stripe pattern of dif-
ferent colors from different projectors to reduce the interfer-
ence between those patterns. Sagawa et al.[34] extend the
idea further and obtain higher resolution shape by interpo-
lating the de Bruijn sequence. Inherit from these works, a
surround structured light system is introduced [24]. Due to
the use of sparse color grid, all these methods produce
sparse shape reconstruction and are not robust to color
objects. Another notable surround structured light recon-
struction is presented by Lanman et al. [29] where the pla-
nar mirrors are elegantly arranged to simulate the projector
patterns coming from different views. There are also efforts
to create the surround 3D reconstruction systems for
immersive visualization and tele-presence using the Kinects
I depth sensor [5], [6], [32]. Generally, Kinect-based meth-
ods rely on hole filling or smoothing algorithms [32] and
external mechanical vibrator to make their light patterns
blurred when viewed by the other Kinects [6].

Although the theme of image separation has not been
applied to structured light system, its history dates back to
the early 90s when researchers extract motion between dif-
ferent depth layers from image sequences [22], [23], [45],
[47]. Their key observation is that the background and the
reflection layers undergo different motions due to their dif-
ferent distances to the transparent layer, and hence, can be
separated. These methods require multiple images with
motions of various directions and they only focus on motion
separation, not image layer restoration.

The problem of image restoration is later investigated
under the scope of Blind Source Separation [12]. A typical
scenario is when the object is seeing through transparent
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surfaces such as a window glass. The solutions to this prob-
lem usually assume a fixed camera and stationary scene
and employ additional hardware such as polarization filters
along with general statistic tools such as Independent Com-
ponent Analysis [14], [39], Blind Deconvolution [37], [38], or
image statistic such as image gradient sparsity [17].

A similar type of image separation is performed while
estimating intrinsic images [15], [30], [40]. Unlike the multi-
layer blind separation framework, intrinsic image has only
two components: reflection and shading. Prevailing intrin-
sic image decomposition algorithms assume that natural
images contain piecewise-smoothness reflectance and
smoothly varying shading. Recently, by exploiting the dif-
ference in the distribution of the two intrinsic components,
Yu and Brown [50] present a fast separation algorithm that
produces state of the art results with a single image. In con-
trast with these methods, our work decomposes the high
frequency illumination patterns and texture from the
observed mixed appearance image. Such high frequency
mixture breaks the smoothness assumption of both trans-
parent/semi-reflection removal and intrinsic images.

Another image separation direction is the direct/global
separation framework [1], [33] where the extracted direct
component can be used for structure recovery techniques
[18]. Our method is different from these approaches in the
sense that it is a single-shot system and it does not co-locate
the camera and the projector. The preliminary version of
our work appears in Vo et al. [44].

3 DEcoOMPOSITION FRAMEWORK

3.1 Mathematical Formulation

Consider an object being illuminated by one or more projec-
tors. The brightness I(z, y) at location (z,y) in the observed
image is modeled as a multiplication of a texture image
I7(z,y) and the illumination image I (x, y) at that location:

I({L',y) :IT(x7y)IL(xay)° (]-)

The texture image I is the image observed if the projec-
tor illuminates an all-white pattern on the object. The illumi-
nation image I; is the incident lighting pattern. This
equation can explain different types of mixed appearance:
illumination light from one projector onto textured surface,
illumination from multiple projectors onto a textureless sur-
face, or illumination lights from multiple projectors onto a
textured surface. When the object is being illuminated by
multiple light sources, the incident light is the combination
of all lighting coming from individual projectors.

Equation (1) is ill-posed because it has more unknowns,
e.g., Ir(z,y) and I;(z,y), than equations. Thus, we must
rely on additional knowledge of the illumination and tex-
ture source. Since the illumination image is a projection of
the known projector patterns, these patterns serve as our
referenced templates. The reference texture template can be
obtained by interleaving the projection sequence with an
all-white pattern.

As the object deforms, the appearance of both the texture
image /7 and the illumination image I; change accordingly.
This suggests that we must be able to warp the texture tem-
plate and projecting patterns to the current their current
hidden appearances in order for Equation (1) still to hold

true. Because image deformation is high-dimensional
and non-linear, analytic forms that describe consistent
deformation behavior over the entire image do not exist.
Thus, we model the warping function locally within a small
patch to approximate for these distortions. More specifi-
cally, we employ an affine warping function f, a constant
gain ar and an offset by to map patches in the texture tem-
plate T to the texture image Ir:

Ir(x,y) = arT(f(z,y)) + br, 2

The constant terms, ar and by, are defined patch-wise and
help compensating for the intensity changes between the two
images due to changes in surface normal, light directions and
ambient illumination. The warping function f is written as:

x0 + po + pok + p3l 3)

m" L - b
F@om) = |y 4 by + pak + ol

where (k, 1) are the row and column of the texture template
patch centered at point (zy,yp), and py 5 are the warping
parameters.

Unlike the texture template warping where the deforma-
tion between two time instances can be small, the appear-
ance of a patch in the illumination pattern is quite different
when observed in the camera image due to perspective
transformation. Assuming photometrically calibrated pro-
jectors, we adopt a homography warping g, a set of constant
gain ar;, and offset by; to transform the illumination pattern
L; to the illumination image /;:

N
In(z,y) =Y ariLi(gi(z,y)) + bi, (€Y
;=1

where N is the number of projectors visible at pixel z, y in the
camera image. The role of a;; and b;; are also to compensate
the intensity changes between the illumination patterns and
the illumination image. Empirically, we found the homogra-
phy warping more robust than affine warping used in Vo
etal. [44]. This warping function h is expressed as:

Ty + o + giek + gisl
1+ qick + girl

Yo + g + quk + gisl
1+ qick + qirl

where (k, 1) denotes the row and column of the texture tem-

plate patch centered at point (zg,y), and g ;7 are the

warping parameters of the ith projector.

We minimize the following cost function over a patch of
size (2M +1) x (2M + 1) centered at the decomposing
point (zo,yo) for the warp parameters py 5, ¢io.i7 and their
photometric compensation coefficients ar, br, ar;, b

M M

> rw, y) I () — I, )], (6)
k=—M l=—M

gi(zp, y) = (5)

Once the optimization converges, we quantify the
decomposition by the normalized cross correlation (NCC)
score of the patch in the observed image and the patch syn-
thesized by Equation (1). A decomposition is deemed suc-
cessful if the ZNCC score is greater than predefined
threshold, set to 0.9 for all experiments.

Decomposition complexity. The complexity of Equation (6)
grows linearly with the number of projectors. For a typical
setup of two projectors and one camera, at every patch, the
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Fig. 2. lllumination flow constraint. Two rays emanating from the projec-
tor P hit the object at [ X ;, X»,] and [X 2, X5 »] at time instance 1 and 2,
respectively. Their corresponding projection to camera C are [z, 22,]
and [z12,z22]. The illumination flow vectors, #; — Z1 2 and Z51 — 729,
intersect at the epipole e of the projector. This geometry constraint
reduces the dimensionality of the illumination flow by one.

number of unknowns are 17 (eight parameters for I and nine
parameters for I;) for texture and one illumination pattern
mixing, 18 parameters for two projector illumination patterns
mixing, and 26 (eight parameters for I and 18 parameters for
I1) for texture and two illumination patterns mixing. For our
local decomposition scheme, the ratio of the number of con-
straints, i.e., the number of pixels in a patch, over the number
of unknowns is small, which makes solving for these warp
parameters challenging. Thus, proper exploitation of addi-
tional geometric constraints and a good initial warp estima-
tion are crucial to the decomposition scheme.

3.2 lllumination Flow Constraint
For a dynamic object illuminated by a stationary structured
light system, its observed image changes at every time
instance. Besides the motion of the textured surface
observed on this image, there is also an apparent motion
due to the illumination pattern. Interestingly, the flow direc-
tion of the illumination pattern and the texture are radically
different from each other. Unlike the motion flow which can
be in any directions according to the movement of points on
the object surface, the direction of individual illumination
flow is only along specific lines. Fig. 2 illustrates this phe-
nomenon. Because the illumination flow lies on the projec-
tion of the ray emanating from the projector, their directions
must be along the epipolar lines of the camera-projector sys-
tem. Furthermore, the illumination flow field encodes the
changes in depth of rays emanating from the light source
that hit the object. Because establishing spatial correspond-
ences between camera and projector is much more difficult
than estimating temporal correspondences, especially in the
wide baseline scenario, any structured light systems can
gain benefit from the temporal coherency of the illumina-
tion flow for shape reconstruction.
For our scenario, the illumination flow constraint allows
us to simplify Equation (5) to:
20+ G0 dr i1 kil
14qi5k+qigl :| ,

gi(we, yi) = |: Yo+aiody+aisk+aqial
I+gi5k+gi6l

(7)
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Fig. 3. Correspondence propagation. The blue textured region is illumi-
nated by the square pattern. Since the appearance of the squares in the
textured region have changed, direct matching between the observed
image and the projector pattern is not possible. The correspondences
are propagated from the p;, whose match in the projector pattern is eas-
ily found, to other squares inside the textured region. For the propaga-
tion path showed by dotted arrows, p, is the immediate parent of the
child ps, p, is the immediate parent of the child p,, and etc.

where the center of the patch (z,yy) is forced to lie on the
epipolar line parameterized by normalized direction vector
(dg,dy) of that line in the projector image. Compared to
Equation (5), for each projector, this equation reduces the
dimensions of the optimization in Equation (6) by one and
allows us to search for the decomposed illumination patch
only along the epipolar line.

4 GREEDY CORRESPONDENCE GROWING

Due to perspective distortion in the illumination image I,
and the large deviation from the texture template 1" for fast
moving objects, good initial guesses for the warping param-
eters are required to optimize Equation (6). Even with ran-
dom patterns [13], the local minimum of the cost function
still exist due to the repetitive nature of the spatial encoding
illumination pattern. We solve the initialization problem
greedily. Starting from a few correspondences established
in pure illumination or low textured regions, the results are
gradually expanded to the mixed regions by optimizing for
the warp parameters in Equation (6). Fig. 3 gives an over-
view of this propagation process.

4.1 Types of Mixed Appearance

Solving for the warp parameters in Equation (6) requires
knowing the mixture type of the decomposed point. Let the
point being decomposed be the “child” and the point initial-
izing the child’s warping parameters be the “parent”. The
choice of possible appearance mixture of the child point
depends on the type of mixture of its immediate parent in
the propagation chain. We allow at most one change in the
mixture’s component with respect to its parent. For exam-
ple, for the case of two projectors and one camera, if the par-
ent composes of the light from one projector and the texture
surface, its child can only be created from the pure illumina-
tion from that projector, the illumination and the texture, or
mixture of two illumination patterns and the textured sur-
face. Although this assumption can be violated such as
when the illumination and texture boundaries are at the
same location, empirically they rarely happen and hence,
are ignored. Because evaluating all the possible choices of
the child mixture type is computationally expensive, we
give more priority in the processing of the mixture type that
is the same as the parent first. Table 1 shows all allowed
mixture type for this structured light configuration.
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TABLE 1

Determination of Mixture Type
Parent type Possible child type
L Ly, TLy, Ly Ly
Loy Lo, TLy, L1 Lo
LiLy Ly, Ly, Ly Ly, TLy Ly
TLy Ly, TLy, TL1 Ly
TLo Ly, TLy, TLy Loy
TLy Lo TLy,TLo, L1 Ly, TL1 Lo

TLy: texture and projector 1 mixture

TLo: texture and projector 2 mixture

Ly Ly: projector 1 and 2 mixture

TL, Ly: texture, projector 1 and 2 mixture

4.2 Initialization of Warp Parameters
We initialize the warping parameters in two steps.

Step 1. Grow a sparse set of correspondences between the
camera and the projectors using a greedy correspondence
growing algorithm [8]. This greedy growing strategy and
the use of a random illumination pattern allows us to estab-
lish dense correspondences everywhere except for the
mixed appearance regions.

Step 2. For a pixel that is close to the mixed region bound-
ary, we exhaustively search its local neighbors for patches
on the illumination patterns and texture template that mini-
mizes the cost defined in Equation (6). The choice of possi-
ble combination of patches are given from Section 4.1. The
mixed boundary is defined as locations where the direct
correspondences between camera and projectors computed
in Step 1 fail.

Depending on the motion of the objects, the range of the
exhaustive search is set apriori. Since the deformation
between the template patches and the ones in the pure tex-
ture and illumination images could be large, we pre-warp
them using the warping parameters of the parent point
before examining their contribution to the cost function for
different hypothesized mixture types.

4.3 Optimization

The initial warping parameters obtained in Section 4.2 are
refined by minimizing Equation (6) with a standard Gauss-
Newton method. Given the complexity of the decomposi-
tion, two heuristics are applied to ensure accurate and con-
vergence of the optimization.

Coordinate descent. Even with good initial guess, optimiz-
ing Equation (6) could be challenging due to its high
dimensionality, e.g., two illumination patterns and the tex-
tured surface mixing requires optimizing for 26 parameters
per patch. We mitigate the problem by the coordinate
descent scheme where we alternate between optimizing for
the warping parameters of one source, say texture, and fix-
ing the rest, say illumination pattern one and two.

Coarse to fine decomposition. Since both the texture and
illumination images have high spatial frequencies, a coarse
to fine scheme of multiple Gaussian pyramid results in
severe aliasing artifacts. However, since the texture surface
usually has lower frequency content than the illumination,
the texture image must be decomposed at an appropriate
scale to avoid drifting in low frequency textured regions.
Thus, we try different sizes of the local patch, arranged in

Transition region

SIaMJeW [RIONpI]

Fig. 4. Part of the illumination pattern. The fiducial markers are embed-
ded into the random pattern to provide a sparse set of correspondences
between the camera and the projector.

descending order, to handle the differences in scale of tex-
ture image. The process is terminated as soon as a certain
patch size yields successful decomposition.

5 RESULTS ON SYNTHETIC DATASET

The performance of our approach is validated on synthetic
cloth sequences containing a range of texture frequencies. The
cloth composed of 64,000 vertices is generated using the
OpenCloth engine [31] and can deform in subtle and non-
rigid ways. Its physical size is 750x400 mm? and is placed
approximately 1250 mm away from the camera, which resem-
bles our real experimental setup. The non-rigidity of cloth
makes dense decomposition and shape reconstruction chal-
lenging. The all-white pattern is projected once in 30 frames.
For all of our experiments, this interleaving interval gives
good trade-off between the temporal resolution of the results
and the moving speeds of the objects.

We set the camera and the projector resolution to
1920 x 1080 and 1280 x 800, respectively. The decomposed
patch size is varied from 21 x 21 to 15 x 15 with a step size
of 2 to account for different scale of the surface texture. We
split the region of interest into sub-regions and indepen-
dently execute them to take advantage of the multi-core
architecture of modern computer. Since the runtime of the
algorithm depends on the size of the patch and the size of
the image to be decomposed, we report the runtime in
points per second unit. Decomposing texture-illumination,
illumination-illumination, and illumination-illumination-
texture take on average 2,009, 2,152, 1,535 points every sec-
ond on a Quad-core i7 CPU, respectively. The 3D shapes are
estimated by triangulating the correspondences obtained
after the decomposition. The results are presented without
any post-processing.

For a succinct description of the result, we use the follow-
ing notations: 7L, means texture and illumination pattern
ith mixing; L, L, means two illumination patterns mixing ;
TL, L, means texture and two illumination patterns mixing.

5.1 lllumination Pattern

Fig. 4 shows one of our static bandpass random binary illumi-
nation pattern [13]. The size of the speckle in this pattern can
be tuned to provide suitable contrast for illuminating objects
of different size. Fiducial checkerboard markers are uni-
formly seeded at every 32 pixels inside this pattern to provide
set of sparse spatial correspondences. These correspondences
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Observed image at frame 2

Observed image at frame 29

TL,

TL,

Fig. 5. Decomposition of the texture and illumination images from a synthetic flower cloth sequence with interleaving pattern projected every
30 frames. We show insets of three types of mixture: texture-illumination mixing, illumination interference, and texture and illumination interference.
The same regions of the observed images are magnified to show how its intricate appearance changes over time. From the first row to the fourth row
are the magnified regions of the observed image, the estimated texture, the estimated illumination for projector 1, and the estimated illumination for
projector 2. Note that the small white spots in decomposed illuminations, an indication of decomposition failure, at frame 2 are not expanding and

have been fixed in frame 29.

are computed using template matching along epipolar lines.
Because the distance between these markers is usually mag-
nified in the camera image, these markers do not cause
ambiguities in the propagation process. For ease of imple-
mentation, a transition region is added to the side of the pat-
tern to avoid the boundary issue when only a partial
illumination patch lies on the illumination pattern, which
commonly happens when multiple light patterns are mixed.

5.2 Qualitative Evaluation

We show our decomposition results on different texture fre-
quency cloth: flower in Fig. 5 and bear in Fig. 6. The bear tex-
ture is very similar to the illumination pattern. This extreme
case violates the assumptions of any methods powered by
independent component analysis or smoothness prior. Thus,
such methods are not applicable. The small but noticeable
defects in the decomposition of frame 2 do not expand dur-
ing the greedy propagation and are fixed in frame 29. Hence,
there is little-to-no drift in the estimated warping functions.

Visually, the method achieves better decomposition for
higher frequency texture as there are less visible defects in
the highly textured bear than the flower cloth.

5.3 Quantitative Evaluation
Fig. 7 shows our depthmap estimation of the flower and
bear cloth at frame 29th, respectively. Without our separa-
tion, the correlation score between the projector patch and
its corresponding patch in the observed image is very low
in the mixed appearance regions. The depth estimated in
these regions is eliminated, which results in large holes in
the 3D shape. By separating the pure texture and illumina-
tion images, the proposed method accurately estimates the
3D shape with the exceptions of places where strong fore-
shortening occurs. For a particular point, its depth is
retained only if its reprojection onto the projectors and cam-
era images is less than 1 pixel error.

To better quantify the decomposition error, we compare
the correspondences obtained after the decomposition with
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Observed image at frame 2 Observed image at frame 29

TL, TL,L, TL, TL,L,

Fig. 6. Decomposition of the texture and illumination images from a synthetic bear cloth sequence with interleaving pattern projected every
30 frames. We show insets of three types of mixture: texture-illumination mixing, illumination interference, and texture and illumination inter-
ference. The same regions of the observed images are magnified to show how its intricate appearance changes over time. From the first
row to the fourth row are the magnified regions of the observed image, the estimated texture, the estimated illumination for projector 1, and
the estimated illumination for projector 2. Our method achieves better decomposition for higher frequency texture as white spots showing
missing data are less visible.

Depth map computed without Depth map computed with texture Estimating depth error
texture decomposition decomposition with respect to the ground truth

1300 1300 0.36
1275 1275 0.18
1250 1250 0.00
1225 1225 -0.18
1200 1200 -0.36

Unit: mm Unit: mm Unit: mm
1300 1300 0.36
1275 1275 0.18
1250 1250 0.00
1225 1225 -0.18
1200 1200 -0.36

Unit: mm Unit: mm Unit: mm

Fig. 7. Estimated depthmap of synthetic bear cloth sequence with interleaving pattern projected every 30 frames at the 29th frame . The depth map
estimated with our decomposition scheme not only shows its completeness but its high accuracy with respect to ground truth depth.
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Fig. 11. Texture-lllumination decomposition of the real cloth sequences with 30 frames interleaving. Due to the relatively low texture frequency of the
flower shirt, its texture image cannot be complete recovered. Yet, all the sequences, the illumination images are well computed. Compared to the 3D
shape without the separation scheme, detailed surface information is recovered after texture and illumination separation. Please refer to our project

website for the videos of the results.
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Fig. 12. lllumination decomposition and 3D shape of the real cloth sequences. Estimating the 3D shape of the cloth in the mixed illumination regions
is not possible without the decomposition scheme. After the two illumination patterns are separated, the details of the folding cloth are clearly
revealed. The results are without any post-processing. Please refer to our project website for the videos of the results.

those estimated on the synthesized pure illumination and
texture images. The pure illumination image is created by
projecting the illumination pattern onto a textureless cloth
for each individual projector while keeping the others off.
Texture image is obtained by texturemapping the cloth with
binarized Perlin-noise pattern generated by error-diffusion
dithering and projecting white light on the cloth. This binar-
ized random pattern is known to give accurate tracking
results [3], [26]. We compute the spatial correspondences
between camera and projector on the pure illumination
image and the temporal correspondences on the pure tex-
ture image using patch-based matching methods [4]. These
correspondences are the best possible estimation at a given
frame and hence, serve as ground truth.

We define our error metric as the normalized error in
decomposing texture and illumination images:

1 \/ T —

N ( W )
where N is the number of points inside the mixed appear-
ance regions, (z;,9;), and (z;,y;) are the ground truth and
the estimated correspondence locations, respectively.
Depending on whether the error of the illumination or tex-
ture is being evaluated, (W, H) could be either the resolu-
tion of the projector or camera image.

We compute two metrics for measuring the difference
between the current image and the reference template:
direct warp distance with respect to the template and the
cumulative warp distance computed along the deformation
path from the reference template to the current image. Since
the motion of the cloth is quite repetitive, the second dis-
tance metric is needed to measure the difficulty in estimat-
ing the warping parameters.

Fig. 8 shows the warp distance and percentage of points
successfully decomposed for different type of appearance
mixtures for the bear and flower cloth sequences along
with the distance of the current frame to its reference tem-
plate as a function of the interleaving period. Despite long
interleaving period, the fraction of points decomposed

24_(171'[;,%')27 (8)

does not experience significant drops. The texture decom-
position error and the fraction of correspondences esti-
mated for flower sequence are not as good as for the bear
sequence. This indicates that the algorithm performs better
with higher frequency texture. The explanation for this
phenomenon is similar to the optical flow problem: track-
ing highly textured surfaces exhibits less drift.

We show the texture decomposition accuracy of our
method for the bear and flower cloth sequences on differ-
ent type of mixed regions in Fig. 9. Since the error does
not increase dramatically over time, our method does not
require frequent interleaving. The maximum normalized
error for texture and multiple illumination patterns mix-
ing is slightly higher than the mix of the texture and only
one illumination pattern. This is expected because of its
high warping complexity. While the bear cloth achieves
better accuracy than the flower cloth when only one pro-
jector is visible to it, the difference appears to be smaller
when both projectors are visible. This is because the mul-
tiple illuminations create more image gradient in the
observed images, only very accurate estimation of texture
patch can re-synthesize the observed image.

Fig. 10 shows our accuracy and robustness in decompos-
ing the illumination. Despite some sudden spikes, the effect
of the interleaving period on the accuracy is minimal. Except
for the mixing between projector 2 and the texture, estimat-
ing the warping parameters for the bear cloth is twice more
accurate than the flower cloth. This behavior follows the
trend of the previous graphs.

6 RESULTS ON REAL DATASET

We conduct several experiments with real cloth sequences
of different texture frequencies for three different scenar-
ios: one projector and textured object, two projectors and
textureless object, and two projectors and textured object.
In the first case, we interleave the all-white pattern every
30 frames. In the second case, since the two illumination
patterns have provided the warping templates, no inter-
leaving is needed. In the third case, we project the
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Fig. 13. Estimated 3D shape for the cloth sequences. The interleaving pattern is projected every 10 frames. No post-processing is applied. Without
the decomposition, estimated 3D shapes contain large holes that hole-filling methods cannot yield reasonable results. Conversely, our decomposi-
tion scheme allows accurate 3D surface estimation with clearly visible 3D shape of the folded cloth. Please refer to our project website for the videos

of the results.

interleaving pattern every 10 frames because of the com-
plexity of the scene appearance. For all of our experi-
ments, the scenes are illuminated using a 1280 x 800 DLP
View Sonic projector and the images are acquired by the
Canon XH-Gls HD 1920 x 1080 camera operating at
30fps. The camera and the projectors are calibrated using
the method of Vo et al. [43]. The results are presented
without any post-processing.

6.1 Texture and lllumination Mixing

We validate our algorithm for the texture and illumination
separating task on three textured cloth sequences: flower,
flag, and dog, arranged in increasing order of the texture
frequency. Fig. 11 shows the decomposition results. While
the decomposed texture image can be imcompleted for low
texture frequency object, such as the flower shirt, such tex-
ture does not cause confusion in the illumination decoding
as the estimated illumination image contains few empty
regions. For high frequency texture object, such as the dog
cloth, both the texture and illumination image are well
decomposed. Interestingly, even for seemingly textureless

regions, as in the sleeves of the flower shirt, the composite
of the rough but textureless cloth and the illumination
explains the observed image well, which does not happen
with pure illumination alone. This enables us to recover the
surface shape in such regions.

Since the flower shirt has relatively low texture fre-
quency, without texture and illumination separation, its
3D shape is best-estimated among the three sequences.
However, the abrupt changes in color at the boundary of
the flowers still alter the appearance of the illumination
pattern and the estimated 3D shape cannot be completed.
As the texture frequency increases, the chance of recon-
structing the surface shape in the mixed region decreases
as shown for the flag and dog cloths. With our separation
algorithm, the 3D shape is accurately recovered even in
the mixed appearance regions for all three sequences. We
obtain subtle 3D deformation, as vividly shown in the
flag shirt sequence. The shape information in such large
holes cannot be accurately recovered with any hole filling
methods. These results, shown at frame 20 of the 30
frames interleaving period, indicates that the decomposi-
tion algorithm suffers from little drifting over time. Thus,
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Fig. 14. Decomposition of the real cloth sequences. The interleaving pattern is projected every 10 frames. The scenes contain six different type of
appearances: pure illumination from projector 1 (yellow), pure illumination from projector 2 (pink), projector 1 and texture (red), projector 2 and texture
(green), projector 1 and projector 2 (light blue), and projector 1, projector 2, and texture (blue).

infrequently interleaving is possible so that high temporal
resolution of the estimated 3D surface can be computed.

6.2 Two lllumination Mixing

We also validate the decomposition algorithm on the texture-
less shirt illuminated by two projectors, as shown in Fig. 12,
where the superposition of the illumination patterns is a
well-known problem. In this setup, while we experimented
with two different high frequencies illumination pattern, the

same patterns can be used as well, as shown in the next sec-
tion. Since the illumination patterns have provided the refer-
ence templates for the warp function, no interleaving is
needed. As can be seen, heavily distorted appearance of the
illumination patterns in their overlapping regions makes
shape recovery impossible. However, after our decomposi-
tion, dense and accurate shape information can be computed
in a single-shot. The decomposition fails when occlusion or
strong foreshortening occurs.
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Direct tracking on the observed image

Tracking on the decomposed texture

Fig. 15. Benefit of texture separation for tracking. Applying the tracking
algorithm directly on the observed image results erroneous optical flow.
Conversely, after texture separation, the same tracking algorithm can
faithfully show how the cloth is moving.

6.3 Texture and Two lllumination Mixing

Fig. 14 shows our decomposition results for the glove, flag,
and dog sequences. The dog sequence contains the highest
texture frequency. As encoded in the mixture type image,
the scenes contain six different type of appearances: pure
illumination from projector 1 (yellow), pure illumination
from projector 2 (pink), projector 1 and texture (red), projec-
tor 2 and texture (green), projector 1 and projector 2 (light
blue), and projector 1, projector 2, and texture (blue). Such
complication of the mixture types makes image decomposi-
tion challenging. Consequently, while there could be places
where the mixture types are not visually correct, the major-
ity of them happen in either the transition region of the illu-
mination pattern (see Fig. 4), the small but homogeneous
textured regions, or the occluding boundary. As can be seen
in the decomposed images, despite the simple imaging
model, our approach can handle complex appearances of
real world textured objects illuminated by the two projec-
tors. We believe this is due to the local block decomposition
strategy which is robust to global lighting variation.

Fig. 15 shows the benefit of texture separation for surface
tracking. Because of the mixed appearance, direct applica-
tion of the patch based tracking algorithm [4] on the
observed image does not yield plausible optical flow. The
directions of the flows are noisy and they do not any domi-
nant directions. Conversely, when the same tracking algo-
rithm is executed on the decomposed texture image, the
direction of the flow is less noisy and they faithfully present
the true motion of the cloth. Such accurate tracking could be
helpful for applications such as shape registration.

Fig. 13 shows the 3D shape of those cloth sequences.
Without our separation scheme, the estimated 3D shapes
are largely incomplete with obvious holes. In contrast, after
our decomposition, the shape of the cloth is much better
represented. While we could not obtain good reconstruction
at the texture and illumination mixing regions where there
are abrupt intensity changes at transition region the illumi-
nation patterns, the estimated shapes in the texture and two
illuminations mixing are visually plausible. Our estimated
shape of folded cloth, which cannot be obtained by hole-fill-
ing methods, appears naturally.

Fig. 16 shows the 3D shape obtained from the Kinect I sen-
sor. For fair comparison with the performance of the pro-
posed method shown in the flag sequence (see Fig. 14), the
same subject stands at a similar distance to the sensor. Visu-
ally, the quality 3D shape from our method outperforms that
of the Kinect. It is noteworthy that unless smoothing filter is
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3D shape
Fig. 16. 3D shape from the Kinect. Note that smoothing filters has been
applied to generate the mesh from raw point cloud data.

applied to raw Kinect results, the mesh generation fails as
the surface normal computed from raw point cloud is noisy.

7 DISCUSSION

Since we use the texture warping parameters estimated in
the previous frame as initialization, we can robustly warp an
observed patch to its reference template that is temporally
far away. Thus, only infrequent projection of the interleaving
white frame is needed and the obtained results have high
temporal resolution. This strategy is analogous to the
approach of Tian and Narasimhan et al. [41] who use less dis-
torted patches to estimate globally optimal sets of warping
parameters. Clearly, since the interleaving sequence is
dependent on the motion of the object, the interleaving
period has to be adapted to different applications. Neverthe-
less, in the era 60-fps consumer-grade cameras, there is no
need to interleave every other frame.

In spite of the greedy growing strategy, erroneous
matches cannot propagate long as examined and thresh-
olded by the cost function in Equation (6). Hence, our
method avoids both the global ambiguity of the illumina-
tion pattern and being stuck in regions where occlusion,
surface discontinuity, or severe foreshortening occurs.
Moreover, since only a few seed points are needed initially,
the good correspondences in the current frame can quickly
propagate to non-decomposable regions in the earlier
frames. Such automatic recovery from previous failures is
another important property of our method.

For objects with high frequency texture everywhere, the
proposed algorithm will fail. Yet, such cases are rare and
most objects have a mixture of low and high frequency tex-
ture regions (see Fig. 11). While our separation method may
also fail for objects with low frequency texture, the camera-
projector correspondence can be established to reconstruct
3D shape for those cases.

While we only show the results for a single deforming
object, our algorithm is applicable to general scenes contain-
ing multiple objects. As long as the seed points, i.e., corre-
spondences established in low frequency textured regions,
are available on each object, these correspondences can prop-
agate to the entire object. Nevertheless, because of the nature
of the patch decomposition approach, our algorithm cannot
handle well the textured regions at the occluding boundary.

Theoretically, the decomposition model of Equation (1)
can be generalized to more projectors where the type of
mixture grows exponentially. However, the increase in the
number of projector faces a diminishing return scenario
when random illumination pattern from multiple projectors
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are averaged out. In such cases, the contrast of the observed
mixed regions become too low and our decomposition fails.
Nevertheless, in practice, even for a surround structured
light system, as in [24], there are at most two projectors to
illuminate any point on the object surface.

Due to the sequential nature of our decomposition algo-
rithm, it does not run in realtime. Unless knowledge about
the surface geometry is known, reasonable initial guess of
the optimization is not possible. Hence, the only feasible
way to speed up the method is through more efficient warp-
ing method [4].
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