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#### Abstract

Current vision systems are designed to perform in clear weather. Needless to say, in any outdoor application, there is no escape from bad weather. Ultimately, computer vision systems must include mechanisms that enable them to function (even if somewhat less reliably) in the presence of haze, fog, rain, hail and snow. We begin by studying the visual manifestations of different weather conditions. For this, we draw on what is already known about atmospheric optics, and identify effects caused by bad weather that can be turned to our advantage; we are not only interested in what bad weather does to vision but also what it can do for vision.

This thesis presents a novel and comprehensive set of models, algorithms and image datasets for better image understanding in bad weather. The models presented here can be broadly classified into single scattering and multiple scattering models. Existing single scattering models like attenuation and airlight form the basis of three new models viz., the contrast model, the dichromatic model and the polarization model. Each of these models is suited to different types of atmospheric and illumination conditions as well as different sensor types. Based on


these models, we develop algorithms to recover pertinent scene properties, such as 3D structure, and clear day scene contrasts and colors, from one or more images taken under poor weather conditions.

Next, we present an analytic model for multiple scattering of light in a scattering medium. From a single image of a light source immersed in a medium, interesting properties of the medium can be estimated. If the medium is the atmosphere, the weather condition and the visibility of the atmosphere can be estimated. These quantities can in turn be used to remove the glows around sources obtaining a clear picture of the scene. Based on these results, the camera serves as a "visual weather meter". Our analytic model can be used to analyze scattering in virtually any scattering medium, including fluids and tissues. Therefore, in addition to vision in bad weather, our work has implications for real-time rendering of participating media in computer graphics, medical imaging and underwater imaging.

Apart from the models and algorithms, we have acquired an extensive database of images of an outdoor scene almost every hour for 9 months. This dataset is the first of its kind and includes high quality calibrated images captured under a wide variety of weather and illumination conditions and all four seasons. Such a dataset could not only be used as a testbed for validating existing appearance models (including the ones presented in this work) but also inspire new data driven models. In addition to computer vision, this dataset could be useful for researchers in other fields like graphics, image processing, remote sensing and atmospheric sciences. The database is freely distributed for research purposes and can be requested through our web site http://www.cs.columbia.edu/~wild. We believe that this thesis opens new research directions needed for computer vision to be successful in the outdoors.
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## Chapter 1

## Introduction

Computer vision is all about acquiring and interpreting the rich visual world around us. This is an exciting multi-disciplinary field of research with a wide spectrum of applications that can impact our daily lives. Today cameras are ubiquitous and the amount of visual information (images and videos) generated is overwhelming. Automatic visual information processing has never been more important.

Although computer vision systems have enjoyed great success in controlled and structured indoor environments, success has been limited when the same systems have been deployed outdoors. The interactions of light in nature can produce the most magnificent visual experiences known to man, such as the colors of sunrise and sunset, rainbows, light streaming through clouds or even the gloomy fog and mist. Clearly, the types of lighting and the environment seen outdoors [43] greatly differ from those seen indoors. Therefore, it is simply not possible to deploy vision systems outdoors and expect consistent success without studying and modeling the light and color in the outdoors $[77]^{1}$.

[^0]
### 1.1 Vision and the Weather

Virtually all work in computer vision is based on the premise that the observer is immersed in a transparent medium (air). It is assumed that light rays reflected by scene objects travel to the observer without attenuation or alteration. Under this assumption, the brightness of an image point depends solely on the brightness of a single point in the scene. Quite simply, existing vision sensors and algorithms have been created only to function on "clear" days. A dependable vision system however must reckon with the entire spectrum of weather conditions, including, haze, fog, rain, hail and snow.

For centuries artists have rendered their paintings with an "atmospheric or aerial perspective" [34]. They illustrate in their paintings optical phenomena such as the bluish haze of distant mountains and reduced visibility under adverse weather conditions such as mist, fog, rain and snow. Leonardo da Vinci's paintings often contain an atmospheric perspective of the background scene [101] where farther scene points were painted brighter and bluer. While these optical phenomena can be argued to be aesthetically pleasing to humans, they are often hindrances to the satisfactory working of a computer vision system.

Most outdoor vision applications such as surveillance, terrain classification and autonomous navigation require robust detection of image features. Under bad weather conditions, however, the contrasts and colors of images are drastically altered or degraded and it is imperative to include mechanisms that overcome weather effects from images in order to make vision systems more reliable. Unfortunately, it turns out that the effects of weather cannot be overcome by using simple image processing techniques. Hence, it is critical to understand the optical phenomena that
cause these effects and to use them to overcome the effects of weather in images.
The study of the interaction of light with the atmosphere (and hence weather) is widely known as atmospheric optics. The literature on this topic has been written over the past two centuries. A summary of where the subject as a whole stands would be too ambitious a pursuit. Instead, our objective will be to sieve out of this vast body of work, models of atmospheric optics that are of direct relevance to computational vision. Our most prominent sources of background material are the works of McCartney [73], Middleton [75], Chandrasekhar [17] and Hulst [47] whose books, though dated, serve as excellent reviews of prior work.

The key characteristics of light, such as its intensity and color, are altered by its interactions with the atmosphere. These interactions can be broadly classified into three categories, namely, scattering, absorption and emission. Of these, scattering due to suspended particles is the most pertinent to us. As can be expected, this phenomenon leads to complex visual effects. So, at first glance, atmospheric scattering may be viewed as no more than a hindrance to an observer. However, it turns out that bad weather can be put to good use. The farther light has to travel from its source (say, a surface) to its destination (say, a camera), the greater it will be effected by the weather. Hence, bad weather could serve as a powerful means for coding and conveying scene structure. This observation lies at the core of our investigation; we wish to understand not only what bad weather does to vision but also what it can do for vision.

### 1.2 Work in Related Fields

Surprisingly, little work has been done in computer vision on weather related issues. An exception is the work of Cozman and Krotkov [22] which uses the scattering models in [73] to compute depth cues. Their algorithm assumes that all scene points used for depth estimation have the same intensity on a clear day. Since scene points can have their own reflectances and illuminations, this assumption is hard to satisfy in practice.

Research in image processing has been geared towards restoring contrasts of images degraded by bad weather. Oakley et. al., [100] use separately measured range data and describe an algorithm to restore contrast of atmospherically degraded images based on the principles of scattering. However, they assume scene reflectances to be Lambertian and smoothly varying. Kopeika [60] and Yitzhaky et. al., [138] restore image contrast using a weather predicted atmospheric modulation transfer function and an a priori estimate of the distance from which the scene was imaged. Grewe and Brooks [39] derive a wavelet based fusion of several images of the scene acquired in fog to produce a contrast enhanced image. However, as in [138], the scene is assumed to be at the same depth from the observer.

In communications and remote sensing, the emphasis is again on undoing the effects of weather on (possibly non-imaging) signals, transmitted, for example, by antennas (microwaves, LIDAR, RADAR). The signal strength drops significantly while traversing through weather and thus the signal-to-noise ratio must be increased. Other methods for image enhancement are based on specialized radiation sources (laser) and detection hardware (range-gated camera) [105; 128].

In astronomy, research is focused on the theoretical analysis of radiative transfer in not only the atmosphere, but also in media around other celestial objects (planets and stars) [16]. In telescopic imaging (which typically involves capturing light traversing through extremely long ranges using long exposure times), progress has been made in handling turbulence blur [60]. Turbulence occurs when there are rapid changes in temperature, humidity and pressure in the atmosphere, causing random perturbations in the refractive indices of the atmospheric particles[48]. This results in wavefront tilt (phase, but not amplitude) of the light entering a telescope, causing severe image blurring. Turbulence blur is hard to correct but is prevented by using expensive adaptive optics [131].

Polarization has been used as a cue to reduce haze in images based on the effects of scattering on light polarization $[15 ; 21 ; 108]$. In many works [18; 111], the radiation from the object of interest is assumed to be polarized, whereas the natural illumination scattered towards the observer (airlight) is assumed to be unpolarized. In other works $[24 ; 135]$, the radiation from the scene of interest is assumed to unpolarized, whereas airlight is assumed to be partially polarized. Polarizing filters are therefore used widely by photographers to reduce haziness in landscape images, where the radiance from the landscapes is generally unpolarized. However, it turns out that polarization filtering alone does not ensure complete removal of haze and that further processing is required.

In computer graphics, the emphasis is on accurate simulation of scattering effects through participating media. Volumetric Monte Carlo or finite element simulations, equivalent to volume ray tracing and radiosity, can give accurate results for general conditions and have been applied by a number of researchers [104;
$10 ; 65 ; 71 ; 112 ; 6]$. These methods are based on numerically solving an integrodifferential equation known as the radiative transfer equation, analogous in some ways to the rendering equation for surfaces. However, these simulations are very time consuming, and it is near impossible to solve inverse problems using Monte Carlo, leading us to look for alternative simple and efficient analytic models or approximations.

### 1.3 Organization of Thesis

This thesis presents a novel and comprehensive set of models, algorithms and image datasets for better image understanding in bad weather. To our knowledge, this is the first comprehensive analysis of the subject in computer vision literature. We develop both single scattering and multiple scattering models that are valid for a variety of steady weather conditions such as fog, mist, haze and other aerosols. Based on these models, we demonstrate recovery of pertinent scene properties, such as 3D structure, and clear day scene contrasts and colors, from images taken in poor weather. In addition, we recover useful information about the atmosphere, such as the type of weather (fog, haze, mist), and the meteorological visibility. Unlike previous work, we do not require precise knowledge about the atmosphere (or the weather). We require no prior knowledge about the reflectances, depths and illuminations of scene points. In addition, we do not require specialized detectors or precision optics. All our methods need are accurate measurements of image irradiance in bad weather. Most of our algorithms are fast (linear in image size) and hence are suitable for real-time applications.

The thesis is organized as follows. In Chapter 2, we discuss various types of weather conditions and their formation processes. We will restrict ourselves to
conditions arising due to steady weather such as fog, haze, mist and other aerosols. Dynamic weather conditions such as rain, hail and snow as well as turbulence are not handled in this thesis. Then, we discuss the fundamental mechanisms of atmospheric scattering. We focus on single scattering models and first summarize two existing models of atmospheric scattering - attenuation and airlight - that are most pertinent to us. Then, we derive three new models that describe contrasts, colors and polarizations of scene points in bad weather. We also characterize the types of weather and illumination conditions for which these models are most effective.

In Chapter 3, we exploit the single scattering models described in Chapter 2, and develop algorithms that recover complete depth maps of scenes without requiring any prior information about the reflectances or illuminations of the scene points. We will also assume that the atmosphere is more or less homogeneous in the field of view of interest. This is valid for short ranges (a few kilometers) that are of most relevance to computer vision applications. All but the polarization-based algorithm require two images taken under different but unknown weather conditions. The polarization-based algorithm requires only two images taken through different orientations of the polarizer and does not require changes in weather conditions. In Chapter 4, we describe algorithms that use the structure computation methods described in Chapter 3, to restore clear day scene contrasts and colors from images captured in poor weather.

Thus far, we described single scattering models and algorithms for scene interpretation. In Chapter 5, we describe a new analytic model for multiple scattering of light from a source in a participating medium. Our model enables us to recover from a single image the shapes and depths of sources in the scene. In addition, the
weather condition and the visibility of the atmosphere can be estimated. These quantities can, in turn, be used to remove the glows of sources to obtain a clear picture of the scene. The model and techniques described in this chapter can also be used to analyze scattering in other media, such as fluids and tissues. Therefore, in addition to vision in bad weather, our work has implications for medical as well as underwater imaging.

In Chapter 6, we describe an extensive database of high quality calibrated images of a static scene acquired over 9 months under a wide variety of weather and illumination conditions. This database serves as a rigorous testbed for our models and algorithms. In addition, we believe this database also has potential implications for graphics (image based rendering and modeling), image processing and atmospheric sciences. Chapter 7 summarizes the contributions of the thesis and describes future work.

In addition to computer vision, we believe that the models and techniques proposed in this thesis will have implications for other fields such as computer graphics, remote sensing and atmospheric sciences.

## Part I

## Image Formation in Bad Weather

## Chapter 2

## Models for Single Scattering in the Atmosphere

Images captured in bad weather have poor contrast and colors. The first step in removing the effects of bad weather is to understand the physical processes that cause these effects. As light propagates from a scene point to a sensor, its key characteristics (intensity, color, polarization, coherence) are altered due to scattering by atmospheric particles. Scattering of light by physical media has been one of the main topics of research in the atmospheric optics and astronomy communities. In general, the exact nature of scattering is highly complex and depends on the types, orientations, sizes and distributions of particles constituting the media, as well as wavelengths, polarization states and directions of the incident light $[17$; 47]. This chapter focuses on the fundamental mechanisms of scattering and describes two existing models of atmospheric scattering that are fundamental to this work. Depending on the sensor type (grayscale, RGB color) or the imaging cue used (contrast, color and polarization), we combine these two models in three dif-

| CONDITION | PARTICLE TYPE | RADIUS <br> $(\mu \mathrm{m})$ | CONCENTRATION <br> $\left(\mathrm{cm}^{-3}\right)$ |
| :--- | :--- | :---: | :---: |
| AIR | Molecule | $10^{-4}$ | $10^{19}$ |
| HAZE | Aerosol | $10^{-2}-1$ | $10^{3}-10$ |
| FOG | Water Droplet | $1-10$ | $100-10$ |
| CLOUD | Water Droplet | $1-10$ | $300-10$ |
| RAIN | Water Drop | $10^{2} \cdot 10^{4}$ | $10^{-2}-10^{-5}$ |

Table 2.1: Weather conditions and associated particle types, sizes and concentrations (adapted from McCartney [73]).
ferent ways to describe image formation in bad weather. These 5 models together form the basis of a set of algorithms we develop in subsequent chapters for scene interpretation in bad weather. We also describe the validity of the models under different weather and illumination conditions.

### 2.1 Bad Weather: Particles in Space

Weather conditions differ mainly in the types and sizes of the particles involved and their concentrations in space. A great deal of effort has gone into measuring particle sizes and concentrations for a variety of conditions (see Table 2.1). Given the small size of air molecules, relative to the wavelength of visible light, scattering due to air is rather minimal. We will refer to the event of pure air scattering as a clear day (or night). Larger particles produce a variety of weather conditions which we will briefly describe below.

Haze: Haze is constituted of aerosol which is a dispersed system of small particles suspended in gas. Haze has a diverse set of sources including volcanic ashes, foliage exudation, combustion products and sea salt (see [45]). The particles produced by these sources respond quickly to changes in relative humidity and act
as nuclei (centers) of small water droplets when the humidity is high. Haze particles are larger than air molecules but smaller than fog droplets. Haze tends to produce a distinctive gray or bluish hue and is certain to effect visibility.

Fog: Fog evolves when the relative humidity of an air parcel reaches saturation. Then, some of the nuclei grow by condensation into water droplets. Hence, fog and certain types of haze have similar origins and an increase in humidity is sufficient to turn haze into fog. This transition is quite gradual and an intermediate state is referred to as mist. While perceptible haze extends to an altitude of several kilometers, fog is typically just a few hundred feet thick. A practical distinction between fog and haze lies in the greatly reduced visibility induced by the former. There are many types of fog (for example, radiation fog, advection fog, etc.) which differ from each other in their formation processes [81].

Cloud: A cloud differs from fog only in existing at higher altitudes rather than sitting at ground level. While most clouds are made of water droplets like fog, some are composed of long ice crystals and ice-coated dust grains. Details on the physics of clouds and precipitation can be found in [70]. For now, clouds are of less relevance to us as we restrict ourselves to vision at ground level rather than high altitudes.

Rain and Snow: The process by which cloud droplets turn to rain is a complex one [70]. When viewed up close, rain causes random spatial and temporal variations in images and hence must be dealt with differently from the more static or stable weather conditions mentioned above. Similar arguments apply to snow, where the flakes are rough and have more complex shapes and optical properties [57; 102]. Snow too, we will set aside for now.


Figure 2.1: A particle (shown as a black dot) in the path of an incident light wave abstracts and reradiates incident energy (shown in gray). It therefore behaves like a point source of light. The exact scattering function is closely related to the ratio of particle size to wavelength of incident light. (Adapted from [77]).

This thesis focuses on stable or steady weather conditions such as fog, mist, haze and other aerosols. We will not handle dynamic weather conditions such as rain, hail and snow as well as turbulence.

### 2.2 Mechanisms of Atmospheric Scattering

The manner in which a particle scatters incident light depends on its material properties, shape and size. We will describe the types of scattering and the pertinent mechanisms of atmospheric scattering in this section. Most of this discussion is adapted from McCartney's text [73] and is presented here for completeness.

The exact form and intensity of the scattering pattern varies dramatically with particle size [77]. As seen in Figure 2.1, a small particle (about $1 / 10 \lambda$, where $\lambda$ is the wavelength of light) scatters almost equally in the forward (incidence) and backward directions, a medium size particle (about $1 / 4 \lambda$ ) scatters more in the forward direction, and a large particle (larger than $\lambda$ ) scatters almost entirely in the forward direction. Substantial theory has been developed to derive scattering functions and their relations to particle size distributions $[76 ; 47 ; 17 ; 19 ; 110$; 97]. Scattering by particles of sizes less than the wavelength is termed as Rayleigh
scattering and scattering functions by particles of a wide range of sizes (small as well as large sizes compared to wavelength) is termed as Mie scattering ${ }^{1}$.

Both Rayleigh and Mie scattering occur without a change in frequency (wavelength). However, when incident light has line spectra, certain frequency shifts occur in Rayleigh scatters. This phenomenon is termed as Raman scattering. Since the illuminations in the atmosphere generally have smooth spectra, we can safely ignore Raman scattering.

Figure 2.1 illustrates scattering by a single particle. Clearly, particles are accompanied in close proximity by numerous other particles. However, the average separation between atmospheric particles is several times the particle size. Furthermore, in the atmosphere, the particles are randomly arranged and randomly moving. Hence, the particles can be viewed as independent scatterers whose scattered intensities do not interfere with each other. Independent scattering is also termed as incoherent scattering. Note that this type of scattering is not valid for high pressure gases, liquids and solids.

Independent scattering does not imply that the incident light is scattered only by a single particle. Multiple scatterings take place and any given particle is exposed not only to the incident light but also light scattered by other particles. A simple analogy is the inter-reflections between scene points. In effect, multiple scattering causes the single scattering functions in Figure 2.1 to get smoother and less directional.

Now, consider the simple illumination and detection geometry shown in Figure 2.2. A unit volume of scattering medium with suspended particles is illuminated
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Figure 2.2: A unit volume of randomly oriented suspended particles illuminated and observed.
with spectral irradiance $E(\lambda)$ per cross section area. The radiant intensity $I(\theta, \lambda)$ of the unit volume in the direction $\theta$ of the observer is (see McCartney[73]):

$$
\begin{equation*}
I(\theta, \lambda)=\beta(\theta, \lambda) E(\lambda) \tag{2.1}
\end{equation*}
$$

where, $\beta(\theta, \lambda)$ is the angular scattering coefficient. The radiant intensity $I(\theta, \lambda)$ is the flux radiated per unit solid angle, per unit volume of the medium. The irradiance $E(\lambda)$ is, as always, the flux incident on the volume per unit cross-section area. The total flux scattered (in all directions) by this volume is obtained by integrating over the entire sphere:

$$
\begin{equation*}
\phi(\lambda)=\beta(\lambda) E(\lambda), \tag{2.2}
\end{equation*}
$$

where, $\beta(\lambda)$ is the total scattering coefficient. It represents the ability of the volume to scatter flux of a given wavelength in all directions.


Figure 2.3: Attenuation of a collimated beam of light by suspended particles. The attenuation can be derived by viewing the medium as a continuum of thin sheets.

### 2.2.1 Attenuation or Direct Transmission

The first mechanism that is relevant to us is the attenuation of a beam of light as it travels through the atmosphere. This causes the radiance of a scene point to fall as its depth from the observer increases. Here, we will summarize the derivation of the attenuation model given in [73]. Consider a collimated beam of light incident on the atmospheric medium, as shown in Figure 2.3. The beam is assumed to have unit cross-sectional area. Consider the beam passing through an infinitesimally small sheet (lamina) of thickness $d x$. The fractional change in irradiance at location $x$ can be written as:

$$
\begin{equation*}
\frac{d E(x, \lambda)}{E(x, \lambda)}=-\beta(\lambda) d x \tag{2.3}
\end{equation*}
$$

By integrating both sides between the limits $x=0$ and $x=d$ we get:

$$
\begin{equation*}
E(d, \lambda)=E_{o}(\lambda) e^{-\int_{0}^{d} \beta(\lambda) d x} \tag{2.4}
\end{equation*}
$$

where, $E_{o}(\lambda)$ is the irradiance at the source $(x=0)$. This is Bouguer's exponential law of attenuation [12]. At times, attenuation due to scattering is expressed in terms of optical thickness, $T=\int_{0}^{d} \beta(\lambda) d x$. It is generally assumed that the coefficient $\beta(\lambda)$ is constant (homogeneous medium) over horizontal paths. To satisfy this constraint, we will restrict ourselves to the case where the observer is at (or close to) ground level and is interested not in the sky but other objects on (or close to) ground level. Also, we will assume that the atmosphere is more or less homogeneous in the scene of interest. To satisfy this, we will restrict ourselves to a short range of distances (of the order of a few kilometers). In this case, the scattering coefficient is independent of distance and attenuation law can be simplified as,

$$
\begin{equation*}
E(d, \lambda)=E_{o}(\lambda) e^{-\beta(\lambda) d} \tag{2.5}
\end{equation*}
$$

and optical thickness, $T=\beta(\lambda) d$, is simply scaled depth. The utility of Bouguer's law is somewhat limited as it assumes a collimated source of incident energy. This is easily remedied by incorporating the inverse-square law for diverging beams from point sources:

$$
\begin{equation*}
E(d, \lambda)=\frac{I_{o}(\lambda) e^{-\beta(\lambda) d}}{d^{2}} \tag{2.6}
\end{equation*}
$$

where, $I_{o}(\lambda)$ is the radiant intensity of the point source. This is Allard's law [4]. See [40] for an analysis of the applicability of the inverse square criterion for sources of various sizes.

In deriving Allard's law, we have assumed that all scattered flux is removed from the incident energy. The fraction of energy that remains is called direct trans-
mission and is given by expression (2.6). We have ignored the flux scattered in the forward direction (towards the observer) by each particle. Fortunately, this component is small in vision applications since the solid angles subtended by the source and the observer with respect to each other are small (see [74]). In the remainder of the thesis, we refer to the terms direct transmission model and attenuation model interchangeably.

In some situations such as heavy fog, the exponential law may not hold due to significant multiple scattering of light by atmospheric particles. We will assume here that once light flux is scattered out of a column of atmosphere (seen by a pixel, say), it does not re-enter the same column (or only an insignificant amount does). Multiple scattering can also cause blurring in the image of a scene. In other words, the flux scattered out of an atmospheric column (visible to a pixel) enters another column (seen by a neighboring pixel). In a later chapter, we will analyze multiple scattering in the atmosphere and the situations when it can be significant. However, when the density of particles is not very high, the attenuation model is valid [73]. All the models of image formation in this chapter will assume that the blurring due to multiple scattering is negligible.

### 2.2.2 Overcast Sky Illumination

Allard's attenuation model in (2.6) is in terms of the radiant intensity of a point source. This formulation does not take into account the sky illumination and its reflection by scene points. We make two simplifying assumptions regarding the illumination received by a scene point. Then, we reformulate the attenuation model in terms of sky illumination and the $B R D F$ of scene points.

Usually, the sky is overcast under foggy or misty conditions. In such cases,
the overcast sky model [37;79] may be used for environmental illumination. We also assume that the irradiance at each scene point is dominated by the radiance of the sky, and that the irradiance due to other scene points is not significant. In Appendix A, we show that the attenuated irradiance at the observer is given by,

$$
\begin{equation*}
E(d, \lambda)=g \frac{L_{\infty}(\lambda) \eta(\lambda) e^{-\beta(\lambda) d}}{d^{2}} \tag{2.7}
\end{equation*}
$$

where $L_{\infty}(\lambda)$ is the horizon radiance. $\eta(\lambda)$ represents the sky aperture (the cone of sky visible to a scene point), and the reflectance of the scene point in the direction of the viewer. The quantity $g$ represents the optical settings of the camera (aperture, for instance). In further analysis, we combine $g$ and horizon radiance $L_{\infty}$ using $E_{\infty}(\lambda)=g L_{\infty}(\lambda)$ and rewrite the above model as

$$
\begin{equation*}
E(d, \lambda)=\frac{E_{\infty}(\lambda) \eta(\lambda) e^{-\beta(\lambda) d}}{d^{2}} \tag{2.8}
\end{equation*}
$$

Note that we refer to (2.6) as the direct transmission model while dealing with images of light sources taken at night. However, while dealing with images of scenes taken during daylight, we refer to (2.8) as the direct transmission model.

### 2.2.3 Airlight

A second mechanism causes the atmosphere to behave like a source of light. This phenomenon is called airlight [61] and it is caused by the scattering of environmental illumination by particles in the atmosphere. The environmental illumination can have several sources, including, direct sunlight, diffuse skylight and light reflected by the ground. While attenuation causes scene radiance to decrease with pathlength, airlight increases with pathlength. It therefore causes the apparent brightness of a scene point to increase with depth. We now build upon McCartney's [73] derivation of airlight as a function of pathlength.


Figure 2.4: The cone of atmosphere between an observer and an object scatters environmental illumination in the direction of the observer. It therefore acts like a source of light, called airlight, whose brightness increases with pathlength.

Consider the illumination and observation geometry shown in Figure 2.4. The environmental illumination along the observer's line of sight is assumed to be constant but unknown in direction, intensity and spectrum. In effect, the cone of solid angle $d \omega$ subtended by a single receptor at the observer's end, and truncated by a physical object at distance $d$, can be viewed as a source of airlight. The infinitesimal volume $d V$ at distance $x$ from the observer may be written as the product of the cross section area, $d \omega x^{2}$, and thickness $d x$ :

$$
\begin{equation*}
d V=d \omega x^{2} d x \tag{2.9}
\end{equation*}
$$

Irrespective of the exact type of environmental illumination incident upon $d V$, its intensity due to scattering in the direction of the observer is:

$$
\begin{equation*}
d I(x, \lambda)=d V k \beta(\lambda)=d \omega x^{2} d x k \beta(\lambda), \tag{2.10}
\end{equation*}
$$

where, $\beta(\lambda)$ is the total scattering coefficient and the proportionality constant $k$ accounts for the exact nature of the illumination and the form of the scattering function.

If we view element $d V$ as a source with intensity $d I(x, \lambda)$, the irradiance it produces at the observer's end, after attenuation due to the medium, is given by (2.6):

$$
\begin{equation*}
d E(x, \lambda)=\frac{d I(x, \lambda) e^{-\beta(\lambda) x}}{x^{2}} \tag{2.11}
\end{equation*}
$$

We can find the radiance of $d V$ from its irradiance as:

$$
\begin{equation*}
d L(x, \lambda)=\frac{d E(x, \lambda)}{d \omega}=\frac{d I(x, \lambda) e^{-\beta(\lambda) x}}{d \omega x^{2}} \tag{2.12}
\end{equation*}
$$

By substituting (2.10) we get $d L(x, \lambda)=k \beta(\lambda) e^{-\beta(\lambda) x} d x$. Now, the total radiance of the pathlength $d$ from the observer to the object is found by integrating this expression between $x=0$ and $x=d$ :

$$
\begin{equation*}
L(d, \lambda)=k\left(1-e^{-\beta(\lambda) d}\right) \tag{2.13}
\end{equation*}
$$

If the object is at an infinite distance (at the horizon), the radiance of airlight is maximum and is found by setting $d=\infty$ to get $L_{\infty}(\lambda)=k$. Therefore, the radiance of airlight for any given pathlength $d$ is:

$$
\begin{equation*}
L(d, \lambda)=L_{\infty}(\lambda)\left(1-e^{-\beta(\lambda) d}\right) \tag{2.14}
\end{equation*}
$$

As expected, the radiance of airlight for an object right in front of the observer $(d=0)$ equals zero. Of great significance to us is the fact that the above expression no longer includes the unknown factor $k$. Instead, we have the airlight radiance $L_{\infty}(\lambda)$ at the horizon, which is an observable.

The irradiance due to airlight at a camera is proportional to the radiance of airlight can be written as:

$$
\begin{equation*}
E(d, \lambda)=E_{\infty}(\lambda)\left(1-e^{-\beta(\lambda) d}\right) \tag{2.15}
\end{equation*}
$$

where $E_{\infty}(\lambda)=g L_{\infty}(\lambda)$ and $g$ accounts for camera parameters (say, exposure). We will call the above equation as the airlight model.

### 2.2.4 Wavelength Dependence of Scattering

Generally, different wavelengths of light are scattered differently by atmospheric particles. Interesting atmospheric phenomena such as the blueness of the sky and the bluish haze of distant mountains are examples of the wavelength selective behavior of atmospheric scattering [59;77]. In these cases, the blue wavelengths are scattered more compared to other visible wavelengths. On the other hand, fog and dense haze scatter all visible wavelengths more or less the same way.

Over the visible spectrum, Rayleigh's law of atmospheric scattering provides the relationship between the scattering coefficient $\beta$ and the wavelength $\lambda[73]$ :

$$
\begin{equation*}
\beta(\lambda) \propto \frac{1}{\lambda^{\gamma}} \tag{2.16}
\end{equation*}
$$

where, $0 \leq \gamma \leq 4$ depending on the exact particle size distribution in the atmosphere. For pure air, the constituent particle (molecule) sizes are very small compared to the wavelength of light and hence there is a strong wavelength dependence of scattering. In this case, $\gamma=4$; short (blue) wavelengths dominate and we see the clear blue sky. For fog, the constituent particle (water droplets) sizes are large compared to the wavelength of light and hence the scattering coefficient does not depend on wavelength. So, for fog, $\gamma \approx 0$; all wavelengths are scattered equally and we see grayish (or white) fog. A wide gamut of atmospheric conditions arise


Figure 2.5: For fog and haze, the transmittance $\left(e^{(-\beta(\lambda) d)}\right)$ does not vary appreciably with wavelength within the visible spectrum. The plots were generated using the atmospheric transmission software MODTRAN 4.0, with a fixed viewing geometry (distance, $d$ and viewing directions are fixed).
from aerosols whose particle sizes range between minute air molecules $\left(10^{-4} \mu \mathrm{~m}\right)$ and large fog droplets $(1-10 \mu m)$. Such aerosols (eg., mild haze and mist) show a significant wavelength selectivity $(0<\gamma<4)$.

We performed simulations using the atmospheric transmission software MODTRAN 4.0 [1] to verify that the scattering coefficient does not vary with wavelength within the visible spectrum $[0.4 \mu-0.7 \mu]$. Figure 2.5 shows plots of transmittance $\left(e^{-\beta(\lambda) d}\right)$ for a particular viewing geometry in fog and haze respectively. The distance from the observer to the scene was fixed at $d=0.2 \mathrm{~km}$ and the viewing direction was fixed at 5 degrees off the ground plane. The plots show that the variation in $\beta$ is very small within the visible spectrum.

### 2.3 Contrast Degradation in Bad Weather

Thus far, we have described attenuation and airlight separately. However, in most situations the effects of both attenuation and airlight coexist. In this section, we combine the effects of attenuation and airlight and show how contrast degrades in poor visibility conditions as a function of both the scattering coefficient of the atmosphere and the distance of the scene from the sensor.

Consider an image taken in bad weather. The total irradiance $E$ received by the sensor is the sum of irradiances due to direct transmission (or attenuation) and airlight respectively :

$$
\begin{equation*}
E(d, \lambda)=E_{d t}(d, \lambda)+E_{a}(d, \lambda), \tag{2.17}
\end{equation*}
$$

where,

$$
\begin{equation*}
E_{d t}(d, \lambda)=\frac{E_{\infty}(\lambda) \eta(\lambda) e^{-\beta(\lambda) d}}{d^{2}}, \quad E_{a}(d, \lambda)=E_{\infty}(\lambda)\left(1-e^{-\beta(\lambda) d}\right) . \tag{2.18}
\end{equation*}
$$

The brightness at any pixel recorded by a monochrome camera is derived in the appendix C :

$$
\begin{equation*}
E=I_{\infty} \rho e^{-\beta d}+I_{\infty}\left(1-e^{-\beta d}\right), \tag{2.19}
\end{equation*}
$$

where, $I_{\infty}$ is termed as sky intensity. We call $\rho$ the normalized radiance of a scene point; it is a function of the scene point reflectance (BRDF), normalized sky illumination spectrum, and the spectral response of the camera, but not the weather condition defined by $\left(\beta, I_{\infty}\right)$ (see appendix C ).

Using the expression (2.19), we formulate the image contrast between two adjacent scene points as a function of the amount of scattering and their distance from the observer. Consider two adjacent scene points $P_{i}$ and $P_{j}$ at the same depth
$d$ from a sensor. Their pixel intensities are given by,

$$
\begin{align*}
& E^{(i)}=I_{\infty} \rho^{(i)} e^{-\beta d}+I_{\infty}\left(1-e^{-\beta d}\right) \\
& E^{(j)}=I_{\infty} \rho^{(j)} e^{-\beta d}+I_{\infty}\left(1-e^{-\beta d}\right) \tag{2.20}
\end{align*}
$$

The observed contrast between $P_{i}$ and $P_{j}$ can be defined as,

$$
\begin{equation*}
\frac{E^{(i)}-E^{(j)}}{E^{(i)}+E^{(j)}}=\frac{\rho^{(i)}-\rho^{(j)}}{\rho^{(i)}+\rho^{(j)}+2\left(e^{\beta d}-1\right)} . \tag{2.21}
\end{equation*}
$$

This shows that the contrast degrades exponentially with the the scattering coefficient $\beta$ and the depths of scene points in bad weather. As a result, conventional space-invariant image processing techniques cannot be used to completely remove weather effects. Note that other formulations for image contrast (eg., MTF, log intensity) [60] also can be used to illustrate the exponential contrast decay.

### 2.4 Dichromatic Atmospheric Scattering

Previously, we analyzed how contrast degrades in bad weather. In this section, we present a model that describes the appearance of scene colors in poor visibility conditions. As we know, attenuation causes the radiance of the surface to decay as it travels to the observer. In addition, if the particle sizes are comparable to the wavelengths of the reflected light, the spectral composition of the reflected light can be expected to vary as it passes through the medium. For fog and dense haze, these shifts in the spectral composition are minimal (see [75] and Section 2.2.4), and hence we may assume the hue of direct transmission to be independent of the depth of the reflecting surface. The hue of airlight depends on the particle size distribution and tends to be gray or light blue in the case of haze and fog. Therefore, the final spectral distribution $E(d, \lambda)$ received by the observer is a sum of the distributions
$D(d, \lambda)$ of directly transmitted light and $A(d, \lambda)$ of airlight, which are determined by the attenuation model (2.8) and the airlight model (2.14) respectively:

$$
\begin{align*}
E(d, \lambda) & =D(d, \lambda)+A(d, \lambda)  \tag{2.22}\\
D(d, \lambda) & =\frac{e^{-\beta(\lambda) d}}{d^{2}} E_{\infty}(\lambda) \eta(\lambda) \\
A(d, \lambda) & =\left(1-e^{-\beta(\lambda) d}\right) E_{\infty}(\lambda)
\end{align*}
$$

Here, $E_{\infty}(\lambda)$ is the irradiance due to the horizon $(d=\infty) . \eta(\lambda)$ represents the reflectance properties and sky aperture of the scene point. We refer to this expression as the dichromatic atmospheric scattering model. It is similar in its spirit to the dichromatic reflectance model [118] that describes the spectral effects of diffuse and specular surface reflections. A fundamental difference here is that one of our color components is due to surface and volume scattering (transmission of reflected light) while the other is due to pure volume scattering (airlight). If a chromatic filter with a spectral response $f(\lambda)$ is incorporated into the imaging system, image irradiance is obtained by multiplying (2.22) by $f(\lambda)$ and integrating over $\lambda$ :

$$
\begin{equation*}
E^{(f)}(d)=D^{(f)}(d)+A^{(f)}(d) \tag{2.23}
\end{equation*}
$$

In the case of a color image detector several such filters (say, red, green and blue) with different sensitivities are used to obtain a color measurement vector. The dichromatic model can then be written as :

$$
\begin{equation*}
\mathbf{E}(d)=\mathbf{D}(d)+\mathbf{A}(d) \tag{2.24}
\end{equation*}
$$

where, $\mathbf{E}=\left[E^{\left(f_{1}\right)}, E^{\left(f_{2}\right)}, \ldots . E^{\left(f_{n}\right)}\right]^{T}$ and $\mathbf{D}$ and $\mathbf{A}$ are defined similarly. As we mentioned earlier (see (2.16)), for fog and haze, the dependence of the scattering coefficient $\beta(\lambda)$ on the wavelength (within the small bandwidth of the camera) of
light tends to be rather small. Therefore, except in the case of certain types of metropolitan haze, we may assume the scattering coefficient to be constant with respect to wavelength $(\beta(\lambda)=\beta)$. Then, expression (2.23) may be simplified as:

$$
\begin{align*}
& E^{(f)}(d)=\quad p^{\prime}(d) D^{(f)}+q^{\prime}(d) A^{(f)}, \\
& D^{(f)}=\int f(\lambda) E_{\infty}(\lambda) \eta(\lambda) d \lambda, \quad A^{(f)}=\int f(\lambda) E_{\infty}(\lambda) d \lambda \\
& p^{\prime}(d)=\frac{e^{-\beta d}}{d^{2}} \quad, \quad q^{\prime}(d)=\left(1-e^{-\beta d}\right) . \tag{2.25}
\end{align*}
$$

Here, $D^{(f)}$ is the image irradiance due to the scene point without atmospheric attenuation and $A^{(f)}$ is the image irradiance at the horizon in the presence of bad weather. We are assuming here that the clear and bad weather have illuminations with similar spectral distributions. Hence, the color measurement given by (2.24) can be rewritten as: $\mathbf{E}(d)=p^{\prime}(d) \mathbf{D}+q^{\prime}(d) \mathbf{A}$. Since the intensity of illumination (or magnitude of the illumination spectrum) at a scene point is expected to vary between clear and bad weather, it is more convenient to write:

$$
\begin{equation*}
\mathbf{E}(d)=m\left|E_{\infty}(\lambda)\right| p^{\prime}(d) \hat{\mathbf{D}}+n\left|E_{\infty}(\lambda)\right| q^{\prime}(d) \hat{\mathbf{A}} \tag{2.26}
\end{equation*}
$$

where $\hat{\mathbf{D}}$ and $\hat{\mathbf{A}}$ are unit vectors and $m$ and $n$ are scalars. $\left|E_{\infty}(\lambda)\right|$ is the magnitude of the illumination spectrum. The dichromatic model is compactly written as:

$$
\begin{equation*}
\mathbf{E}=p \hat{\mathbf{D}}+q \hat{\mathbf{A}} \tag{2.27}
\end{equation*}
$$

where $p$ is the magnitude of direct transmission, and $q$ is the magnitude of airlight (see Figure 2.6). From (2.26) we have,

$$
\begin{equation*}
p=\frac{E_{\infty} r e^{-\beta d}}{d^{2}}, \quad q=E_{\infty}\left(1-e^{-\beta d}\right) \tag{2.28}
\end{equation*}
$$

where $E_{\infty}=n\left|E_{\infty}(\lambda)\right|$, is termed as the sky intensity and $r=m / n^{2}$ is a function that depends on the properties of the scene point (reflectance and sky aperture). For our analysis, the exact nature of $r$ is not important; it suffices to note that $r$ does not depend ${ }^{3}$ on the weather condition $\beta$. This simplified dichromatic scattering model will prove useful in the coming sections when we attempt to recover scene structure and remove weather effects from images.

It is easy to see that the simplified dichromatic model (2.27) is linear in color space. In other words, $\hat{\mathbf{D}}, \hat{\mathbf{A}}$ and $\mathbf{E}$ lie on the same dichromatic plane in color space. As stated earlier, we impose the restriction that the hue of illumination under various weather conditions remains the same although its intensity can vary. It follows that the unit vectors $\hat{\mathbf{D}}$ and $\hat{\mathbf{A}}$ do not change due to different atmospheric conditions (say, mild fog and dense fog). Therefore, the colors of any scene point, observed under different atmospheric conditions, lie on a single dichromatic plane (see Figure 2.6(a)).

The validity of this model for several weather conditions such as fog, haze, mist and rain is demonstrated using real images in Figure 2.6. The images used contained about 1.5 million pixels. The dichromatic plane for each pixel was computed by fitting a plane to the colors of that pixel, observed under the different atmospheric conditions. The error of the plane-fit was computed in terms of the angle between the observed color vectors and the estimated plane. The average absolute error (in degrees) for all the pixels is shown in Figure 2.6. The small error values indicate that the dichromatic model indeed works well fog, mist, rain and
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(a)

(b)

| Weather | Sky | Avg Err | Err < 3 |
| :---: | :---: | :---: | :---: |
| Fog | Overcast | $0.58^{\circ}$ | $95 \%$ |
| Mist | Overcast | $1.25^{\circ}$ | $88 \%$ |
| Rain | Overcast | $1.13^{\circ}$ | $91 \%$ |
| Dense Haze | Overcast | $2.27^{\circ}$ | $76 \%$ |
| Mild Haze | Sunny | $3.61^{\circ}$ | $44 \%$ |

(c)

Figure 2.6: Dichromatic atmospheric scattering model and its evaluation. (a) Dichromatic atmospheric scattering model. The color $\mathbf{E}$ of a scene point on a foggy or hazy day, is a linear combination of the direction $\hat{\mathbf{D}}$ of direct transmission color, and the direction $\hat{\mathbf{A}}$ of airlight color. (b) The observed color vectors $\mathbf{E}_{i}$ of a scene point under different (two in this case) weather conditions (mild and dense fog) lie on a plane called the dichromatic plane. (c) Experimental verification with a scene imaged 5 times under each of the different foggy, misty, rainy and hazy conditions. The third column is the mean angular deviation of the observed scene color vectors from the estimated dichromatic planes, over 1.5 million pixels in the images. The fourth column provides the percentage of pixels whose color vectors were within 3 degrees of the estimated dichromatic plane. Note that the dichromatic model works well for fog, mist, rain and dense haze under overcast skies. For mild haze conditions under sunny skies, the model does not perform well.
dense haze under overcast skies. For mild haze conditions under sunny skies, the model does not perform well. Hence, this model is useful for weather conditions under predominantly cloudy skies.

### 2.5 Polarization of Scattered Light

Polarization filtering has long been used in photography through haze [119]. In this section, we mathematically model the image formation process by taking into account polarization effects of atmospheric scattering in haze. This approach is based on analyzing images taken through a polarizer.

### 2.5.1 Airlight Polarization

Usually, airlight is partially polarized in haze. Assume for the purposes of explanation that the illumination of any scattering particle comes from one direction (one illumination source). The light ray from the source to a scatterer and the line of sight from the camera to the scatterer define a plane of incidence. We divide the airlight intensity into two components ${ }^{4}$, that are parallel and perpendicular to this plane, $A^{\|}$and $A^{\perp}$, respectively. The scattered light is partially linearly polarized perpendicular to this plane [42;54]. The airlight degree of polarization is

$$
\begin{equation*}
P \equiv \frac{A^{\perp}-A^{\|}}{A} \tag{2.29}
\end{equation*}
$$

where,

$$
\begin{equation*}
A=A^{\perp}+A^{\|}=E_{\infty}\left(1-e^{-\beta d}\right), \tag{2.30}
\end{equation*}
$$

where $A$ is the total airlight intensity. The degree of polarization greatly varies as a function of the size of the scattering particles, their density and the viewing direction. We now explain the effectiveness of polarization in various haze and illumination conditions.

## The Trivial Case

The strongest polarization effect is observed when the scattering is caused by independent air molecules and very small dust particles (Rayleigh scattering) [17;

[^3]$54 ; 119 ; 137]$. Only when the light source is normal to the viewing direction, the airlight is totally polarized $(P=1)$ perpendicular to the plane of incidence. Thus, it can be eliminated if the image is captured through a polarizing filter oriented parallel to this plane. Dehazing in this case is thus trivial, because it is achieved by optical filtering alone. Note that this situation is very restricted. In contrast, our model is applicable to more general situations.

## The General Case

In general, the airlight will not be completely polarized. Thus, the polarizing filter, on its own, cannot remove the airlight. For example, in Rayleigh scattering $P$ decreases as the direction of illumination deviates from $90^{\circ}$ (relative to the viewing direction). The degree of polarization $P$ is also decreased by depolarization. This is caused by multiple scatterings: an illuminant of a scattering particle may be another particle. Thus, light may undergo multiple scatterings in the atmosphere, in random directions, before hitting the particle that ultimately scatters part of this light towards the viewer. Each direction of scattering creates a different plane of incidence. Because the camera senses the sum of these scatterings, the overall degree of polarization is reduced [11]. Multiple scatterings [17; 42; 54; 119], are more probable when the particle size is large or when the density of scatterers is high (poorer visibility). To make matters more complicated, the depolarization depends on the wavelength $[54 ; 119]$.

Fortunately, this does not require explicit modeling of the precise mechanisms of scattering. The model is based on the fact that even a partial polarization of the airlight can be exploited as long as this degree of polarization is significant enough to be detected. There are some weather conditions under which the model
will not be effective. For instance, in situations of fog, mist or very dense haze the degree of polarization could be very low. In addition, under an overcast sky the scene illumination comes from the entire hemisphere and hence the airlight could be completely depolarized. Significant polarization can be observed under mild hazy (or other small aerosols) weather under sunny skies.

### 2.5.2 Direct Transmission Polarization

Let the scene radiance be $R$ in the absence of haze (scattering) between the scene and the viewer. As a function of the distance $d$ and scattering coefficient $\beta$, the direct transmission is

$$
\begin{equation*}
D=R e^{-\beta d} \tag{2.31}
\end{equation*}
$$

In this case, we do not use the overcast sky model. Instead, we represent scene radiance $R$ in the attenuation model. The scattering of the directly transmitted light does not change the polarization state $[17 ; 42]$ of the incident light ${ }^{5}$, although the overall intensity is attenuated. Therefore, the degree of polarization and the polarization direction of the transmitted light do not change along the line of sight.

The assumption we make in this model is that light emanating from scene objects has insignificant polarization. It follows that the polarization of the direct transmission is also insignificant. This assumption is invalid for specular surfaces. Nevertheless, the polarization associated with specular objects becomes negligible when they are far enough. The reason is that the direct transmission decreases (Eq. 2.31) while airlight increases (Eq. 2.30) with distance. Thus, the polarization of the airlight dominates the measured light. Hence, the model becomes more accurate where it is needed most - for distant objects that are most affected by
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Figure 2.7: At each pixel, the minimum measured intensity as a function of $\alpha$ is $I^{\|}$. The maximum is $I^{\perp}$. The difference between these measurements is due to the difference between the airlight components $A^{\|}, A^{\perp}$. It is related to the unknown airlight intensity $A$ by the parameter $P$, which is the airlight degree of polarization. Without a polarizer the intensity is $I^{\text {total }}$. This intensity is comprised of the airlight intensity and the unknown direct transmission.
haze.
Note that airlight is just the aggregation of light scattered by particles at various distances along the line of sight. Since the degree of polarization of this light does not change along the line of sight, $P$ (Eq. 2.29) does not depend on the distance.

### 2.5.3 Image formation through a Polarizer

The overall intensity we measure is the sum of the airlight and the direct transmission. Without mounting a polarizer on the camera, the intensity is

$$
\begin{equation*}
I^{\mathrm{total}}=D+A \tag{2.32}
\end{equation*}
$$

When a polarizer is mounted, the intensity changes as a function of the polarizer orientation angle $\alpha$. Figure 2.7 describes the intensity at a single pixel. The intensity is a cosine function of $\alpha$ (See details in Appendix D). On average, the
measured intensity is $I^{\text {total }} / 2$.
Consider images of an outdoor scene acquired through a polarizer placed in different orientations. One of our goals is to decouple the airlight from the direct transmission. Since we assume that direct transmission is not polarized, its energy is evenly distributed between the polarization components. The variations due to the polarizer rotation are assumed to be mainly due to the airlight.

As seen in Figure 2.7, when the polarizing filter is oriented parallel to the plane of incidence $\left(\alpha=\theta_{\|}\right)$, we measure

$$
\begin{equation*}
I^{\|}=D / 2+A^{\|} \tag{2.33}
\end{equation*}
$$

where (from Eqs. 2.29,2.30)

$$
\begin{equation*}
A^{\|}=A(1-P) / 2 . \tag{2.34}
\end{equation*}
$$

Thus

$$
\begin{equation*}
I^{\|}=D / 2+A(1-P) / 2 . \tag{2.35}
\end{equation*}
$$

This is the "best state" of the polarizer, because the measured intensity is the closest to the direct transmission (except for a factor of $1 / 2$ ). Still, there is a difference between $I^{\|}$and $D / 2$, because the airlight is not completely polarized $\left(A^{\|} \neq 0\right)$. Similarly, we measure

$$
\begin{equation*}
I^{\perp}=D / 2+A^{\perp} \tag{2.36}
\end{equation*}
$$

when the filter is oriented perpendicular to $\theta_{\|}$. From equations (2.29,2.30)

$$
\begin{equation*}
A^{\perp}=A(1+P) / 2 \tag{2.37}
\end{equation*}
$$

Thus

$$
\begin{equation*}
I^{\perp}=D / 2+A(1+P) / 2 \tag{2.38}
\end{equation*}
$$

Note that $I^{\perp}$ is the "worst state" of the polarizer, because the airlight is enhanced relative to the direct transmission. From equations (2.30,2.33,2.36),

$$
\begin{equation*}
I^{\text {total }}=I^{\|}+I^{\perp} \tag{2.39}
\end{equation*}
$$

The above equations establish the image formation through a polarizing filter.

### 2.6 Summary

In this chapter, we discussed the fundamental scattering mechanisms, airlight and attenuation. Based on these models, we developed three new models for image formation through the atmosphere. All the above models do not take into account multiple scattering effects in the atmosphere. However, we argued that for most situations this assumption is valid. In the third part of this thesis, we will present an analytic model for multiple scattering that can be useful when bright light sources are present in the scene.

The contrast model describes the intensity of a scene point as seen by a monochrome camera. The scattering coefficient is assumed to be constant with respect to wavelength in the measurable bandwidth of the spectral filter of the camera. The dichromatic atmospheric model describes the colors of scene points observed by a color (say, RGB) camera. Here, the model assumes that the scattering coefficient is constant with respect to wavelength in all 3 color channels (R, G, and B). The polarization model describes the intensities of scene points as imaged through a polarizer. The model assumes that the scene points are unpolarized whereas the airlight is partially polarized. While the contrast and color models are more accurate under overcast skies, the polarization model is accurate under sunny skies (see Figure 2.8 for a comparison). In summary, we now have a set of

| Model | Sky Illumination | Weather | Sensor |
| :---: | :---: | :---: | :---: |
| Monochrome <br> (or Contrast) | Mostly Cloudy, <br> Overcast | Haze, Mist, <br> Aerosols, Fog | Grayscale, <br> Color |
| Dichromatic | Mostly Cloudy, <br> Overcast | Mist, Fog, <br> Some types <br> of Haze | Color |
| Polarization | Partly Cloudy, <br> Sunny | Mild Haze <br> Aerosols | Grayscale, <br> Color with Polarizer |

Figure 2.8: A qualitative comparison of the three single scattering models and the weather, sky illumination and sensor type for which they are effective.
models that is valid for a variety of weather conditions and in the next part of the thesis, we will focus on using these models for effective scene interpretation in bad weather.

## Part II

# Scene Interpretation in Bad 

Weather

## Chapter 3

## Scene Structure from Bad

## Weather

Bad weather can produce complex visual effects in images. So, at first glance, atmospheric scattering may be viewed as no more than a hindrance to an observer. However, it turns out that bad weather can be put to good use. The farther light has to travel from its source (say, a surface) to its destination (say, a camera), the greater it will be effected by the weather. Hence, bad weather could serve as a powerful means for coding and conveying scene structure. This observation lies at the core of our investigation and we shall describe several algorithms based on the single scattering models developed in the previous chapter.

We begin by presenting an algorithm to compute relative depths of light sources at night using the attenuation model. Then, the airlight model is used to develop an algorithm to compute complete structure of a scene imaged under dense weather. These algorithms are valid in restrictive situations (night, dense weather). In the latter half of this chapter, we develop three different algorithms to infer scene
structure under general conditions, based on the color, contrast and polarization models respectively. All these algorithms that infer depth information only require (possibly, one or more) images of the scene acquired under different but unknown weather conditions or acquired by varying sensor optics.

We assume that the atmosphere is more or less homogeneous within the field of view ${ }^{1}$. In the color-based and contrast-based algorithms where multiple images under different weather conditions are used, we further assume that the illumination distributions in the two weather conditions remain the same although the illumination strengths can vary. This is usually true under overcast skies. Note, however, that we do not make any assumptions on scene reflectances or the exact nature of the weather condition. On the other hand, the polarization-based algorithm does not require changes in weather.

All the experiments in this chapter are based on images acquired using high quality cameras. In some experiments, a Nikon N90s SLR 35mm film camera and a Nikon LS-2000 slide scanner was used. In other experiments, a KODAK DCS 760 (or 315) professional digital camera was used. In all cases, the images are linearized using the radiometric response curve of the imaging system that is computed offline using a color chart. In every experiment, multiple images of the scene are acquired with different exposures (or shutter speeds) and are combined to obtain a high dynamic range maps of the image irradiances [78].
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### 3.1 Depths of Light Sources from Attenuation

Consider the image of an urban setting taken at night (see Figure 3.1). Environmental illumination of the scene due to sunlight, skylight and reflected ground light are minimal and hence airlight can be safely ignored. The bright points in the image are mainly sources of light such as street lamps and windows of lit rooms. On a clear night, these sources are visible to a distant observer in their brightest and clearest forms. As haze or fog sets in, the radiant intensities of the sources diminish due to attenuation. Our goal here is to recover the relative depths of the sources in the scene from two images taken under different (unknown) atmospheric conditions.


Figure 3.1: The relative depths of sources of unknown intensities can be recovered from two images taken under different but unknown atmospheric conditions.

Since environmental illumination is negligible at night, the image irradiance of a light source in the scene can be expressed using the attenuation model (2.6) as:

$$
\begin{equation*}
E(d, \lambda)=g \frac{I_{o}(\lambda) e^{-\beta(\lambda) d}}{d^{2}} \tag{3.1}
\end{equation*}
$$

where, $I_{o}(\lambda)$ is the radiant intensity of the source, $d$ is the distance between the
source and the camera and the constant gain $g$ accounts for the optical parameters (aperture, for instance) of the camera. It is important to note that $\beta(\lambda)$ is the total scattering coefficient and not the angular one. We are assuming here that the lines of sight are not too inclined and hence all lines of sight pass through the same atmospheric conditions. This removes all dependence on the exact form of the scattering function; the attenuation is determined by a single coefficient $\beta(\lambda)$ that is independent of viewing direction.

If the detector of the camera has spectral response $s(\lambda)$, the final image brightness recorded is determined as:

$$
\begin{equation*}
E^{\prime}=\int s(\lambda) E(d, \lambda) d \lambda=\int g s(\lambda) \frac{I_{o}(\lambda) e^{-\beta(\lambda) d}}{d^{2}} d \lambda \tag{3.2}
\end{equation*}
$$

As discussed in Section 2.2.4, $\beta$ does not change appreciably with wavelength (in the visible spectrum) for fog and haze. Furthermore, since the spectral bandwidth of the camera is rather limited (visible light range for a gray-scale camera, and even narrower spectral bands when the camera is color), we will assume the scattering coefficient $\beta(\lambda)$ to be constant over this bandwidth. Then, we have:

$$
\begin{equation*}
E^{\prime}=g \frac{e^{-\beta d}}{d^{2}} \int s(\lambda) I(\lambda) d \lambda=g \frac{e^{-\beta d}}{d^{2}} I^{\prime} \tag{3.3}
\end{equation*}
$$

Now consider two different weather conditions, say, mild and dense fog. Or, one of the conditions could be clear with $\beta=0$. In either case we have two different attenuation coefficients, $\beta_{1}$ and $\beta_{2}$. If we take the ratio of the two resulting image brightness values, we get:

$$
\begin{equation*}
R=\frac{E^{\prime}}{E_{2}^{\prime}}=e^{-\left(\beta_{1}-\beta_{2}\right) d} . \tag{3.4}
\end{equation*}
$$

Using the natural log, we obtain: $R^{\prime}=\ln R=-\left(\beta_{1}-\beta_{2}\right) d$. This quantity

(a)

(b)

(c)

(d)

Figure 3.2: Relative depth from brightness decay of point sources at night. (a) A scene with five light sources (street lamps). This image is shown only to convey the relative locations of the sources to the reader. (b) An image of the scene taken on a clear night. (c) An image of the scene taken on a foggy night. The three-dimensional coordinates of the five sources were computed from images (b) and (c). (d) Rotated graphical illustrations used to demonstrate the computed lamp coordinates (small bright spheres). The lamp poles and the ground plane are added only to aid visualization.
is independent of the sensor gain and the radiant intensity of the source. In fact, it is nothing but the difference in optical thicknesses (DOT) of the source for two weather conditions. In the atmospheric optics literature, the term DOT is used as a quantitative measure of the "change" in weather conditions. Now, if we compute the DOTs of two different light sources in the scene (see Figure 3.1) and take their ratio, we determine the relative depths of the two source locations:

$$
\begin{equation*}
\frac{R_{i}^{\prime}}{R_{j}^{\prime}}=\frac{d_{i}}{d_{j}} \tag{3.5}
\end{equation*}
$$

Hence, the relative depths of all sources (with unknown radiant intensities) in the scene can be computed from two images taken under unknown but different haze or fog conditions. Since we may not entirely trust the DOT computed for any single source, the above calculation may be made more robust by using:

$$
\begin{equation*}
\frac{R_{i}^{\prime}}{\sum_{j=0}^{j=N} R_{j}^{\prime}}=\frac{d_{i}}{\sum_{j=0}^{j=N} d_{j}} \tag{3.6}
\end{equation*}
$$

By setting the denominator on the right hand side to an arbitrary constant we have computed the depths of all sources in the scene up to a scale factor.

Figure 3.2 shows experimental results on the recovery of light sources from night images. Figure 3.2(a) shows a clear day image of a scene with five lamps. This image is provided only to give the reader an idea of where the lamps are located in the scene. Figures 3.2 (b) and (c) are clear night and foggy night images of the same scene. The above algorithm for depth estimation was used to recover the locations of all five light sources up to a scale factor. Figure 3.2(d) shows different perspectives of the recovered coordinates of the lamps in three-dimensional space. The poles and the ground plane are added only to aid visualization of the results.

### 3.2 Structure from Airlight

Under dense fog and close by objects or mild fog and distant objects, attenuation of object brightness is severe and airlight is the main cause of image irradiance. Also, in the case of dense haze around noon, airlight dominates. In such cases, airlight causes object brightness to increase with distance from the observer. Here, we present a simple method for computing scene structure from a single airlight image.

Let a scene point at depth $d$ produce airlight radiance $L(d, \lambda)$. If our camera has a spectral response $s(\lambda)$, the final brightness value recorded for the scene point is:

$$
\begin{equation*}
E^{\prime}(d)=\int g s(\lambda) L(d, \lambda) d \lambda \tag{3.7}
\end{equation*}
$$

where, $g$ accounts for the constant of proportionality between scene radiance and image irradiance [46]. Substituting the model for airlight given by (2.14) we get:

$$
\begin{equation*}
E^{\prime}(d)=\int g s(\lambda) L_{\infty}(\lambda)\left(1-e^{-\beta(\lambda) d}\right) d \lambda \tag{3.8}
\end{equation*}
$$

where, $L_{\infty}(\lambda)$ is again the radiance of airlight at the horizon. As before, we will assume that the scattering coefficient $\beta(\lambda)$ is more or less constant over the spectral band of the camera. This allows us to write:

$$
\begin{equation*}
E^{\prime}(d)=E_{\infty}\left(1-e^{-\beta d}\right) \tag{3.9}
\end{equation*}
$$

Let us define:

$$
\begin{equation*}
S=\frac{E_{\infty}-E^{\prime}(d)}{E_{\infty}} \tag{3.10}
\end{equation*}
$$

By substituting (3.9) in the above expression and taking the natural logarithm, we get:

$$
\begin{equation*}
S^{\prime}=\ln S=-\beta d \tag{3.11}
\end{equation*}
$$

Hence, the three-dimensional structure of the scene can be recovered up to a scale factor (the scattering coefficient $\beta$ ) from a single image. Clearly, at least a small part of the horizon must be visible to obtain $E_{\infty}$. If so, this part is easily identified as the brightest region of the image. If there is a strong (directional) sunlight component to the illumination, scattering would be greater in some directions and airlight could be dependent on viewing direction. This problem can be alleviated by using the horizon brightness $E_{\infty}$ that lies closest to the scene point under consideration. Figure 3.3 shows the structure of an urban setting computed from a hazy image taken around noon, and the structure of a mountain range computed using a foggy image. Given that some of the objects are miles away from the camera, such scene structures are hard to compute using stereo or structure from motion. An interesting study of the visibility of distant mountains taking into account earth's curvature can be found in [107].

### 3.3 Depth Edges using the Contrast Model

Hitherto, we analyzed attenuation and airlight separately and described algorithms to compute scaled depth of scenes in restrictive settings (night, dense weather or distant scenes). However, in most situations, both attenuation and airlight effects co-exist. In this section and the subsequent ones of this chapter, we will describe algorithms that take into account both attenuation and airlight to compute scene depth information.

We now present a simple cue to automatically locate the depth edges (discontinuities) present in a scene from two monochrome images taken under different but unknown weather conditions. In other words, we present a method to label image edges as reflectance edges or as depth edges. Several researchers have pursued


Figure 3.3: Structure from one image taken under dense fog/haze. (a) Image of an urban scene taken under noon haze. (b) Depth map of the scene computed using the image in (a). (c) A three-dimensional rendering of the scene. (d) Image of a mountain range taken under foggy conditions. (e) Depth map computed from the image in (d). (f) A three-dimensional rendering of the scene. Some of the objects in these scenes are several kilometers away from the camera.
the problem of classifying different types of edges (diffuse, specular and occluding) based on image intensity or color cues [118; 132] and polarization cues [13]. As we shall show, changes in weather conditions can be exploited as a cue to differentiate depth edges from reflectance edges.

Note that closed contours of depth edges can be used for depth segmentation.
In outdoor surveillance applications, video cameras capture the same scene (albeit with moving objects) over long periods of time during which the weather may change. Also, depth edges in the static portion of any scene have to be computed just once and not for every video frame.

Consider a small image neighborhood corresponding to scene points that are at the same depth from an observer (i.e., no depth edges present). We call such a neighborhood as an iso-depth neighborhood. From (2.19), the average brightness of an iso-depth neighborhood is,

$$
\begin{equation*}
\bar{E}=\left[I_{\infty} e^{-\beta d}\right] \bar{\rho}+\left[I_{\infty}\left(1-e^{-\beta d}\right)\right] \tag{3.12}
\end{equation*}
$$

and the standard deviation of the neighborhood is,

$$
\begin{equation*}
\sigma_{E}=\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(E^{(i)}-\bar{E}\right)^{2}} . \tag{3.13}
\end{equation*}
$$

Using (2.19), we simplify to obtain,

$$
\begin{equation*}
\sigma_{E}=I_{\infty} e^{-\beta d} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\rho^{(i)}-\bar{\rho}\right)^{2}} \tag{3.14}
\end{equation*}
$$

Normalizing the pixel values in the neighborhood, we get,

$$
\begin{equation*}
\frac{E^{(i)}-\bar{E}}{\sigma_{E}}=\frac{\left(\rho^{(i)}-\bar{\rho}\right)}{\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\rho^{(i)}-\bar{\rho}\right)^{2}}} \tag{3.15}
\end{equation*}
$$

For iso-depth neighborhoods, clearly the above equation is invariant to the weather condition $\left(\beta, I_{\infty}\right)$. More importantly, the invariance does not hold for a neighborhood that contains depth edges. This is easily explained as follows. The airlight does not remain constant across a neighborhood with depth discontinuities. Hence, subtracting the mean (as in (3.15)) will not remove the airlight completely.

Now let us consider two images captured under different weather conditions. We assume that the two images are taken under similar daylight distributions. However, the magnitudes of the distributions $\left(I_{\infty}\right)$ may vary. In other words, the shadow edges (if any) appear at the same pixel location in both the images. Figures 3.4(a) and (b) illustrate the brightnesses within an iso-depth neighborhood under two weather conditions. Figures 3.4(c) and (d) show that the normalized signals under the two weather conditions match perfectly. On the other hand, Figure 3.5 illustrates that normalized signals of scene neighborhoods that contain depth edges, do not match. Normalized Sum of Squared Differences (SSD) can be used to determine the quality of the match. Note that the normalization (3.15) still holds if we apply a more robust estimate of mean and standard deviation (for eg., median of absolute deviations from the neighborhood median).

It is interesting to note what happens if we treat the entire image as a single neighborhood. Applying normalized SSD to two images of a scene, a poor match implies that the weather condition changed between the two images, and a good match implies otherwise. For this, the scene should have at least two different depths and the images should be linearized using the radiometric response function of the camera. This cue is helpful in deciding which frames can be used to compute depth edges in a video sequence.


Figure 3.4: Invariance of iso-depth neighborhoods to weather conditions. (a) - (b) Signals representing the intensities of a neighborhood of iso-depth scene points in two weather conditions. Airlight (dashed lines) is constant for the entire neighborhood. $(c)-(d)$ Normalized signals in the two weather conditions match exactly.


Figure 3.5: Illustration of scene intensities of a neighborhood that has a depth edge. (a) - (b) Signals representing the intensities of the neighborhood under two weather conditions. Airlight (dashed lines) varies across the neighborhood. (c) - (d) Normalized signals in the two weather conditions do not match.


Figure 3.6: Classification of images edges into reflectance edges and depth edges. (a)-(b) Images of the same scene captured under different fog conditions (half an hour apart). (c) The image in (a) is histogram equalized to aid visualization of depth edges (shown using arrows). (d) White pixels denote depth edges and black pixels denote reflectance edges. Note that the edge detector was applied to the original image in (a) and not the histogram equalized image in (c).

Figure 3.6 shows the experimental results of classifying image edges into reflectance edges and depth edges for a real scene captured under two different foggy conditions. The time between the capture of the images was about half an hour. The edge map of one of the images was computed using the Canny edge detector. For each edge pixel, we considered $15 \times 15$ neighborhoods around the pixel in the two images. We applied normalized SSD to match these neighborhoods. For the depth edges, the normalized SSD value was high; for the reflectance edges, the value was low. The depth edges are shown in white and reflectance edges are shown in black (Figure 3.6(d)). Note if both reflectance edges and depth edges are within the same neighborhood, this method may misclassify the reflectance edges as depth edges. Also, note that shadow edges (if any) will not be distinguished from reflectance edges. Finally, this method to classify edges can be sensitive to noise, especially under poor weather conditions. Under poor weather conditions, due to the limited dynamic range of the sensor (typically 8 bits), the direct transmission (signal) to airlight (noise) ratio can be so low that the direct transmission magnitude can be compared to the sensor noise level. In this case, the results produced by the method may not be trusted.

### 3.4 Scaled Depth from Contrast changes in Bad Weather

In the previous section, we described a method to locate depth discontinuities from two bad weather images. Note, however, that normalized SSD is effective only in textured neighborhoods (reflectance edges and depth discontinuities). In other words, normalized SSD is not reliable for "flat" intensity regions and regions where depth changes are gradual. Moreover, due to the blurring seen in images taken under poor visibility conditions, the edge maps may not be reliable enough
to create closed contours of depth discontinuities (needed for depth segmentation). In this section, we present a method to compute complete structure of an arbitrary scene, from two images taken under different weather conditions.

Consider the observed pixel values $E_{1}$ and $E_{2}$ of a scene point under two weather conditions $\left(\beta_{1}, I_{\infty_{1}}\right)$ and $\left(\beta_{2}, I_{\infty_{2}}\right)$. Let us examine how the brightness of this scene point changes from the first weather condition to the second. From (2.19):

$$
\begin{align*}
& E_{1}=I_{\infty_{1}} \rho e^{-\beta_{1} d}+I_{\infty_{1}}\left(1-e^{-\beta_{1} d}\right) \\
& E_{2}=I_{\infty_{2}} \rho e^{-\beta_{2} d}+I_{\infty_{2}}\left(1-e^{-\beta_{2} d}\right) \tag{3.16}
\end{align*}
$$

Eliminating $\rho$ from (3.16) we get,

$$
\begin{equation*}
E_{2}=\left[\frac{I_{\infty_{2}}}{I_{\infty_{1}}} e^{-\left(\beta_{2}-\beta_{1}\right) d}\right] E_{1}+\left[I_{\infty_{2}}\left(1-e^{-\left(\beta_{2}-\beta_{1}\right) d}\right)\right] \tag{3.17}
\end{equation*}
$$

which is linear in $E_{1}$ and $E_{2}$. Also, for the two weather conditions, the coefficients of the linear equation depend only on scene depth. In other words, for iso-depth scene points, the plot of $E_{1}$ versus $E_{2}$ is a straight line. We term this the Brightnessweather constraint.

Another significant constraint results from our physical model that suggests a means of estimating sky intensities. Interestingly, if we substitute $E_{1}=I_{\infty_{1}}$ in (3.17), we get $E_{2}=I_{\infty_{2}}$, irrespective of the depth $d$. Therefore, the point $\left(I_{\infty_{2}}, I_{\infty_{1}}\right)$ lies on the straight lines corresponding to different depths in the scene (see Figure 3.7). In other words, the intersection of straight lines corresponding to different depths yields the sky intensities $I_{\infty_{1}}$ and $I_{\infty_{2}}$.

The iso-depth lines in the plot of $E_{1}$ versus $E_{2}$ can be detected using the Hough transform. Then the intersection (sky intensities) of the iso-depth lines can


Figure 3.7: Plot of the pixel values $E_{1}$ observed under one weather condition versus the corresponding pixel values $E_{2}$ observed under another weather condition. Each line represents all the scene points at the same depth from the sensor. All iso-depth lines intersect at the horizon brightnesses $\left(I_{\infty_{1}}, I_{\infty_{2}}\right)$ of the two weather conditions.
be computed using a least squares line-fitting algorithm. A problem arises if the iso-depth lines are not detected correctly in the plot of $E_{1}$ versus $E_{2}$. In other words, scene depths can change smoothly and the iso-depth lines could "bunch up". In order to compute sky intensities, we just divide the two images into blocks and within each block we fit lines to the $\left(E_{2}, E_{1}\right)$ pairs of scene points. If the fit is good, we decide that the scene points in the block are at the same depth. Finally, we use at least two such iso-depth blocks to estimate sky the intensities.

Substituting the values of $I_{\infty_{1}}$ and $I_{\infty_{2}}$ in (3.17), we obtain the scaled depth of each scene point:

$$
\begin{equation*}
\left(\beta_{2}-\beta_{1}\right) d=-\ln \frac{I_{\infty_{2}}-E_{2}}{I_{\infty_{1}}-E_{1}}-\ln \frac{I_{\infty_{1}}}{I_{\infty_{2}}} \tag{3.18}
\end{equation*}
$$

Thus, we have computed the depth map of a scene from two images taken under different weather conditions. Figure 3.8(a) shows experiments with a synthetic


Figure 3.8: Experiments on a synthetic scene - a stack of discs textured with random gray dots. (a) On the left is the 3D structure and on the right is an image of the top view of the scene. The gray levels on the structure are used only to illustrate the disks better. (b) Two different amounts of fog are added to the image in (a). (c) Iso-depth lines shown in the plot of pixel values under the first weather condition versus the corresponding pixel values under the second weather condition. $X$ mark shows the intersection $\left(I_{\infty_{2}}, I_{\infty_{1}}\right)$ of all the iso-depth lines. (d) The recovered structure and contrast restored image.


Figure 3.9: Structure computation from two images taken under poor visibility conditions. The depth map is median filtered and averaged to reduce noise. Contrast stretching is applied to all the images for display.
scene consisting of a stack of cylinders with random brightness values. To this image, two different amounts of fog are added according to the model described in (2.19). Figure 3.8(c) shows the results of applying the structure computation algorithm to the images of the synthetic scene. A result on a real scene is shown in Figure 3.9.

### 3.5 Structure from Chromatic Decomposition

We now turn our attention towards obtaining scene structure from color images using the dichromatic model. Consider color images of a scene taken under clear weather and foggy or hazy weather. Assume that the clear day image is taken under environmental illumination with similar spectral characteristics as the bad weather image. If not, a white patch in the scene may be used to apply the needed color corrections. The sky in the bad weather image reveals the direction of the airlight color $\hat{\mathbf{A}}$. The direction of the color $\hat{\mathbf{D}}$ of each scene point is revealed by the clear weather image. Therefore, the dichromatic model (2.27) can be used to decompose the bad weather color $\hat{\mathbf{E}}$ at each pixel into its two components and determine the airlight magnitude $q(d)$. The resulting airlight image is then used to compute a depth map as described in section 3.2. Figure 3.10 shows experimental results obtained using the above decomposition method.

In computing depth from the airlight component, we have assumed that the atmosphere itself is uniformly illuminated. Consider a pathlength that extends from a point on a building to an observer. Clearly, atmospheric points closer to the building see less of the sky due to occlusion by the building. This effect increases towards the foot of the building. Some of the errors in the computed structure can be attributed to this illumination occlusion effect (see appendix B for a more detailed treatment).

Finally, there are certain limitations to this type of decomposition. First, we cannot decompose (2.27) if both the airlight and scene points have the same color. Also, this algorithm for chromatic decomposition is restrictive since it requires a clear day image of the scene.


Figure 3.10: Structure from chromatic decomposition. (a) Clear day image of buildings. (b) Foggy day image of the same scene. (c) The direct transmission component (brightened) estimated by the chromatic decomposition algorithm. Black and gray points (windows) are discarded due to lack of color. (d) Depth map of the scene computed from the airlight component (depths of window areas are interpolated). (e) A three-dimensional rendering of the computed depth map.

### 3.6 Structure from Dichromatic Color Constraints

In this section, we present an algorithm to compute scene structure without requiring a clear day image of the scene. We build upon the dichromatic model and derive several constraints in color (RGB) space. Using these constraints, we show how to compute scene structure from two or more images of a scene acquired under different but unknown weather conditions.

### 3.6.1 Computing the Direction of Airlight Color

Consider the dichromatic model described in Section 2.4. The direction of airlight (fog or haze) color can be simply computed by averaging a patch of the sky on a foggy or hazy day (as was done in Section 3.5), or from scene points whose direct transmission color is $b l a c k^{2}$. However, these methods necessitate either (a) the inclusion of a part of the sky (which is more prone to color saturation or clipping) in the image or (b) a clear day image of the scene with sufficient black points to yield a robust estimate of the direction of airlight color. Here, we present a method that does not require either the sky or a clear day image, to compute the direction of airlight color.

Figure 3.11 illustrates the dichromatic planes for two scene points $P_{i}$ and $P_{j}$, with different direct transmission colors $\hat{\mathbf{D}}^{(i)}$ and $\hat{\mathbf{D}}^{(j)}$. The dichromatic planes $Q_{i}$ and $Q_{j}$ are given by their normals,

$$
\begin{align*}
& \mathbf{N}_{i}=\mathbf{E}_{1}^{(i)} \times \mathbf{E}_{2}^{(i)} \\
& \mathbf{N}_{j}=\mathbf{E}_{1}^{(j)} \times \mathbf{E}_{2}^{(j)} \tag{3.19}
\end{align*}
$$

Since the direction $\hat{\mathbf{A}}$ of the airlight color is the same for the entire scene, it must lie on the dichromatic planes of all scene points. Hence, $\hat{\mathbf{A}}$ is given by the intersection

[^6]

Figure 3.11: Intersection of two different dichromatic planes yields the direction $\hat{\mathbf{A}}$ of airlight color.
of the two planes $Q_{i}$ and $Q_{j}$,

$$
\begin{equation*}
\hat{\mathbf{A}}=\frac{\mathbf{N}_{i} \times \mathbf{N}_{j}}{\left\|\mathbf{N}_{i} \times \mathbf{N}_{j}\right\|} \tag{3.20}
\end{equation*}
$$

In practice, scenes have several points with different colors. Therefore, we can compute a robust intersection of several dichromatic planes by minimizing the objective function

$$
\begin{equation*}
\epsilon=\sum_{i}\left(\mathbf{N}_{i} \cdot \hat{\mathbf{A}}\right)^{2} . \tag{3.21}
\end{equation*}
$$

Thus, we are able to compute the color of fog or haze using only the observed colors of the scene points under two atmospheric conditions, and not relying on a patch of the sky being visible in the image.

We verified the above method for the the scene described in the experiments shown in the first four rows of Figure 2.6(c) of Section 2.4. First, the direction of airlight color was computed using (3.21). Then, we compared it with the direction of the airlight color obtained by averaging an unsaturated patch of the sky. The angular deviations were found to be between $1.2^{\circ}$ and $1.6^{\circ}$ for the images taken un-
der the various weather conditions (first four rows) depicted in Figure 2.6(c). These small errors in the computed directions of airlight color indicate the robustness of the method.

### 3.6.2 Dichromatic Constraints for Iso-depth Scene Points

In this section, we derive a simple constraint for scene points that are at the same depth from the observer. This constraint can then be used to segment the scene based on depth, without knowing the actual reflectances of the scene points and their sky apertures. For this, we first prove the following lemma.

Lemma : Ratios of the direct transmission magnitudes for points under two different weather conditions are equal, if and only if the scene points are at equal depths from the observer.

Proof: Let $\beta_{1}$ and $\beta_{2}$ be two unknown weather conditions with horizon brightness values $E_{\infty_{1}}$ and $E_{\infty_{2}}$. Let $P_{i}$ and $P_{j}$ be two scene points at depths $d_{i}$ and $d_{j}$, from the observer. Also, let $r^{(i)}$ and $r^{(j)}$ represent sky apertures and reflectances of these points.

From (2.28), the direct transmission magnitudes of $P_{i}$ under $\beta_{1}$ and $\beta_{2}$, can be written as

$$
p_{1}^{(i)}=\frac{E_{\infty_{1}} r^{(i)} e^{-\beta_{1} d_{i}}}{d_{i}^{2}}, \quad p_{2}^{(i)}=\frac{E_{\infty_{2}} r^{(i)} e^{-\beta_{2} d_{i}}}{d_{i}^{2}}
$$

Similarly, the direct transmission magnitudes of $P_{j}$ under $\beta_{1}$ and $\beta_{2}$, are

$$
p_{1}^{(j)}=\frac{E_{\infty_{1}} r^{(j)} e^{-\beta_{1} d_{j}}}{d_{j}^{2}}, \quad p_{2}^{(j)}=\frac{E_{\infty_{2}} r^{(j)} e^{-\beta_{2} d_{j}}}{d_{j}^{2}}
$$

Then, we immediately see that the relation:

$$
\begin{equation*}
\frac{p_{2}^{(i)}}{p_{1}^{(i)}}=\frac{p_{2}^{(j)}}{p_{1}^{(j)}}=\left(\frac{E_{\infty_{2}}}{E_{\infty_{1}}}\right) e^{-\left(\beta_{2}-\beta_{1}\right) d} \tag{3.22}
\end{equation*}
$$



Figure 3.12: Geometric constraint for Iso-Depth scene points. The ratio $p_{2} / p_{1}$ of the direct transmissions for a scene point under two different atmospheric conditions is equal to the ratio $\left|E_{2} A_{t}\right| /\left|E_{1} O\right|$ of the parallel sides. Shaded triangles are similar.
holds if and only if $d_{i}=d_{j}=d$. So, if we have the ratio of direct transmissions for each pixel in the image, we can group the scene points according to their depths from the observer. But how do we compute this ratio for any scene point without knowing the actual direct transmission magnitudes?

Consider the dichromatic plane geometry for a scene point $P$, as shown in Figure (3.12). Here, we denote a vector by the line segment between its end points. Let $p_{1}$ and $p_{2}$ be the unknown direct transmission magnitudes of $P$ under $\beta_{1}$ and $\beta_{2}$, respectively. Similarly, let $q_{1}$ and $q_{2}$ be the unknown airlight magnitudes for $P$ under $\beta_{1}$ and $\beta_{2}$.

We define a magnitude $\left|O A_{t}\right|$ on the airlight vector such that $\overline{E_{2} A_{t}} \| \overline{E_{1} O}$. Also, since the direction of direct transmission color for a scene point does not vary due to different atmospheric conditions, $\overline{E_{1} A_{1}} \| \overline{E_{2} A_{2}}$. Here $A_{1}$ and $A_{2}$ correspond to the end points of the airlight magnitudes of $P$ under $\beta_{1}$ and $\beta_{2}$, as shown in


Figure 3.13: Another geometric constraint for two scene points to be equidistant from the observer. The dichromatic planes for the two points $P_{1}$ and $P_{2}$ are shown. Note that superscripts denote scene points while subscripts denote weather conditions. Shaded triangles are similar if and only if $P_{1}$ and $P_{2}$ are equidistant from the observer. Hence the iso-depth constraint is $\overline{E_{1}^{(1)} E_{1}^{(2)}} \| \overline{E_{2}^{(1)} E_{2}^{(2)}}$.

Figure (3.12). Thus, $\triangle E_{1} O A_{1} \sim \triangle E_{2} A_{t} A_{2}$. This implies,

$$
\begin{equation*}
\frac{p_{2}}{p_{1}}=\frac{q_{2}-\left|O A_{t}\right|}{q_{1}}=\frac{\left|E_{2} A_{t}\right|}{\left|E_{1} O\right|} . \tag{3.23}
\end{equation*}
$$

Since the right hand side of (3.23) can be computed using the observed color vectors of the scene point $P$, we can compute the ratio $\left(p_{2} / p_{1}\right)$ of direct transmission magnitudes for $P$ under two atmospheric conditions. Therefore, from (3.22), we have a simple method to find points at the same depth, without having to know their reflectances and sky apertures.

Let us now consider the numerical stability of the direct transmission ratio (3.23). Under heavy fog/haze (or when the dynamic range of the sensor is low), the direct transmission magnitudes are low and their ratio could be unstable. In
such cases, the ratio constraint can be supported by another constraint for depth segmentation we describe briefly. Consider the dichromatic planes of two different scene points as illustrated in Figure 3.13. It can be shown (using the geometric analysis in Figure 3.12) that the shaded triangles are similar if and only if the two scene points are at equal depths from the observer. Therefore, the constraint for two scene points to be iso-depth is given in terms of observables,

$$
\begin{equation*}
\overline{E_{1}^{(1)} E_{1}^{(2)}} \| \overline{E_{2}^{(1)} E_{2}^{(2)}} \tag{3.24}
\end{equation*}
$$

Using the constraints in (3.22) and (3.24) a sequential labeling like algorithm can be used to efficiently segment scenes into regions of equal depth.

### 3.6.3 Scene Structure using Color Constraints

We extend the direct transmission ratio constraint given in (3.22) one step further and present a method to construct the complete structure of an arbitrary scene, from two images taken under poor weather conditions.

From (3.22), the ratio of direct transmissions of a scene point $P$ under two atmospheric conditions, is given by

$$
\begin{equation*}
\frac{p_{2}}{p_{1}}=\frac{E_{\infty_{2}}}{E_{\infty_{1}}} e^{-\left(\beta_{2}-\beta_{1}\right) d} . \tag{3.25}
\end{equation*}
$$

Note that we have already computed the left hand side of the above equation using (3.23). Taking natural logarithms on both sides, we get

$$
\begin{equation*}
\left(\beta_{2}-\beta_{1}\right) d=\ln \left(\frac{E_{\infty_{2}}}{E_{\infty_{1}}}\right)-\ln \left(\frac{p_{2}}{p_{1}}\right) . \tag{3.26}
\end{equation*}
$$

So, if we know the horizon brightness values, $E_{\infty_{1}}$ and $E_{\infty_{2}}$, then we can compute the scaled depth $\left(\beta_{2}-\beta_{1}\right) d$ at $P$. As before, $\left(\beta_{2}-\beta_{1}\right) d$ is just the difference in optical thicknesses (DOT) for the pathlength $d$, under the two weather conditions.

## Estimation of $E_{\infty_{1}}$ and $E_{\infty_{2}}$

The expression for scaled depth given in (3.26), includes the horizon brightness values, $E_{\infty_{1}}$ and $E_{\infty_{2}}$. These two terms are observables only if some part of the sky is visible in the image. However, the brightness values within the region of the image corresponding to the sky, cannot be trusted since they are prone to intensity saturation and color clipping. Here, we estimate $E_{\infty_{1}}$ and $E_{\infty_{2}}$ using only points in the "non-sky" region of the scene.

Let $q_{1}$ and $q_{2}$ denote the magnitudes of airlight for a scene point $P$ under atmospheric conditions $\beta_{1}$ and $\beta_{2}$. Using (2.28), we have

$$
\begin{equation*}
q_{1}=E_{\infty_{1}}\left(1-e^{-\beta_{1} d}\right), \quad q_{2}=E_{\infty_{2}}\left(1-e^{-\beta_{2} d}\right) . \tag{3.27}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\frac{E_{\infty_{2}}-q_{2}}{E_{\infty_{1}}-q_{1}}=\frac{E_{\infty_{2}}}{E_{\infty_{1}}} e^{-\left(\beta_{2}-\beta_{1}\right) d} \tag{3.28}
\end{equation*}
$$

Substituting (3.25), we can rewrite the previous equation as

$$
\begin{equation*}
\left(\frac{p_{2}}{p_{1}}\right)=\frac{q_{2}-c}{q_{1}}, \quad \text { where }, \quad c=E_{\infty_{2}}-\left(\frac{p_{2}}{p_{1}}\right) E_{\infty_{1}} . \tag{3.29}
\end{equation*}
$$

Comparing (3.29) and (3.23), we get $c=\left|O A_{t}\right|$ (see Figure (3.12)). Hence, the expression for $c$ in (3.29) represents a straight line equation in the unknown parameters, $E_{\infty_{1}}$ and $E_{\infty_{2}}$. Now consider several pairs of $\left\{c^{(i)},\left(p_{2}^{(i)} / p_{1}^{(i)}\right)\right\}$ corresponding to scene points $P_{i}$, at different depths. Then, the estimation of $E_{\infty_{1}}$ and $E_{\infty_{2}}$ is reduced to a line fitting problem. Quite simply, we have shown that the horizon brightnesses under different weather conditions can be computed using only nonsky scene points. This is very similar in spirit to the method proposed in the contrast-based algorithm in Section 3.4.

Since both the terms on the right hand side of (3.26) can be computed for every scene point, we have a simple algorithm for computing the scaled depth at each scene point, and hence the complete scene structure, from two images taken under different atmospheric conditions.

We now present results showing scene structure recovered from both synthetic and real color images. The synthetic scene we used is shown on the left side of Figure $3.14(a)$ as a $200 \times 200$ image with 16 color patches. The colors in this image represent the direct transmission or "clear day" colors of the scene. We assigned a random depth value to each color patch. The rotated 3D structure of the scene is shown on the right side of Figure $3.14(a)$. Then, two different levels of fog $\left(\beta_{1} / \beta_{2}=0.67\right)$ were added to the synthetic scene according to the dichromatic model. To test robustness, we added noise to the foggy images. The noise was randomly selected from a uniformly distributed color cube of dimension 10. The resulting two foggy (and noisy) images are shown in Figure 3.14(b). The structure shown in $3.14(c)$ is recovered from the two foggy images using the above technique.

Simulations were repeated for the scene in Figure 3.14(a) for two relative scattering coefficient values $\left(\beta_{1} / \beta_{2}\right)$, and three different noise levels. Once again, the noise was randomly selected from a uniformly distributed color cube of dimension $\eta$. Table 3.1 shows results of simulations for two parameter sets $\left\{\beta_{1} / \beta_{2}, E_{\infty_{1}}, E_{\infty_{2}}\right\}=$ $\{0.5,100,255\}$ and $\{0.67,200,400\}$. The computed values for $E_{\infty_{1}}, E_{\infty_{2}}$, and the percentage RMS error in the recovered scaled depths, computed over all $200 \times 200$ pixels are given. These results show that our method for recovering structure is robust for reasonable amounts of noise.

Experiments with two real scenes imaged under foggy conditions and the


Figure 3.14: Experiments with a synthetic scene. (a) On the left, a $200 \times 200$ pixel image representing a synthetic scene with 16 color patches, and on the right, its rotated 3D structure. (b) Two levels of fog $\left(\beta_{1} / \beta_{2}=0.67\right)$ are added to the synthetic image according to the dichromatic model. To test robustness, noise is added by random selection from a uniformly distributed color cube of dimension 10 . (c) The recovered structure ( $3 \times 3$ median filtered).

| Noise $(\eta)$ | 0 | 5 | 10 | 15 |
| :---: | :---: | :---: | :---: | :---: |
| Estimated $E_{\infty_{1}}$ | 100 | 108.7 | 109.2 | 119.0 |
| Estimated $E_{\infty_{2}}$ | 255 | 262.7 | 263.6 | 274.0 |
| Depth Error $(\%)$ | 0.0 | 7.14 | 11.7 | 15.3 |

(a) Actual Values $\left\{\beta_{1} / \beta_{2}, E_{\infty_{1}}, E_{\infty_{2}}\right\}=\{0.5,100,255\}$

| Noise $(\eta)$ | 0 | 5 | 10 | 15 |
| :---: | :---: | :---: | :---: | :---: |
| Estimated $E_{\infty_{1}}$ | 200 | 204.3 | 223.7 | 249.5 |
| Estimated $E_{\infty_{2}}$ | 400 | 403.8 | 417.5 | 444.2 |
| Depth Error (\%) | 0.0 | 12.3 | 15.3 | 17.8 |

(b) Actual Values $\left\{\beta_{1} / \beta_{2}, E_{\infty_{1}}, E_{\infty_{2}}\right\}=\{0.67,200,400\}$

Table 3.1: Simulations were repeated for the scene in Figure 3.14(a), for two sets of parameter values, and three different noise levels. Noise was randomly selected from a uniformly distributed color cube of dimension $\eta$.
depth maps computed are shown in Figures 3.6.3 and 3.16. The table in Figure 3.16 compares the computed relative depths with ground truth relative depths (obtained using satellite orthophotos) of 5 different regions, $d_{1}-d_{5}$, in the scene. The relative depths are averaged over small neighborhoods. The window regions do not remain constant and thus produce erroneous depth values. Note that scaled depth can be computed only approximately due to the illumination occlusion problem (see Appendix B for more details).

### 3.7 Range Map using Polarization Model

We will now describe an algorithm to compute scaled depth using our polarization model. In this algorithm, we take two images in quick succession through different orientations of the polarizer without waiting for the weather condition to change. The orientation change of the polarizer induces an "artificial weather change" allowing us to compute structure almost instantaneously. In this case, we however,


Figure 3.15: Structure using Dichromatic color constraints. (a) A scene imaged under two different foggy conditions. These images were captured under overcast sky conditions. (b) Depth map computed from images in (a).
assume that the scene radiance is not polarized.
To compute the depth map, we need to first estimate the global parameter $P$ in the polarization model (2.29). The degree of polarization of the measured scene (i.e., the direct transmission combined with airlight) is

$$
\begin{equation*}
p=\frac{I^{\perp}-I^{\|}}{I^{\perp}+I^{\|}} . \tag{3.30}
\end{equation*}
$$

As $d \rightarrow \infty$,

$$
\begin{equation*}
p \rightarrow \frac{E_{\infty}^{\perp}-E_{\infty}^{\|}}{E_{\infty}^{\perp}+E_{\infty}^{\|}}=P . \tag{3.31}
\end{equation*}
$$

We measure the parameters $E_{\infty}^{\perp}, E_{\infty}^{\|}$directly from a part of the sky visible in the images and hence compute the global parameter $P$ (see [116] for more details). Then, from equations 2.30, 2.38 and 2.35, we can compute the optical thickness as:

$$
\begin{equation*}
\beta d=-\log \left[1-A / E_{\infty}\right]=-\log \left[1-\frac{I^{\perp}-I^{\|}}{P E_{\infty}}\right] \tag{3.32}
\end{equation*}
$$
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| Relative <br> Depth | Ground <br> Truth | Computed <br> Value |
| :---: | :---: | :---: |
| $\mathrm{d} 3 / \mathrm{d} 1$ | 9.55 | 10.457 |
| $\mathrm{~d} 2 / \mathrm{d} 1$ | 6.98 | 7.72 |
| $\mathrm{~d} 4 / \mathrm{d} 1$ | 6.41 | 6.49 |
| $\mathrm{~d} 5 / \mathrm{d} 1$ | 8.82 | 9.30 |

Relative Depth Verification
using Satellite Orthophoto Data

Figure 3.16: Computing structure from two foggy images using color constraints. Table comparing the computed relative depths with ground truth relative depths (obtained using satellite orthophotos) of 5 different regions, $d_{1}-d_{5}$, in the scene. The relative depths are averaged over small neighborhoods. The window regions do not remain constant and thus produce erroneous depth values. Note that scaled depth can be computed only approximately due to the illumination occlusion problem (see Appendix B for more details). All the images are contrast stretched for display purposes.


Figure 3.17: Images of the perpendicular and parallel polarization components. The parallel component has the best image contrast that optics alone can give, but in this case it is only slightly better than the contrast in the image of the worst polarization state. The raw images were acquired instantly, without waiting for changes in the visibility.

Note that the estimated distance $d$ is known up to a scale factor, which is the unknown scattering coefficient $\beta$.

We took images of a distant scene at different orientations of a polarizer. Figure 3.17 shows the perpendicular and the parallel polarization components of the scene. The acquisition of the raw images was not conducted in the trivial situation described in Section 2.5.1: the haze was rather dense (visibility of a few kilometers), indicating the abundance of depolarizing multiple scatterings. For this reason, the parallel component has only a slight improvement of image contrast relative to the contrast in the perpendicular component. We note that due to the


Figure 3.18: The range map of the scene estimated from images in Figure 3.17. The farther the object, the darker the shade. Some surfaces of close objects are wrongly marked as distant ones due to their high degree of polarization.
partial polarization of the airlight, $I^{\|}$was darker than $I^{\perp}$. For clarity of display, the intensity of each of the photos shown in Figure 3.17 is contrast-stretched, while the hue and saturation are as in the raw images. More details about obtaining these components are given in Appendix D.

We obtained a range map from the images shown in Figure 3.17. The depth map is shown in Figure 3.18. To remove local outliers, we median filtered the depth map. In this figure, darker points correspond to more distant objects. The map is qualitatively consistent with the scene, indicating, for example, the close buildings, and the increase of distance uphill on the distant ridge. The range map also reveals the problems of the model. As discussed in Section 2.5.2, the degree of polarization of the distant, hazy objects is small relative to the airlight. For close objects, however, this may not be true. Indeed, a significant partial polarization was observed in some surfaces on the close buildings, especially those directly lit by the sun. In Fig. 3.18, this manifests in a "dark" shading of the points corresponding to these objects (rather than a "bright" shade). In those regions the algorithm suppresses the specularities.

### 3.8 Summary and Comparison

In this chapter, we presented several algorithms to compute depth information from one or more images taken in poor visibility conditions. Even though bad weather is a hindrance to a vision system, it can be put to good use. We showed that all the single scattering models - attenuation, airlight, contrast (or monochrome), dichromatic polarization models can be used in various weather and illumination conditions to compute scaled depth. In all cases, we assumed that the atmosphere is more or less homogeneous within the field of view.

The attenuation and airlight models were used to compute depth information separately in special situations of illumination and weather conditions (Sections 3.1, and 3.2 respectively). Then, several algorithms that took into account the combined effects of attenuation and airlight, were developed. Most of these algorithms (Sections 3.3,3.4, and 3.6) required multiple images taken under different visibility conditions. The illumination distribution was assumed to be constant (for example, overcast sky) between image acquisitions although the global illumination intensities varied. However, we made no assumption on or used no knowledge of the exact nature of scene reflectances or the sky apertures of the scene points. On the other hand, the polarization based algorithm of Section 3.7, did not require weather conditions to change and can be used to compute depth maps of scenes instantaneously. However, the scene radiances are assumed to be non-polarized. See Figure 3.19 for a quick comparison of all algorithms presented in this chapter.

How do such scene recovery methods compare with existing ones in computer vision? Unlike binocular stereo, they do not suffer from the problems of correspondence and discontinuities. Nor do they require tracking of image features

| Algorithm | Model | Computed <br> Information | Input Images | Scene |
| :--- | :---: | :---: | :---: | :---: |
| Section 3.1 | Attenuation | Relative depths <br> of light sources | Two images of <br> sources in different <br> weather at night | Light Sources |
| Section 3.2 | Airlight | Complete <br> 3D Structure | One image in <br> dense weather | No Restriction |
| Section 3.3 | Monochrome <br> (or Contrast) | Depth Edges | Two images in <br> different weather | No Restriction |
| Section 3.4 | Monochrome <br> (or Contrast) | Complete <br> 3D Structure | Two images in <br> different weather | No Restriction |
| Section 3.5 | Dichromatic | Complete <br> 3D Structure | Two images, one <br> in clear and other <br> in bad weather | No Restriction |
| Section 3.6 | Dichromatic | Complete <br> 3D Structure | Two images in <br> different weather | No Restriction |
| Section 3.7 | Polarization | Complete | Two images through <br> 3ifferent polarizer <br> 3D Structure | Unpolarized |

Figure 3.19: A qualitative comparison of the algorithms for computing depth information from poor weather images.
as in structure from motion. Furthermore, they are particularly useful for scenes with distant objects (even miles away) which pose problems for stereo and motion. In the next chapter, we will focus on using the structure information to remove weather effects from images and video.

## Chapter 4

## Removing Weather Effects from Images and Videos

Bad weather can severely impact the performance of vision systems. Ultimately, any vision system must overcome weather effects in order to perform more robustly in bad weather. Mechanisms can be explicitly or implicitly included in a vision system to make it robust to weather. In the explicit approach, we may first remove weather effects from input images/videos using physics-based algorithms to obtain clear day images. Further tasks (say, tracking, identification, etc) may be then performed using the deweathered images. In other words, explicit methods preprocess the images before the images are further analyzed by a vision system. Such methods allow us to use existing vision systems unchanged. This approach is also useful when the goal is only to remove weather effects to obtain "good-looking" clear day pictures for humans to view.

On the other hand, implicit methods simultaneously use physics-based models and constraints for image understanding in bad weather, as well as the task that
a particular vision system does normally. This approach can be task dependent and hence can be more involved when compared to the explicit approach. However, it can provide significant flexibility in designing robust measures to overcome weather effects and at the same time perform the required task. Furthermore, in real-time tasks, where applying an explicit method is computationally expensive, faster implicit methods may be necessary. Design of implicit methods for a variety of vision tasks (say, tracking, identification, etc) is set aside for future work.

It is clear that the weather effects depend on the depths of scene points from the observer. Hence, restoring clear day scene colors and contrasts (deweathering) from a single image of the scene, without knowing scene structure, is inherently under-constrained. In this chapter, we will describe a variety of algorithms for restoring contrasts and colors of the scene irrespective of scene reflectances and scene structure.

If the scene is at constant depth from the observer ( $d$ is same for all pixels), weather effects are constant in the entire scene. In this case, simple image processing algorithms (for example, contrast stretching) can be used to remove the weather effects. However, for scenes with significant depth variations, traditional space-invariant image processing techniques will not suffice. We develop three algorithms that are based on the contrast, dichromatic and polarization models. These algorithms use scene structure computed from poor weather images (as demonstrated in the previous chapter) to deweather images and videos captured in poor weather conditions. The algorithms are fast and are linear in image size.

In several situations, structure cannot be computed since multiple images (captured under different weather conditions or polarizer orientations) may not
be available. In such cases, we propose deweathering a single image using simple additional information provided interactively by the user. Our interactive method for deweathering can serve as an easy-to-use plug-in for a variety of image processing software.

In all of our experiments, the images are linearized using the radiometric response curve of the imaging system that is computed off-line using a color chart. In addition, multiple images of the scene are acquired with different exposures (or shutter speeds) and are combined to obtain a high dynamic range maps of the image irradiances [78].

### 4.1 Clear Day Contrast Restoration

In this section, we present a method to restore contrast of an arbitrary scene using scaled depths (3.18) of scene points. We assume that there exists a patch $E_{\text {zero }}$ in the scene whose direct transmission is zero. This can happen in two instances. First, $E_{z e r o}$ can be a black patch with its scene radiance equal to zero. Note that the black scene patch will not appear black in the image due to the addition of airlight. Second, $E_{\text {zero }}$ could be a distant scene patch that is completely invisible due to strong airlight. In other words, this distant scene patch has zero direct transmission and its contrast cannot be restored from a bad weather image.

We can either mark such a patch manually or detect one automatically from the image. An algorithm to detect zero direct transmission patches automatically in weather degraded images is presented in the next section. Since the apparent brightness of the patch $E_{\text {zero }}$ is solely due to airlight, its optical depth can be computed as,

$$
\begin{equation*}
\beta d_{\text {zero }}=-\ln \left(1-E_{\text {zero }} / I_{\infty}\right) . \tag{4.1}
\end{equation*}
$$

Then, the optical depth of any other scene point $P_{i}$ is obtained using,

$$
\begin{equation*}
\beta d_{i}=\left(\beta d_{z e r o}\right)\left(\frac{d_{i}}{d_{\text {zero }}}\right), \tag{4.2}
\end{equation*}
$$

where, the second term can be computed using the ratio of scaled depths (see (3.18)). Then, the normalized radiance $\rho_{i}$ of the scene point $P_{i}$ is estimated using (2.19). Recall that $\rho$ does not depend on the weather condition $\left(\beta, I_{\infty}\right)$. Thus, by computing $\rho$ for each scene point, we restore contrast of the entire scene.

Note that structure computation requires two images to be taken under different weather conditions but under similar daylight spectra. However, once scene structure is computed, contrast can be restored from a single image of the scene taken under arbitrary weather and illumination conditions.

## Experimental Results

Results of experiments performed on images of a real scene are shown in Figures 4.1. Figures 4.1(a,b) show two high dynamic range images of the same scene captured under different conditions of mist (light and moderate). The depth map computed is shown in Figure 4.1(c). Notice the windows of the farther buildings that are clearly visible in (d) as compared to the images in (a). In general, removing the spatio-temporal effects of rain is a much harder problem compared to more stable weather conditions such as fog, mist, and haze. The brightnesses due to rain drops in the scene cannot be modeled using the simple direct transmission and airlight models used in this thesis. However, for faraway scenes with no significant spatiotemporal effects, we could apply our technique for rain images as well.

## Experiments with Video : Moving Objects

Consider an outdoor surveillance video camera capturing a scene (with moving objects) over an extended period of time. We would like to process this video in

(e) Image taken in rainy conditions (f) Computed contrast restored image (from (e) and (c))

Figure 4.1: $[\mathbf{a}-\mathbf{d}]$ Structure computation and restoration of image contrast from two images taken under poor visibility conditions. The depth map is median filtered and averaged to reduce noise. Notice the significant increase in contrast in the farther buildings. Contrast stretching is applied to all the images for display purposes. [e-f] Contrast restoration from one bad weather (in this case, rain) image and pre-computed scene structure. The depth map computed from two misty images (in (c)) was used to restore contrast from just one image of the same scene under rain. The rainy image shown in (e) and the misty images shown in (a) and (b) were captured on different days. (f) Contrast restoration using the algorithm proposed.
real-time to obtain a weather-free video. Note that our algorithms cannot remove temporal effects of rain from a video of a rainy scene. For the purposes of discussion, we define the static part of the scene as the background, and the moving objects in the scene as the foreground. The foreground objects can be separated from the background using any background subtraction method (for instance, [127]). Then, weather-free video is obtained using an algorithm that has the following two stages:

- Initialization stage : We first detect any change in weather condition using normalized SSD (section 3.3). Then, the two frames that correspond to the different weather conditions are used to compute scaled depths of the background scene (section 3.4).
- Contrast Restoration : Note that the methods we described hitherto cannot be used to restore contrast of moving objects since their depths are unknown. Therefore, heuristics are needed to assign depths to foreground objects. One conservative heuristic is to examine the depths in a neighborhood around each moving object and assign the minimum depth to it. The algorithm presented in section 4.1 can then applied to the entire frame to restore scene contrast.

Experimental results with a video of a traffic scene taken under foggy conditions are shown in Figure 4.2. We used an off-the-shelf 8-bit digital video camera and captured two short video clips half an hour apart. As described in previous experiments, we linearized the frames with the radiometric response function of the video camera. We averaged 100 frames in each video clip to reduce noise and used the resulting images to compute structure of the background scene (buildings). The


Figure 4.2: Experiments with videos of a traffic scene on a foggy day. (a) - (b) Two short video clips were captured half an hour apart using an 8-bit video camera. 100 frames were averaged to reduce noise. Note that the vehicles on the road in the two images are different. (c) The depth map was computed for the background image using the algorithm presented in section 5 . The scaled depths of the region corresponding to the road were linearly interpolated using scaled depth values at pixels on the left and right corners of the road. (d) The de-fogged (contrast restored) image obtained from the frame in (b). Compare the contrast restored image with the histogram equalized image in Figure 4.4.


Figure 4.3: Zoomed in regions of the frame (see the marked rectangles in Figure 4.2(b)) demonstrate the significant increase in contrast at various depths of the scene. Note that different amounts of fog were removed at different depths. Also, notice the better contrast of moving objects (vehicles).


Figure 4.4: Artificial contrast enhancement (not contrast restoration) of a foggy image by histogram equalization does not remove fog completely at all depths in the scene. In this example, farther depths have poorer contrast when compared to the nearer depths.
scaled depths in the road region were linearly interpolated using scaled depth values at pixels on the left and right corners of the road. Then, contrasts of buildings, the road and moving vehicles were restored for each frame of the video. Notice the significant increase in contrast at various depths in the scene (Figures $4.2(\mathrm{~d})$ and 4.3). In our current implementation, contrast restoration was applied to the video off-line.

### 4.2 Clear Day Scene Colors using Dichromatic Model

In this section, we compute the scene colors as they would appear on a clear (but overcast day) from two bad weather images. More precisely, we compute the direct transmission colors of the entire scene using minimal a priori scene information. For this, we first show that, given additional scene information (airlight or direct transmission vector) at a single point in the scene, we can compute the clear day colors of the entire scene from two bad weather images.

Consider the dichromatic model given in (2.27). The color of a scene point $P_{i}$ under weather condition $\beta$ is,

$$
\begin{equation*}
\mathbf{E}^{(i)}=p^{(i)} \hat{\mathbf{D}}^{(i)}+q^{(i)} \hat{\mathbf{A}}, \tag{4.3}
\end{equation*}
$$

where $p^{(i)}$ is the direct transmission magnitude, and $q^{(i)}$ is the airlight magnitude of $P_{i}$. Suppose that the direction $\hat{\mathbf{D}}^{(i)}$ of direct transmission color for a single point $P_{i}$ is given. Besides, the direction $\hat{\mathbf{A}}$ of airlight color for the entire scene can be estimated using (3.21). Therefore, the coefficients $p^{(i)}$ and $q^{(i)}$ can be computed using (4.3). Furthermore, the optical thickness $\beta d_{i}$ of $P_{i}$ can be computed from (2.28).

Since we have already shown how to compute the scaled depth of every scene point (see (3.26)), the relative depth $d_{j} / d_{i}$ of any other scene point $P_{j}$ with respect to $P_{i}$ can be computed using the ratio of scaled depths. Hence, the optical thickness and airlight for the scene point $P_{j}$, under the same atmospheric condition are given by,

$$
\begin{gather*}
\beta d_{j}=\beta d_{i}\left(d_{j} / d_{i}\right) \\
q^{(j)}=E_{\infty}\left(1-e^{-\beta d_{j}}\right) \tag{4.4}
\end{gather*}
$$



Figure 4.5: The observed color $\mathbf{E}$ of a scene point, its airlight direction $\hat{\mathbf{A}}$ and clear day color direction $\hat{\mathbf{D}}$ are shown in the R-G-B color cube. $\tilde{q}$ is the distance from $\mathbf{E}$ to a surface of the cube along negative $\hat{\mathbf{A}}$. For scene points whose clear day colors do not lie on the cube surface, $\tilde{q}$ is greater than the true airlight magnitude $q$.

Finally, the direct transmission color vector of $P_{j}$ can be computed as

$$
\begin{equation*}
p^{(j)} \hat{\mathbf{D}}^{(j)}=\mathbf{E}^{(j)}-q^{(j)} \hat{\mathbf{A}} . \tag{4.5}
\end{equation*}
$$

Thus, given a single measurement (in this case, the direction of direct transmission color of a single scene point), we have shown that the direct transmission and airlight color vectors of any other point, and hence the entire scene can be computed. But how do we specify the clear day color of any scene point without actually capturing the clear day image?

For this, we assume that there exists at least one scene point whose direct transmission color $\mathbf{D}$ lies on the surface of the color cube (including origin or black) and we wish to identify such point(s) in the scene automatically. Consider the R-G-B color cube in Figure 4.5. If the clear day color of a scene point lies on the surface of the color cube, then the computed $\tilde{q}$ is equal to the airlight magnitude $q$ of that point. However, if it lies within the color cube, then clearly $\tilde{q}>q$.

(b) Output: Dehazed 3D views

Figure 4.6: Effective structure computation and color restoration in haze. The input images acquired under different hazy conditions are used to compute the scene structure by applying the dichromatic color constraints based algorithm in Section 3.6. Then, the algorithm proposed in this section is used to deweather the images. The rotated threedimensional illustrations are texture mapped with the dehazed result. The depth map was smoothed using median filtering. Two more views of the depth map are shown in Figure 4.7.


Figure 4.7: Two additional views of the rotated depth maps obtained from the input hazy images in Figure 4.6.

For each point $P_{i}$, we compute $\tilde{q}^{(i)}$ and optical thickness $\widetilde{\beta_{1} d_{i}}$. Note that $\widetilde{\beta_{1} d_{i}}$ may or may not be the correct optical thickness. We normalize the optical thicknesses of the scene points by their scaled depths (DOTs) to get

$$
\begin{equation*}
\widetilde{\alpha_{i}}=\frac{{\widetilde{\beta_{1} d_{i}}}_{i}^{\left(\beta_{2}-\beta_{1}\right) d_{i}}}{\text {. }} \tag{4.6}
\end{equation*}
$$

For scene points that do not lie on the color cube surface, $\tilde{\alpha}_{i}$ is greater than what it should be. Since we have assumed that there exists at least one scene point whose clear day color is on the surface of the cube, it must be the point that has the minimum $\tilde{\alpha}_{i}$. So, $\tilde{q}^{(i)}$ of that point is its true airlight. Hence, from (4.4), the airlights and direct transmission colors of the entire scene can be computed without using a clear day image. For robustness, we use $k$ least $\tilde{\alpha}_{i}{ }^{\prime} s$. We call this the Color Cube Boundary Algorithm.

Figure 4.6 illustrates experiments with a real scene. Usually in urban scenes, window interiors have very little color of their own. Their intensities are solely due to airlight and not due to direct transmission. In other words, their direct
transmission color is black (the origin of the color cube). We detected such points in the scene using the above technique and recovered the clear day colors of the hazy scene.

### 4.3 Instant Dehazing using Polarization

In this section, we present a simple algorithm to remove effects of haze using polarization filtering. Two images, $I^{\|}$and $I^{\perp}$, are acquired by varying the polarizer orientation. From equations 2.35 and 2.38 , the airlight can be computed from the polarization components, $I^{\|}$and $I^{\perp}$ as:

$$
\begin{equation*}
A=\frac{I^{\perp}-I^{\|}}{P}, \tag{4.7}
\end{equation*}
$$

Then, the direct transmission is computed as

$$
\begin{equation*}
D=I^{\text {total }}-A=I^{\|}+I^{\perp}-A \tag{4.8}
\end{equation*}
$$

In this image the additive effect of the airlight is removed. Recall that beside the addition of airlight, the haze attenuates the light coming from the object. By compensating for the attenuation of the transmitted light, we obtain an estimate for the scene radiance that would have been measured in the absence of atmospheric scattering:

$$
\begin{equation*}
R=\frac{I^{\text {total }}-A}{e^{-\beta d}}=\frac{I^{\text {total }}-A}{1-A / E_{\infty}} \tag{4.9}
\end{equation*}
$$

$R$ is hence the dehazed image. We measure the values for $E_{\infty}$ and $P$ from the sky as described in Section 3.7. For mild haze under sunny skies, note that $E_{\infty}, P$ and $\beta$ are functions of the light wavelength $\lambda$. For this reason the airlight in moderate haze is typically bluish. In order to account for the wavelength dependence, it is best to analyze the images with high spectral resolution. Since we only have RGB channels in our camera, we performed the analysis for each channel independently.


Figure 4.8: Instant dehazing of images using polarization. Two images acquired by varying the polarizer orientation are used to compute the range map as well as a dehazed view of the scene. Notice the significant improvement in contrast and color in the dehazed image.

We applied this algorithm to the images shown in Figures 4.9 and 4.8. The dehazed image has much better contrast and color than what optical filtering alone yields, especially in the distant regions of the scenes. Moreover, the algorithm removed the blue color bias, which existed in the raw images. Thus the green forest is clearly visible in the distant scene, while in the raw images that area looks like grayish-blue noise (Figure 4.9). The colors of the red bricks and roofs of the distant buildings are also restored. The improvement of color is also seen in the closer objects, like the orange building on the right, where the blue airlight was weaker.

(c) Computed De-hazed Image

(d) Zoomed in regions showing color restoration

Figure 4.9: Instant dehazing of images using polarization. Two images acquired by varying the polarizer orientation are used to compute a dehazed view of the scene. Notice the significant improvement in contrast and color in the output image. In the magnified image portions, note the green forest and lawns, the red roofs of the houses and the white buildings on the ridge.

### 4.4 Interactive Deweathering

In this section, we address the question of how to deweather a single image of a scene without using precise depth information. In the previous sections, we showed that multiple images of the same scene are necessary to compute scene structure which can then be used for deweathering. However, in many cases, it may not be possible to acquire multiple images. For instance, today there are millions of pictures corrupted by weather, that are taken by amateur and professional photographers, with virtually no information about the depths or the atmosphere tagged to them. Very often, all we may have is a single photograph of a scene that we wish to deweather. In such cases, we will show that using minimal additional input from the user can successfully break the ambiguities in deweathering an image.

Based on the contrast and color models, we present two algorithms to interactively deweather a single image. In both these cases, the user provides simple inputs through a visual interface to our physics-based algorithms for restoring contrasts and colors of the scene. The types of input (for instance, approximate direction in which scene depths increase, or a rough depth segmentation or a region of good color fidelity) may vary from scene to scene, but are easy to provide for a human user. We show several results that illustrate effective deweathering of both color and gray-scale images captured under harsh weather conditions. Since the algorithms do not require precise information about scene structure or atmospheric condition, they serve as easy-to-use plug-ins for existing image processing software, such as Adobe Photoshop ${ }^{T M}$. We believe that our interactive methods will make deweathering widely applicable.

### 4.4.1 Dichromatic Color Transfer

Consider a scene with points at different depths but with similar clear day colors. For instance, trees at different distances, or buildings at different depths, may have similar color directions (although their magnitudes may vary) on a clear day. In this scenario, the colors of near scene points are less corrupted by bad weather as compared to the distant scene points. We now describe an algorithm to transfer colors from nearby regions to replace colors of regions that are most effected by bad weather, in a physically consistent manner. In other words, we impose constraints based on the dichromatic model $(2.27,2.28)$ to select colors of near scene points to replace colors of far scene points.

Interactive Step: Only two manual inputs are necessary for the color transfer algorithm. First, we select a nearby "good" region in the image, where colors $\mathbf{D}$ are not corrupted (or, minimally altered) by bad weather, as shown by the white rectangle in Figure 4.10(a). Then, we mark a region (say, sky) that most resembles the color of airlight, as shown by the black rectangle in Figure 4.10(a) ${ }^{1}$. The average color within this region is computed to estimate the direction $\hat{\mathbf{A}}$ of airlight color.

Automated Step: For each pixel, with color $\mathbf{E}_{\mathbf{i}}$, in the weather effected region, we search for the best matching color in the "good" region. The search is restricted to a set of pixels in the "good" region that satisfy the dichromatic planarity (2.27),

$$
\mathbf{E}_{\mathbf{i}} \cdot(\mathbf{D} \times \hat{\mathbf{A}})=\mathbf{0}
$$

From this set, we choose a pixel whose color $\hat{\mathbf{D}}_{\mathbf{i}}$ is farthest (in terms of angle) from

[^7]

Figure 4.10: Color correction by dichromatic color transfer. (a) Input misty image consisting of green bushes at different distances. A region of "good" color is marked in the white rectangle. A region that most resembles the color of mist is marked in the black rectangle. (b) Colors from the near "good" region are transfered to farther regions. Notice the bluish colors of the farther bushes replaced by greenish colors.
the fog color $\hat{\mathbf{A}}$, using

$$
\min \{\hat{\mathbf{D}} \cdot \hat{\mathbf{A}}\} .
$$

In order to compute the magnitude of the color used to replace the pixel $\mathbf{E}_{\mathbf{i}}$, we use the dichromatic model (2.27) to decompose the scene color $\mathbf{E}_{\mathbf{i}}$ into two components :

$$
\mathbf{E}_{\mathbf{i}}=p \hat{\mathbf{D}}_{\mathbf{i}}+q \hat{\mathbf{A}}
$$

Finally, we replace the color $\mathbf{E}_{\mathbf{i}}$ of the pixel by the deweathered color, $p \hat{\mathbf{D}}_{\mathbf{i}}$. Note that the ambiguities in the dichromatic model are broken due to the presence of similar colored scene points at different distances. This algorithm does not require any information regarding scene depths or atmospheric conditions. Further, it does not assume homogeneity of the atmosphere over the entire field of view. The result of applying this method is shown in Figure 4.10 (b). Notice the significant change in the colors of the far bushes.

### 4.4.2 Deweathering using Depth Heuristics

A limitation of the color transfer method is that all colors in the weather effected region may not have corresponding colors in the "good" color region. In this section, we describe deweathering using heuristics on scene depths. Note that subtle weather effects within small depth ranges are not captured by a camera with limited dynamic range (say, 8 bits). Therefore, precise distances are not required for effective deweathering. Moreover, in many cases, it may be possible to input approximate "trends" in the depths of scene points (say, the direction of increasing depths). For instance, a scene with a street along the viewing direction is common in surveillance or tracking scenarios (see Figure 4.14). The deweathering algorithm is detailed below.

Interactive Step: We select a region of the sky to obtain the sky intensity $E_{\infty}$ (and sky color direction $\hat{\mathbf{A}}$, if the input is a color image). Then, the "depth trend" is interactively specified in the following manner. First, we input the approximate location of a vanishing point along the direction of increasing distance in the image (see red circle in Figure 4.12). The distances of the scene points are inversely related to their image distances to the vanishing point. Next, we input the approximate minimum and maximum distances and interpolate distances (say, using a linear or quadratic function) for points in between. For illustration purposes, we used

$$
\begin{equation*}
d=d_{\min }+\alpha\left(d_{\max }-d_{\min }\right), \tag{4.10}
\end{equation*}
$$

where, $\alpha \in(0,1)$ is the fractional image distance from a pixel to the vanishing point. For $d=d_{\max }, \alpha=1$ and for $d=d_{\min }, \alpha=0$. The resulting depth trend is shown in Figure 4.11 (a).

Automated Step: The contrast or monochrome model (Section 2.3) for the


Figure 4.11: Depth heuristics used to deweather images shown in Figures 4.12, 4.13 and 4.14 respectively. The vanishing point corresponding to the direction of increasing distances is marked. Approximate minimum and maximum distances are input to the algorithm and the intermediate distances are interpolated. The depths are not used for sky regions (empty spaces).
intensity $E$ of a scene point in bad weather, recorded by a monochrome camera, can be rewritten as:

$$
\begin{equation*}
E=R e^{-\beta d}+E_{\infty}\left(1-e^{-\beta d}\right), \tag{4.11}
\end{equation*}
$$

where $R$ is radiance of the scene point on a clear day. At every pixel, the depth estimate $d$ is known, and the sky brightness $E_{\infty}$ is measured. Generally, the atmosphere condition remains constant (or varies slowly) over small distance ranges and fields of view that are relevant to computer vision applications. If we assume homogeneity of the atmosphere, then the scattering coefficient $\beta$ is constant for all pixels in the image. Then, note that different values of the scattering coefficient $\beta$ produce the effects of different densities of bad weather (moderate, heavy, etc.). Thus, by continuously changing $\beta$ (imagine a slider in Adobe Photoshop ${ }^{T M}$ ), we can progressively estimate the clear day radiances $R$ at each pixel as,

$$
\begin{equation*}
R=\left[E-E_{\infty}\left(1-e^{-\beta d}\right)\right] e^{\beta d} \tag{4.12}
\end{equation*}
$$

Similarly, note that the dichromatic model (equation 2.27) can be used to restore colors in an RGB image. Therefore, while the color transfer method can be applied


Figure 4.12: Restoring clear day scene colors using depth heuristics. (a) Input image captured in mist. The colors and contrasts of scene points, especially in farther regions, are corrupted severely. (b) Two images illustrating different amounts of mist removed from the image in (a). These images were computed using the depth "trend" shown in Figure 4.11(a). (c) Zoomed in regions selected from (a) at different depths showing different amounts of mist. (d) Corresponding zoomed in regions of the deweathered images. Notice the significant contrast enhancement.
only to color images, this method can be applied to both color and gray-scale images. In this case, the homogeneity of the atmosphere breaks the ambiguity in deweathering an image. The results shown in Figures 4.12, 4.13 and 4.14 illustrate that approximate depth information can be used effectively for image deweathering.

(a) Input : Misty image

(c) Zoomed-in regions of (a)

(b) Output : Deweathering to different extents
(by choosing different values for $\beta$ )

(d) Contrast and color restoration in zoomed-in regions.

Figure 4.13: Restoring clear day scene colors using depth heuristics. (a) Input image captured in mist. The colors and contrasts of scene points, especially in farther regions, are corrupted severely. (b) Two images illustrating different amounts of mist removed from the image in (a). These images were computed using the depth "trend" shown in Figure 4.11(b). (c) Zoomed in regions selected from (a) at different depths showing different amounts of mist. (d) Corresponding zoomed in regions of the deweathered images. Notice the significant quality improvement.


Figure 4.14: Restoring clear day scene contrasts using depth heuristics. (a) Input grayscale image captured in fog. The contrasts of scene points, especially in farther regions, are degraded severely. (b) Two images illustrating different amounts of fog removed from the image in (a). These images were computed using the depth "trend" shown in Figure 4.11(c). (c) Zoomed in regions selected from (a) at different depths showing different amounts of fog. (d) Corresponding zoomed in regions of the deweathered images. Notice the significant contrast enhancement.

### 4.5 Summary

Images captured in bad weather have poor contrasts and colors. These weather effects must be removed in order to reliably perform further vision-based analysis on the images. However, since weather effects depend on the depths of scene points, simple image processing will not suffice. In this chapter, we presented a set of algorithms to restore clear day contrasts and colors of scene points using scene structure computed using the algorithms described in Chapter 3. We demonstrated the effectiveness of the algorithms using experiments on several scenes captured in poor weather conditions. Finally, we presented a set of interactive tools to approximately deweather images when precise relative depth information is not available.

Chapters 3 and 4 illustrated the usefulness of single scattering models for scene interpretation. In the next part of the thesis, we present a multiple scattering model and present applications in scenarios where multiple scattering is significant and cannot be neglected.

## Part III

## Multiple Scattering in Participating Media

## Chapter 5

## A Multiple Scattering Model and its Applications

Virtually all methods in image processing and computer vision, for removing weather effects from images, assume single scattering of light by particles in the atmosphere. It is assumed that the irradiance at any pixel is solely due to scattering within a small column of the atmosphere along the pixel's line of sight. The previous parts of this thesis demonstrated the validity of this assumption in a variety of weather conditions, using several experiments. In these cases, single scattering dominates multiple scattering in the measured image irradiance. However, there are situations when multiple scattering can be significant and cannot be therefore neglected. A common manifestation of multiple scattering is the appearance of glows around light sources in bad weather. Figure 5.1 shows glows around light sources on a misty night. Light from the sources gets scattered multiple times and reaches the observer from different directions (Figure 5.2). Modeling multiple scattering is critical to completely understand the complex effects of weather on images, and hence


Figure 5.1: Night image of light sources in mist. The glows around sources reveal the weather condition, as well as the relative depths and shapes of sources.


Figure 5.2: Multiple scattering of light from a source to a sensor results in an image with a glow around the source.
essential for improving the performance of outdoor vision systems.
The complexity of modeling the traversal of light rays through the atmosphere is well known. One approach to solve this problem is to assume the paths of light traversal to be random and then to apply numerical Monte-Carlo techniques for ray tracing [6]. Computer graphics researchers [82; 112] have followed this approach (as well as approximations [50] like diffusion and single scattering) to render scenes in scattering media. However, millions of rays must be traced through the atmosphere to accurately model multiple scattering. Clearly, the computational complexity of this approach is too high to be suitable for most vision (or even graphics) applications.

In this chapter, we develop a new physics-based and analytic model for the multiple scattering of light rays as they travel from a light source to an observer.

This model is derived using the theory of light or radiative transport. The model is valid for various weather conditions including fog, haze, mist and rain. We demonstrate two applications that are relevant to the fields of Computer Graphics and Computer Vision. From the perspective of Computer Graphics, we demonstrate rendering of multiple scattering effects that is orders of magnitude faster than the existing Monte Carlo approaches. This is referred to as the forward problem. From the perspective of Computer Vision, the inverse problem is more interesting. Our model enables us to recover from a single image the shapes and depths of sources in the scene. In addition, the weather condition and the visibility of the atmosphere can be estimated. These quantities can, in turn, be used to remove the glows of sources to obtain a clear picture of the scene. Based on these results, we demonstrate that a camera observing a distant source can serve as a "visual weather meter". Although we have concentrated mostly on scattering within the atmosphere, our model is applicable to other scattering media such as fluids and tissues.

We begin by giving a brief description on the theory of Radiative Transfer. Then, we present a detailed derivation of the model for multiple scattering. The model is extensively validated and two applications of this model are presented.

### 5.1 Introduction to Radiative Transfer

The study of propagation of radiation through particulate media is commonly referred to as Radiative Transfer [17; 48]. Radiative transfer has been a major area of research in several fields including atmospheric optics, thermodynamics, astronomy, nuclear physics, oceanography, medical imaging and remote sensing. Although the applications of interest vary greatly among these areas, the theory of radiative trans-


Figure 5.3: An infinitesimal volume of a medium illuminated from all directions. The radiative transfer equation (RTE) describes the relationship between scattered light radiance (in a particular direction) and the irradiance incident (from all directions) for the infinitesimal volume.
fer provides a common mathematical framework for analyzing problems related to propagation of radiation that arise in these applications.

The basic idea in radiative transfer is to investigate the difference between light incident on, and exiting from, an infinitesimal volume of the medium, as shown in Figure 5.3. Mathematically, the change in flux through a small volume is given by an integro-differential equation, called the Radiative Transfer Equation (RTE). The directional intensity at any location (light field) in the medium is then obtained by solving this equation. The forward problem in radiative transfer is defined as the computation of the scattered light field in the medium given the properties of the medium and the sources. Similarly, the inverse problem can then be defined as the estimation of the properties of the medium and sources, given the scattered light field. The exact form of the RTE depends on the locations and types of the radiation sources and the types and distributions of particles within the medium. Although their exact mathematical forms can be complex, the RTEs present a clean framework for describing multiple scattering within media.


Figure 5.4: Plane parallel model used by most previous works to describe multiple scattering and diffusion. The source is generally collimated and is outside (infinitely far away from) the medium. Such a model can be used for scattering in clouds, for instance, but not for cases where the source is divergent and is within the scattering medium.

### 5.1.1 Forward Problem

Research focusing on solving the forward problem in radiative transfer has been pursued for the past several decades. At a high level, we can classify the literature in radiative transfer into the three categories - (a) methods that use computationally intensive numerical techniques to simulate transfer through media [6], (b) analytic approximations to radiative transfer such as diffusion [48] and single scattering [12; 4; 61] and (c) analytic solutions to specific radiative transfer equations [17].

While it is desirable to obtain analytic solutions to the transfer equation, it is generally hard. Several works [123; 17] on deriving analytic solutions have focused on the plane parallel RTE (see Figure 5.4) and its variations, where usually the radiation source is outside the medium. For instance, this has been an important RTE for researchers in atmospheric optics and astronomy where the medium (say, atmosphere around the earth or a star) is illuminated by a distant source (say, sun or the deep core of the star).

For applications where the sources are within media, the plane parallel geometry is not necessarily the most intuitive geometry for the scattering medium. Consider for example the glow around an outdoor lamp in fog. In this case, it is
better to approximate the medium surrounding the lamp by a sphere rather than a plane parallel medium and hence light transport should be analyzed using the spherical RTE rather than the plane parallel RTE. Similarly, other scenarios where light sources are within media are seen in medical imaging (endoscopy) or underwater imaging. As compared to the plane parallel RTE, very little work has been done on the analytic solution of a spherical RTE. Exceptions have been the works where the RTE has been solved either (a) by assuming isotropic scattering [17; $69]$, or (b) by solving for the average (total) intensity at any spatial location in the medium [5;28], instead of the directional intensities required to solve the forward problem.

In this chapter, we present an analytic series solution to the radiative transfer from an isotropic source present in a homogeneous spherical medium (described by the spherical RTE). This solution accounts for both isotropic and anisotropic phase functions as well as absorbing and purely scattering media. The series solution is compact and can be used to compute the scattered light field almost instantaneously.

### 5.1.2 Inverse Problem

While there has been considerable success in solving the forward RTE, the inverse RTE is generally ill-posed [6]. However, in special cases, several studies have attempted to solve the inverse RTE. It has been shown that light sources as seen through a medium (say, atmosphere), provide cues about the medium as well as the sources themselves. For instance, in astronomy, telescopic images of stars have been used to extract the shapes of the stars as well as information about the atmospheres surrounding the stars [16]. In atmospheric optics,
the fuzzy appearance of the sun (or moon) behind a cloud [67] has been used to recover scattering properties of particles in the cloud $[6 ; 60]$. The aureole seen around the moon during a solar eclipse provides information about the sun's corona and atmospheric aerosols [30]. The above works take into account multiple light scattering but the plane parallel RTE used in these cases (plane parallel model for radiative transfer shown in Figure 5.4) is not applicable to our setting where the source is inside a scattering medium. Exceptions are the works of [96; 14] which use the single scattering approximation to respectively estimate optical thickness and the properties of rainfall from observed peaks in multiple scattered intensities. In this work, for the case of purely scattering media, we will show that a simple two-parameter non-linear optimization can be used to solve the inverse RTE.

We begin by describing the spherical RTE and then derive an analytic solution to the forward problem. Then, we validate the solution using extensive simulations as well as real experiments in two media - atmosphere and milk. Although the work focuses on the atmosphere and milk, the results can be used analyze radiative transfer from sources through virtually any particulate medium such as smoke, tissue and blood. The most prominent resources for our work will be the classical textbooks of Chandrasekhar [17], Ishimaru [48], and Sobolev [123] on the theory of radiative transport.


Figure 5.5: Illustration of an isotropic point source illuminating a homogeneous spherical scattering medium. The multiple scattered light field in the medium depends on radial optical distance $T=\sigma R$ and the direction $\theta$ from the radial direction.

### 5.2 Spherical Radiative Transfer

In this section, we describe the type of medium and the source and hence write the equation of transfer for this setting.

### 5.2.1 Medium and Source Geometry

Consider a homogeneous scattering medium as shown in Figure 5.5. The isotropic point source at the center illuminates the medium. The light field due to this source is said to exhibit spherical symmetry. In other words, the light field $I$ in the medium only depends on the radial optical distance $T=\sigma R$ ( $\sigma$ is the extinction coefficient) and angle $\theta=\cos ^{-1} \mu$ from the radial direction and is expressed in terms of a Legendre polynomial series. We call the multiple scattered light field as just the point spread function (PSF).

### 5.2.2 Phase Function of Medium

When light is incident on a particle, it gets scattered in different directions. This directional distribution of light is called the phase function of the particle. The phase function is denoted by $P\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)$ and it specifies the scattered radiance


Figure 5.6: (a) The phase function $P(\cos \alpha)$ is the angular scattering distribution of a particle. For most atmospheric conditions, $P$ is symmetric about the incident light direction. The exact shape of $P$ depends on the size of the scatterer, and hence the weather condition. Often the phase function can be written using a Legendre polynomial series. (b) The approximate forward scattering parameter $q$ of the Henyey-Greenstein phase function for various weather conditions. Note that the boundaries between the weather conditions are not clearly defined.
in the direction $(\theta, \phi)$ for the incident irradiance from $\left(\theta^{\prime}, \phi^{\prime}\right)$. For most media, the phase function is known to be symmetric about the direction of incident light [17]. So, $P$ depends only on the angle $\alpha$ between the directions of incident and scattered radiation (Figure 5.6), which is determined as:

$$
\begin{equation*}
\cos \alpha=\mu \mu^{\prime}+\sqrt{\left(1-\mu^{2}\right)\left(1-\mu^{\prime 2}\right)} \cos \left(\phi-\phi^{\prime}\right) \tag{5.1}
\end{equation*}
$$

where, $\mu=\cos \theta$ and $\mu^{\prime}=\cos \theta^{\prime}$.
The exact shape of the phase function depends on the size of the scattering particle, and hence the type of weather condition [47]. For instance, phase functions of small particles (say, air molecules) have a small peak in the direction of incidence. Isotropic $[P(\cos \alpha)=$ constant $]$ and Rayleigh $\left[P(\cos \alpha)=3 / 4\left(1+\cos ^{2} \alpha\right)\right]$ phase functions describe the scattering from air molecules. On the other hand, phase functions of large particles (say, water droplets in fog) have a strong peak in the
direction of light incidence. A more general phase function that holds for particles of various sizes is the Henyey-Greenstein phase function [44]:

$$
\begin{equation*}
P(\cos \alpha)=\frac{1-q^{2}}{\left(1+q^{2}-2 q \cos \alpha\right)^{3 / 2}}, \tag{5.2}
\end{equation*}
$$

where, $q \in[0,1]$ is the called the forward scattering parameter. If $q=0$, then the scattering is isotropic, and if $q=1$, then all the light is scattered by the particles in the forward (incident or $\alpha=0$ ) direction. Values for $q$ between 0 and 1 can generate phase functions of most weather conditions. In general, the phase function can be written using a Legendre polynomial series [48]:

$$
\begin{equation*}
P(\cos \alpha)=\sum_{k=0}^{\infty} W_{k} L_{k}(\cos \alpha) \tag{5.3}
\end{equation*}
$$

where, $W_{k} s$ represent the shape of the phase function. Equation 5.3 holds for both isotropic as well as anisotropic phase functions and thus is valid for most scattering media. For the Henyey-Greenstein phase function (5.2), $W_{k}=(2 k+1) q^{k}$ [48].

### 5.2.3 Spherically Symmetric RTE

Given the above descriptions for the medium and source illuminating the medium, the RTE for a spherically symmetric atmosphere [17] is mathematically written as,

$$
\begin{equation*}
\mu \frac{\partial I}{\partial T}+\frac{1-\mu^{2}}{T} \frac{\partial I}{\partial \mu}=-I(T, \mu)+\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{-1}^{+1} P\left(\mu, \phi ; \mu^{\prime} \phi^{\prime}\right) I\left(T, \mu^{\prime}\right) d \mu^{\prime} d \phi^{\prime} \tag{5.4}
\end{equation*}
$$

Here, $P\left(\mu, \phi ; \mu^{\prime} \phi^{\prime}\right)$ is the phase function of the particles in the medium. $\cos \alpha$ is the angle between incoming irradiance in the direction $\left(\theta^{\prime}, \phi^{\prime}\right)$, and outgoing scattered radiance in the direction $(\theta, \phi)$. The angles $\left(\theta, \theta^{\prime}\right)$ are written in terms of their cosines as $\mu=\cos \theta$.

### 5.3 The Forward Problem in Spherical Radiative Transfer

The forward problem in radiative transfer is defined as the computation of the radiation (light) field in a medium given the scattering properties (say, extinction cross section and phase function) of the medium. In this section, we present the derivation of an analytic form for $I(T, \mu)$. The derivation is divided into four major steps and the details of each step are described below.

### 5.3.1 Eliminating Partial Derivative $\frac{\partial I}{\partial \mu}$

In the first step, we eliminate the partial derivative of $I$ with respect to $\mu$ by integrating the RTE with respect to $\mu$ over the range $[-1,+1]$. Most of the details of this step are adapted from [17]. However, a key difference in our approach to eliminating the partial derivative is to use exact integrals instead of approximating the integrals by linear summations [17].

By integrating the phase function $P$ over the azimuth angle $\phi^{\prime}$, Ishimaru [48] and Chandrasekhar [17] define a function that does not depend on the azimuth angle as,

$$
\begin{equation*}
P^{(0)}\left(\mu, \mu^{\prime}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} P(\cos \alpha) d \phi^{\prime} \tag{5.5}
\end{equation*}
$$

where,

$$
\begin{equation*}
\cos \alpha=\mu \mu^{\prime}+\sqrt{\left(1-\mu^{2}\right)\left(1-\mu^{\prime 2}\right)} \cos \left(\phi-\phi^{\prime}\right) \tag{5.6}
\end{equation*}
$$

and, $\mu=\cos \theta$ and $\mu^{\prime}=\cos \theta^{\prime}$. As we shall see, the use of $P^{(0)}$ simplifies the mathematics involved in modeling the multiple scattering around a point light source. Substituting into equation 5.4 we get,

$$
\begin{equation*}
\mu \frac{\partial I}{\partial T}+\frac{1-\mu^{2}}{T} \frac{\partial I}{\partial \mu}=-I(T, \mu)+\frac{1}{2} \int_{-1}^{+1} P^{(0)}\left(\mu, \mu^{\prime}\right) I\left(T, \mu^{\prime}\right) d \mu^{\prime} . \tag{5.7}
\end{equation*}
$$

Chandrasekhar [17] defines a function $Q_{m}(\mu)$, for some $m>0$, such that

$$
\begin{equation*}
L_{m}(\mu)=-\frac{d\left(\left(1-\mu^{2}\right) Q_{m}(\mu)\right)}{d \mu} \Longleftrightarrow Q_{m}(\mu)=\frac{L^{\prime}{ }_{m}(\mu)}{m(m+1)} \tag{5.8}
\end{equation*}
$$

Consider the integral

$$
\begin{equation*}
\int_{-1}^{+1}\left(1-\mu^{2}\right) Q_{m}\left(\frac{\partial I}{\partial \mu}\right) d \mu \tag{5.9}
\end{equation*}
$$

Integrating by parts and using 5.8 , it has been shown that we can eliminate the partial derivative with respect to $\mu$ (see [17]),

$$
\begin{equation*}
\int_{-1}^{+1}\left(1-\mu^{2}\right) Q_{m}\left(\frac{\partial I}{\partial \mu}\right) d \mu=\int_{-1}^{+1} I(T, \mu) L_{m} d \mu \tag{5.10}
\end{equation*}
$$

When there is no confusion, we drop the parameters $\mu$ and $T$ for brevity. Multiplying 5.7 by $Q_{m}$ and integrating with respect to $\mu$ over $[-1,+1]$, we get,

$$
\begin{array}{r}
\int_{-1}^{+1} \mu Q_{m} \frac{\partial I}{\partial T} d \mu+\int_{-1}^{+1} \frac{1-\mu^{2}}{T} Q_{m} \frac{\partial I}{\partial \mu} d \mu= \\
-\int_{-1}^{+1} Q_{m} I d \mu+\frac{1}{2} \int_{-1}^{+1} Q_{m} d \mu \int_{-1}^{+1} P^{(0)}\left(\mu, \mu^{\prime}\right) I\left(T, \mu^{\prime}\right) d \mu^{\prime} \tag{5.11}
\end{array}
$$

Substituting equation 5.10, we can rewrite the RTE as,

$$
\begin{array}{r}
\int_{-1}^{+1} \mu Q_{m} \frac{\partial I}{\partial T} d \mu+\frac{1}{T} \int_{-1}^{+1} L_{m} I d \mu= \\
-\int_{-1}^{+1} Q_{m} I d \mu+\frac{1}{2} \int_{-1}^{+1} Q_{m}(\mu) d \mu \int_{-1}^{+1} P^{(0)}\left(\mu, \mu^{\prime}\right) I\left(T, \mu^{\prime}\right) d \mu^{\prime} \tag{5.12}
\end{array}
$$

Thus, the partial derivative with respect to $\mu$ is eliminated from the RTE leaving only the derivative with respect to the optical thickness $T$.
5.3.2 Legendre Polynomials for $I(T, \mu)$ and $P^{(0)}$

This is the key section in the derivation of our model. We assume that a solution $I_{m}(T, \mu)$ to (5.12) is a product of two functions $-g(T)$ depending only on the optical
thickness $T$, and $f(\mu)$ expressing the angular dependence. This approach has also been taken for other RTEs in previous work. Mathematically,

$$
\begin{equation*}
I_{m}(T, \mu)=g_{m}(T) f_{m}(\mu) \tag{5.13}
\end{equation*}
$$

Substituting into 5.12, we get,

$$
\begin{array}{r}
g_{m}^{\prime} \int_{-1}^{+1} \mu Q_{m} f_{m} d \mu+\frac{g_{m}}{T} \int_{-1}^{+1} L_{m} f_{m} d \mu+g_{m} \int_{-1}^{+1} Q_{m} f_{m} d \mu- \\
\frac{g_{m}}{2} \int_{-1}^{+1} Q_{m} d \mu \int_{-1}^{+1} P^{(0)}\left(\mu, \mu^{\prime}\right) f_{m}\left(\mu^{\prime}\right) d \mu^{\prime}=0 . \tag{5.14}
\end{array}
$$

Since the RTE is spherically symmetric (does not depend on the azimuth angle $\phi$ ), we know that a Legendre polynomial expansion (and not a spherical harmonic expansion) of $I$ is possible. Therefore, suppose

$$
\begin{equation*}
f_{m}(\mu)=L_{m-1}+L_{m} \tag{5.15}
\end{equation*}
$$

for some $m>0$. As we shall show, the above form is key to get a non-trivial solution to the RTE ensuring none of the terms of the RTE go to zero. Since the phase function $P$ is symmetric about the direction of the incident light, $P$ can be expanded using Legendre polynomials as

$$
\begin{equation*}
P(\cos \alpha)=\sum_{k=0}^{\infty} W_{k} L_{k}(\cos \alpha) \tag{5.16}
\end{equation*}
$$

Then, by using (5.1), and the identity [49]

$$
\begin{equation*}
L_{k}(\cos \Theta)=L_{k}(\mu) L_{k}\left(\mu^{\prime}\right)+2 \sum_{n=1}^{k} L_{k}^{n}(\mu) L_{k}^{n}\left(\mu^{\prime}\right) \cos n\left(\phi-\phi^{\prime}\right) \tag{5.17}
\end{equation*}
$$

it has been shown that [48; 49]

$$
\begin{equation*}
P^{(0)}\left(\mu, \mu^{\prime}\right)=\sum_{k=0}^{\infty} W_{k} L_{k}(\mu) L_{k}\left(\mu^{\prime}\right) . \tag{5.18}
\end{equation*}
$$

Similarly, we shall expand $L^{\prime}{ }_{k}(\mu)$ and $\mu L^{\prime}{ }_{k}(\mu)$ using Legendre polynomial series [68]:

$$
\begin{align*}
L_{k}^{\prime}(\mu) & =(2 k-1) L_{k-1}(\mu)+(2 k-5) L_{k-3}(\mu)+\ldots \\
\mu L^{\prime}{ }_{k}(\mu) & =k L_{k}(\mu)+(2 k-3) L_{k-2}(\mu)+\ldots \tag{5.19}
\end{align*}
$$

We substitute equations $5.8,5.15,5.18$ and 5.19 , into equation 5.14 and simplify each term using the orthogonality of Legendre polynomials:

$$
\int_{-1}^{+1} L_{i} L_{j} d \mu= \begin{cases}\frac{2}{2 n+1}, & \text { if } i=j=n \\ 0, & \text { otherwise }\end{cases}
$$

The above property can be used to greatly simplify the mathematics as detailed below.

- Term 1 in Equation (5.14):

$$
\begin{align*}
g_{m}^{\prime} \int_{-1}^{+1} \mu Q_{m} f_{m} d \mu & =\frac{g_{m}^{\prime}}{m(m+1)} \int_{-1}^{+1}\left\{\mu L_{m}^{\prime}\right\}\left(L_{m-1}+L_{m}\right) d \mu \\
& =\frac{g_{m}^{\prime}}{m(m+1)} \int_{-1}^{+1}\left\{m L_{m}+(2 m-3) L_{m-2}+\ldots\right\}\left(L_{m-1}+L_{m}\right) d \mu \\
& =\frac{g_{m}^{\prime}}{m(m+1)} \int_{-1}^{+1}\left\{m L_{m}\right\}\left(L_{m}\right) d \mu \\
& =g_{m}^{\prime}\left(\frac{2}{(m+1)(2 m+1)}\right) \tag{5.20}
\end{align*}
$$

- Term 2 in Equation (5.14)

$$
\begin{equation*}
\frac{g_{m}}{T} \int_{-1}^{+1} L_{m} f_{m} d \mu=\frac{g_{m}}{T} \int_{-1}^{+1} L_{m}\left(L_{m-1}+L_{m}\right) d \mu=\frac{g_{m}}{T}\left(\frac{2}{2 m+1}\right) . \tag{5.21}
\end{equation*}
$$

- Term 3 in Equation (5.14)

$$
g_{m} \int_{-1}^{+1} Q_{m} f_{m} d \mu=\frac{g_{m}}{m(m+1)} \int_{-1}^{+1}\left\{L_{m}^{\prime}\right\}\left(L_{m-1}+L_{m}\right) d \mu
$$

$$
\begin{align*}
& =\frac{g_{m}}{m(m+1)} \int_{-1}^{+1}\left\{(2 m-1) L_{m-1}+\ldots\right\}\left(L_{m-1}+L_{m}\right) d \mu \\
& =\frac{2 g_{m}}{m(m+1)} . \tag{5.22}
\end{align*}
$$

- Term 4 in Equation (5.14)

$$
\begin{array}{r}
\frac{g_{m}}{2} \int_{-1}^{+1} Q_{m} d \mu \int_{-1}^{+1} P^{(0)}\left(\mu, \mu^{\prime}\right) f_{m}\left(\mu^{\prime}\right) d \mu^{\prime} \\
=\frac{g_{m}}{2 m(m+1)} \int_{-1}^{+1} L_{m}^{\prime}(\mu) d \mu \int_{-1}^{+1}\left(\sum_{k} W_{k} L_{k}(\mu) L_{k}\left(\mu^{\prime}\right)\right)\left(L_{m-1}\left(\mu^{\prime}\right)+L_{m}\left(\mu^{\prime}\right)\right) d \mu^{\prime} \\
=\frac{g_{m}}{2 m(m+1)} \int_{-1}^{+1} L^{\prime}{ }_{m}(\mu)\left(\frac{2 W_{m}}{2 m+1} L_{m}(\mu)+\frac{2 W_{m-1}}{2 m-1} L_{m-1}(\mu)\right) d \mu \\
=\frac{g_{m}}{2 m(m+1)} \int_{-1}^{+1}\left\{(2 m-1) L_{m-1}(\mu)+\ldots\right\}\left(\frac{2 W_{m}}{2 m+1} L_{m}(\mu)+\frac{2 W_{m-1}}{2 m-1} L_{m-1}(\mu)\right) d \mu \\
=\frac{g_{m}}{2 m(m+1)}\left(\frac{2 W_{m-1}}{2 m-1}\right)(2 m-1) \frac{2}{2 m-1} \\
=\frac{2 g_{m}}{m(m+1)}\left(\frac{W_{m-1}}{2 m-1}\right)(5 . \tag{5.23}
\end{array}
$$

The fact that $P^{(0)}$ can be expressed as products of Legendre polynomials is clearly a considerable advantage in simplifying the terms of equation 5.14. Substituting the 4 terms from equations (5.20, 5.21, 5.22, 5.23) into equation (5.14), we obtain
$\left.g_{m}^{\prime}\left(\frac{2}{(m+1)(2 m+1)}\right)+\frac{g_{m}}{T}\left(\frac{2}{2 m+1}\right)+\frac{2 g_{m}}{m(m+1)}-\frac{2 g_{m}}{m(m+1)}\left(\frac{W_{m-1}}{2 m-1}\right)=\emptyset 5.24\right)$
The above equation can be simplified and written in a concise manner as:

$$
\begin{array}{r}
g_{m}^{\prime}+\frac{g_{m}}{T} \alpha_{m}+g_{m} \beta_{m}=0 \\
\alpha_{m}=m+1 \quad \beta_{m}=\left(\frac{2 m+1}{m}\right)\left(1-\frac{W_{m-1}}{2 m-1}\right) . \tag{5.25}
\end{array}
$$

For the Henyey-Greenstein phase function,

$$
\begin{equation*}
\beta_{m}=\left(\frac{2 m+1}{m}\right)\left(1-q^{m-1}\right) . \tag{5.26}
\end{equation*}
$$



Figure 5.7: Plot showing the total energy in the back hemisphere ( $\mu<=0$ ) of the multiple scattered intensity for a range of optical thicknesses and phase function parameter values. Theoretically, the backscattered diffuse energy goes to zero at infinity. However, the plot shows that the model can be used for media with finite extent if the optical thickness is reasonably large. A common boundary condition enforced is that there be no inward flux at the boundary of the medium. Since the back hemisphere energy is low for large optical thicknesses, this boundary condition is accurately satisfied by the model.

The solution to (5.25) is,

$$
\begin{equation*}
g_{m}(T)=I_{0} e^{-\beta_{m} T-\alpha_{m} \log T}, \tag{5.27}
\end{equation*}
$$

where the constant of integration $I_{0}$ is the radiant intensity of the point source. Note that the above equation automatically satisfies the boundary condition: $g_{m}(\infty)=0$.

### 5.3.3 Superposing Individual Solutions

In the previous step, we derived a particular solution to the RTE. In general, by multiplying the RTE by $Q_{m}$ for $m=1 \ldots \infty$, we can superpose the individual solutions to get the final solution :

$$
\begin{equation*}
I(T, \mu)=\sum_{m=1}^{\infty} c_{m} g_{m}(T)\left(L_{m-1}(\mu)+L_{m}(\mu)\right) \tag{5.28}
\end{equation*}
$$

One way to compute the constants $c_{m}$ is by knowing the light field $I(T, \mu)$ for a known $T$ and $q$. Then, the above equation for different $\mu$ is a linear system in the unknowns $c_{m}$. Therefore, the constants $c_{m}$ can be computed by a simple
matrix inversion. However, it is hard to measure the light field and know the parameters accurately. Instead, we have shown that the choice of $c_{m}=1$ is accurate through real experiments as well as numerical Monte Carlo simulations. Also, a desirable boundary condition that diffuse intensity is zero for inward directions is approximately satisfied since the energy in the $\operatorname{PSF}, I(T, \mu)$ for $\mu<=0$ is low. The plot in Figure 5.7 shows the decay of the total energy in the back hemisphere ( $\mu<=0$ ) with distance. Theoretically, the backscattered diffuse energy goes to zero at infinity. However, the plot shows that the model can be used for media with finite extent if the optical thickness is reasonably large and is also evidenced by our real experiments (see next section). Note also that $I(T,-1)=0$ giving a realistic PSF that is maximum for $\mu=1$, stays positive and decreases rapidly to 0 at $\mu=-1$. Finally, to satisfy flux conservation in the case of purely scattering media, we divide the PSF by $I_{0} / T^{2}$ such that the coefficient of the $L_{1}=\mu$ term is constant and normalized to unity. Note that this series solution is valid (converges) only for $T>1$. However, multiple scattering is minimal for $T \leq 1$, and we can simply use a single scattering approximation in that domain ${ }^{1}$.

### 5.4 Highlights of the Analytic Model

In this section, we describe some of our observations regarding the model.

### 5.4.1 Isotropic and Anisotropic Multiple Scattering

The model is valid for both isotropic and anisotropic scattering and thus describes multiple scattering within several scattering media. For instance, in the Henyey Greenstein phase function, the parameter $q=0$ corresponds to isotropic scattering, and $0<q \leq 1$ corresponds to anisotropic scattering.

[^8]
### 5.4.2 Absorbing and Purely Scattering Media

The model is valid for both absorbing and purely scattering media. The zero ${ }^{\text {th }}$ coefficient of the phase function, $W_{0}$, called the single scattering albedo, denotes the ratio of the scattering coefficient to the extinction (scattering + absorption) coefficient. When $W_{0}=1$, there is no absorption of light and the medium is said to be purely scattering. Note that Monte-Carlo or other numerical simulation methods for scattering do not converge for the case of purely scattering media.

### 5.4.3 Number of terms in Point Source Model

We now discuss the number of terms required in the summation for our model to be sufficiently accurate. Note that $g_{m}$ decreases rapidly for large optical thickness $T$ and hence only a few terms $(m<10)$ are required. Higher order terms $(m \approx 200)$ of our model will be useful when the optical thickness $T$ is relatively small but greater than 1, and the medium exhibits significant anisotropy, i.e. $q$ is large (meaning the $1-q^{m}$ decays in the exponentials are small). Figure 5.8 gives the number of terms for an accurate approximation for different values of $T$. Here we assume the Henyey Greenstein phase function (equation (5.2)).

### 5.4.4 Angular Point Spread Function (APSF) and Weather Condition

Here we plot the model (angular point spread function) for different weather conditions. We use a simpler one parameter Henyey-Greenstein model for the phase function as given in equation 5.2. Figure 5.9(a) shows cross-sections of the Atmospheric PSFs (normalized to $[0-1]$ ) for various weather conditions. The actual three-dimensional APSFs are obtained by rotating the cross-sections about the angle $\theta=0$. Recall from section 5.2.2 that larger the particles, greater the forward scattering parameter $q$, and hence narrower or more pointed the spread. For in-


Figure 5.8: Number of coefficients needed in the multiple scattering model. Sharply peaked PSFs (small $T$ ) require a large number of terms in the series expansion (5.28), whereas less than 10 terms are needed for wide PSFs (large $T$ ). (b) Using small number of terms for narrow or peaked PSFs ( $q=0.9, T=1.02$ ) produces ringing effects.


Figure 5.9: APSF cross-sections normalized to [0-1] for different weather conditions. (a) Haze produces a wider glow than fog but narrower than small aerosols $(T=1.2)$. (b) For highly dense atmospheres $(T=4)$, the glows are wide and different weather conditions produce similar APSFs.
stance, fog produces narrower glows around light sources than haze. Thus, the spread of the glow can be used for discriminating weather conditions. In this chapter, we will use the terms PSF and APSF interchangeably.

### 5.4.5 Relation to Diffusion

The popular diffusion model $[126 ; 58 ; 50]$ for highly dense media is simply a 2 term approximation to the full solution of the RTE. In other words, the angular distribution of diffusion is linear, i.e., $a L_{0}(\mu)+b L_{1}(\mu)=a+b \mu$. We will show that diffusion is inherently incapable of representing multiple scattering in media of various densities and that our model with higher order terms is much more accurate. An important distinction to be made between our model and the diffusion approximation is that our model is derived using the RTE for spherically symmetric media (Figure 5.5(a)) whereas the popular diffusion model is derived from the RTE for plane parallel media (Figure 5.5(b)). Hence, the forms and the boundary conditions are somewhat different from our model.

### 5.4.6 Wavelength Dependence

Note that in general the parameters $q, T$ and $W_{0}$ of our model will vary with the wavelength of light radiated by the source. Therefore, if we are interested in multiple wavelengths (typically, 3 in the case of color images), then the light field due to multiple scattering must be computed from our model using the corresponding sets of values for the parameters $q, T$ and $W_{0}$.

### 5.5 Model Validation

In this section, we describe the simulations and real experiments we performed to validate our model. We validate using two different scattering media (milk and atmosphere) by fitting our model to the observed data from real experiments and numerical simulations.

### 5.5.1 Comparison with Monte Carlo Simulations

In this section, we compare our model to the results obtained using the standard Monte Carlo technique for simulating scattering. We use a brute force Monte Carlo simulator (Dali) [51]. As expected, the Monte Carlo technique is very slow. In our experience, the simulations took anywhere between a few hours to days to obtain accurate results. The simulations were run in parallel on a 32 machine Pentium III PC cluster each with 256 MB RAM. The large variation in the timing is due to the fact that monte Carlo simulations are strongly effected by the parameters used to describe the scattering medium $\left(W_{0}, T, q\right)$. For instance, consider the single scattering albedo $W_{0}$. Note that monte Carlo does not converge for pure scattering media $\left(W_{0}=1\right)$. For $W_{0}<1$, smaller the single scattering albedo faster the convergence. Similarly, the larger the optical thickness $(T)$, the longer monte Carlo takes to converge.

In Figure 5.10, we show two plots obtained using monte Carlo simulations of scattering and the corresponding PSFs obtained using our analytic model. Both the model as well as the corresponding Monte Carlo simulation were run on the same set of input parameters $\left(W_{0}, T, q\right)$. The number of photon samples used in the Monte Carlo simulation was 250,000 with a maximum of 150 scattering events (bounces) simulated for each photon. Due to the large simulation time required


Figure 5.10: Comparison with Monte Carlo Simulations. Two plots show the PSFs obtained using a brute force Monte Carlo renderer (Dali) and our analytic model. While Monte Carlo takes a long time to converge ( 8 hrs on a 32 PC cluster), our model can be computed in real-time.
for the Monte Carlo technique, we validate our model more extensively using real experiments with outdoor sources and with milk described in the next sections.

### 5.5.2 Accuracy of Model with Real Outdoor Light Source

Imagine an outdoor light source in foggy conditions. The commonly appearing glow around the source is due to multiple scattering. Our model can be used to describe the glow around a light source in bad weather. We verified this model using images of distant sources and their glows with a high dynamic range (12-bits per pixel) Kodak digital camera. Weather data from a weather website was obtained at the time of image acquisition (rain, $q \approx 0.95,2.25$ miles visibility). The source was about 1 km away from the sensor. The PSF measured from the image of the glow of one of the sources, and the PSF computed using our model are shown in Figure 5.11. The comparison between the measured and computed PSFs shows the accuracy of our model in spite of the lamp cover on the source. Our claim is that as long as we have direct line-of-sight to the source, the visibility cut-off due to the lamp cover does not pose a significant problem. This claim is supported by the fact

(a)

(b)

(c)

Figure 5.11: Verification of the analytic model using a distant light source as seen on a rainy night. (a) Image of a distant point source and its glow. (b) Iso-brightness contours of the image showing roughly concentric rings. (c) Comparison between measured PSF and PSF computed using the model.
that the energy in the back hemisphere of the model decays rapidly with optical thickness.

### 5.5.3 Validation using Experiments with Milk

We describe the extensive experiments we performed with an in-lab experimental setup to validate our model. The main challenge here is to carefully design the experiments under controlled settings that conform to the theory as closely as possible. We chose the scattering medium to be milk since it strongly scatters light and hence the multiple scattering effects are pronounced. Furthermore, we can dilute milk with water to create different optical thicknesses. To accurately simulate a spherical medium, we constructed a 40 cm diameter spherical container made of transparent plastic (Lucite) and filled it with milk. The apparatus used for the experiments is shown in Figure 5.12. At the center of the container is a small spherical frosted glass bulb. We acquired images of the bulb from various angles and found that the bulb emits light more or less uniformly in all directions (except the narrow back region of the bulb holder) making it essentially isotropic. At the top
of the container is a flat opening used to fill milk, to insert the light source and also to clean the bowl. Note that this is a fundamentally different experiment from that done by $[50 ; 58]$. We have the source inside a large spherical container, while [50; 58] have the source and observer outside a semi-infinite plane-parallel medium. We acquired images of the apparatus with a radiometrically calibrated high dynamic range (12 bits per pixel) Kodak DCS 760 camera. Fifteen different concentrations of milk obtained by diluting milk with different amounts of water were used in our experiments.

A mapping between the observed intensities in the image domain and the 3D scattering PSF is achieved using the geometry of Figure 5.12(b). The mapping between the angle $\gamma$ and $\mu$ is obtained by using simple trigonometry:

$$
\begin{equation*}
\frac{D}{\sin \left(\pi-\cos ^{-1} \mu\right)}=\frac{R}{\sin \gamma}, \quad \Rightarrow \quad \mu=\sqrt{1-\frac{D^{2}}{R^{2}} \sin ^{2} \gamma} \tag{5.29}
\end{equation*}
$$

where, $R$ is the radius of the spherical bowl and $D$ is the distance from the pinhole to the center of the bowl. Then, we verified the accuracy of our model by fitting the best PSF to the observed PSF (radial profile) for each image. The PSF model in eq. 5.28 has only three parameters $W_{0}, T$ and $q$. We fit the observed PSF using a simple non-linear search tool in Matlab. The parameters of the PSF generally depend on wavelength of incident light. Ideally, we must constrain the model parameters according to their wavelength dependencies. However, since we lack this information in this experiment, we fit the model separately for each color channel.

A small representative set of 4 images (out of 15 milk concentrations) with the corresponding measured PSFs and the computed model fits is shown in Figure 5.13. We see that in all cases, our model produces very accurate results (to

(b) Measurement Geometry

Figure 5.12: (a) Apparatus for measuring scattering within milk. On the left, a small bulb is positioned at the center of a spherical container made out of Lucite plastic. During experimentation, this container was filled with milk and placed in a black enclosure to avoid reflections from outside the container. The white background is shown only for clarity. The inter-reflections visible in the image were negligible when the container was filled with milk (see Figure 5.13(a)). The small glass bulb is frosted which makes it roughly diffuse/isotropic. (b) The geometry shown on the right is used to measure multiple scattered intensities in different directions. The mapping between the image ray (angle $\gamma$ ) and the scattered ray (angle $\theta$ ) is given in eq. 5.29.

(a) High dynamic range photographs captured with different milk concentrations (increasing from left to right).

(b) Fits to the real data (red) with a 2-term diffusion like model (blue) and our model (green).
Figure 5.13: Validation with real data. (a) 4 out of 15 images of different concentrations of milk in the spherical container. Note that the definition of the source decreases as milk concentration increases (from left to right), showing that the PSFs are wider. The top parts of the images are flat since the container has a flat opening large enough to fill milk, insert the light source and also to clean the bowl. (b) Plots of real radial angular profiles for selected experiments as well as fits with our model and an empirical 2-term diffusion-like model. The fits were performed for each color channel independently (for brevity, only the red channel fits are shown). Note that $\mu=\cos \theta$ (Figure 5.12(b)). It is clear that our model is accurate while the 2-term fit fails to capture multiple scattering effects.
within $3 \%$ ). For comparison, we also empirically fit a 2-term diffusion-type angular dependence, i.e. $a+b \mu$. This model gives large errors (20\%-50\%) in the left three plots. In fact, the real data is concave, while a function of the form $a+b \mu$ is only linear in $\mu$. This clearly shows that we need higher order terms, and a diffusion-like model does not have the flexibility to capture the shapes of the angular distributions of interest. For dense media (large $T$ ), shown in the rightmost image, it is conceivable that a diffusion-type model could be fit to the data, although we again
emphasize that our analytic formula is different from diffusion as we are solving a different problem (spherical RTE and not plane parallel RTE). These results clearly show that our model works over a range of densities. Note also that the model fits are good despite the finite size of the container. This experimentally demonstrates that the model can be used in finite sized spherical media.

### 5.6 Effect of Source Visibility on Multiple Scattering

In section 5.3, the model was derived for an isotropic point source in open space without any occluders in the medium. In the previous section, we validated our model under controlled settings (spherical container, isotropic source, no visibility issues) that suited the theory. In this section, we describe the effect of blocking out different parts of the light source, on the observed scattering PSF.

If we have a direct line-of-sight to the source, occluders at large angles to the line-of-sight (including back covers of lamps) cause little problem since the scattering PSF falls off rapidly at large angles. To validate this claim, we conducted several carefully designed experiments using the setup in Figure 5.12 to demonstrate the effect of source visibility on our model. In other words, we block different solid angles of the source and measure the scattered light field for several milk concentrations. The top row in Figure 5.14 shows the various visibility configurations used in our experiments. To block different solid angles of the light bulb, we constructed a tube made of several filter adapter rings threaded together. The more the number of rings used, the more the blockage. The threading in the black rings are designed to trap incident light. Using the radii of the rings and the bulb, we analytically computed the solid angle that is blocked. A schematic representation of the visible solid angle of the source is shown in the second row of Figure 5.14. For each source


Different Solid Angles of Source Radiant Intensity are Blocked


Figure 5.14: Effect of Light Source Visibility on Multiple Scattering. The first two images (on each row corresponding to the blocked angles of up to 120 degrees) are very similar, while we see only small differences in the image pertinent to the 180 degree case. This shows that our model (which is derived for 360 degree visibility) can reasonably approximate up to a back-hemisphere of light being blocked.


Figure 5.15: PSFs showing the effect of Light Source Visibility on Multiple Scattering. (a) - (d) PSFs measured using 4 increasing milk concentrations. In each plot, the observed PSFs for 7 different source visibility solid angles are shown. Notice that the Red, Green and Blue curves corresponding to partial occlusions of the back hemisphere are very similar. From this we conclude that occlusions of up to $120^{\circ}$ do not show appreciable differences in the scattered intensities. Hence our model can be applied accurately even for these cases source occlusion. The bumps in the curves are measurement artifacts due to air bubbles touching the wall of the bowl.
visibility configuration, we measured the scattered light field (PSF) for different milk concentrations.

In total, we conducted experiments using seven different visibility configurations with each of five milk concentrations. A subset of these experiments are shown in Figure 5.14. In these experiments, we observed that blocking parts of the back hemisphere of the light source did not significantly impact the angular distribution of the scattered light field. This can also be explained by noting that forward scattering is much greater than backward scattering (as predicted by our model too). The PSF curves for all the visibility configurations for each milk concentration is shown in Figure 5.15. We observe that the PSFs for visibility angles $315^{\circ}, 270^{\circ}$ and $240^{\circ}$ are almost identical. Only as more and more of the solid angle is blocked (visibility angles $180^{\circ}, 90^{\circ}, 60^{\circ}, 30^{\circ}$ ), do we see a significant change in the observed PSFs. Since we fit our model to the visibility configuration of $315^{\circ}$ in the previous section, we conclude that partial occlusion of the back hemisphere of light sources does not effect our model appreciably.

### 5.7 Analytic versus Monte Carlo Rendering of Glows

Real-world imagery often includes weather effects like haze, fog and mist. However, most computer graphics images are rendered under clear atmospheric conditions, and simulation of weather effects has not received much attention. As discussed before, an important feature of images in bad weather is the glow around bright light sources, caused by multiple scattering in the atmosphere. The shape and extent of the glow depends on the particular type and density of particles constituting the weather condition. For instance, minute molecules in pure air do not produce glows, whereas larger particles such as aerosols, water droplets and impurities in
haze, fog and mist can produce significant glows. While these effects are important in creating realistic images in bad weather, they are difficult to accurately and efficiently simulate using current computer graphics methods.

Volumetric Monte Carlo or finite element simulations, equivalent to volume ray tracing and radiosity, can give accurate results for general conditions and have been applied by a number of researchers $[104 ; 10 ; 65 ; 71 ; 112 ; 6]$. These methods are based on numerically solving an integro-differential equation known as the radiative transfer equation [17; 48], analogous in some ways to the rendering equation for surfaces. However, these simulations are very time consuming, leading us to look for alternative simple and efficient analytic models or approximations.

The closest previous analytic work in computer graphics is the application of the diffusion approximation for optically dense media by [126]. Earlier, [53] simulated clouds by deriving an analytic formula in terms of spherical harmonics, but truncated the expansion after the first order harmonic, essentially obtaining a diffusion equation. Diffusion theory is based on the idea that multiple scattering within a dense medium eventually makes the angular radiance distribution almost uniform. Diffusion has been applied in plane parallel media such as clouds [53; 58] and subsurfaces of translucent materials [50], where sources are outside the medium. However, it is not suitable for scattering in bad weather, because it cannot capture highly directional effects, where the sources and observer are both within the medium. Indeed, if applied to our problem, the glows around the light sources in Figure 5.18 would fill the entire image, instead of having a finite extent with a rapid decay of intensity at large angles.

In the next few sections, we efficiently apply our analysis to light sources
of complex shapes and radiance distributions. We show that the glows can be computed by a depth-dependent image convolution. This makes implementation simple, requiring less than 25 lines of Matlab code. As a result, we have an interactive method to add physically correct glows to light sources seen through any participating medium. We demonstrate using three examples how our model can be applied to efficiently simulate weather effects in photographs. Further, we show that other approximations like single scattering [27; 114; 72; 26; 98] qualitatively cannot capture the glows around light sources that are critical to hazy, foggy or misty appearances of the resulting images.

### 5.8 Issues Relevant to Rendering

So far, we described multiple scattering from a point light source. In practice, however, there are three obstacles for rendering general sources and scenes by directly using eq. 5.28: (a) visibility issues in real scenes, (b) sources of complex shapes and radiances and (c) efficiency of the algorithm. We address these issues in this section.

### 5.8.1 Visibility Issues in Real Scenes

Previously we presented experiments with varying occlusions of the source when the source and the observer have a direct line of sight and observed that partial occlusions of the back hemisphere do not effect the PSF appreciably. Thus our model can be directly applied in these cases. In practice, however, real sources are blocked by complex scene geometry, say adjacent scene objects. It is not clear how to enforce these complex boundary conditions using our model. In this paper, we will not deal with these complex visibility issues. In future work, we wish to understand the precise limitations of our model under complex visibility conditions.


Figure 5.16: Measuring the 3D multiple scattering PSF in the image domain with a pinhole and an orthographic camera. The projection of the 3D PSF onto the image yields the 2D PSF.

However, our experiments on real light sources have shown that eq. 5.28 is usually accurate and suffices to produce visually compelling results as long as the occluders are far away from the source.

### 5.8.2 Sources with Complex Shapes and Radiances

First, we discuss how to apply the 3D PSF to simulate the glow around a point source in the image domain. Two schematics are shown in Figure 5.16 to measure multiple scattered rays from different directions depending on whether the camera is a pinhole or an orthographic camera. Similarly, to simulate multiple scattering measurements in lens-based cameras with finite aperture, the appropriate incoming rays and their angles need to be considered. The 3D PSF is converted to a 2D PSF in the image domain using the projection angles $\left(\cos ^{-1} \mu\right)$ shown in Figure 5.16. Similarly, for a camera that is placed outside the medium, we may use the inverse of the mapping function given in eq. 5.29. Since the 3D PSF is rotationally symmetric, so is the 2D PSF. Hitherto, we discussed the glow (APSF) of a point source seen through the atmosphere. However, sources in the real world such as street lamps, can have various shapes and sizes. We now extend the APSF to model the glows around sources of arbitrary shapes and sizes.

Sources of arbitrary shapes and sizes can be assumed to be made up of several
isotropic source elements with varying radiant intensities $I_{0}(x, y)$. Then, by the principle of superposition of light (we assume the source elements are incoherent), the intensities due to different source elements can be added to yield the total intensity due to the light source. Note that the PSF depends on the distance of each source element. If the entire area of the source is at the same depth from the observer (as is usually the case), then the PSFs corresponding to different source elements will be the same. Then, the multiple scattering from an area source is simply a convolution of the image of the source with the 2D PSF:

$$
\begin{equation*}
I=\left(I_{0} S\right) * P S F \tag{5.30}
\end{equation*}
$$

$S$ is a characteristic shape function that is constant over the extent of the light source (not including the glow). Since the APSF is rotationally symmetric, the above 2D convolution can be replaced by two 1D convolutions making it faster to render sources in bad weather.

### 5.8.3 Efficient Algorithm to Simulate Glows

We described that the glows around a single light source can be implemented as a convolution. For rendering glows around multiple sources at different depths, the method essentially reduces to a spatially varying (depth dependent) convolution. This allows the use of a range of fast spatially varying filtering tools in image processing to simulate glows. To summarize, a step-by-step algorithm to add glows to light sources of arbitrary shapes and radiance distributions in an image is given below.

1. Segment the image into regions (sources) of equal depths. For synthetic scenes, the depths come from computer models. For real scenes, depths may
be estimated using computer vision techniques or range sensors. Note that we require only coarse depth information as opposed to a Monte Carlo simulation that requires precise depth information. This makes it simple to manually assign depths to real photographs and this is the approach we have taken in our experiments.
2. For each image region at the same depth $R$, perform the following steps:
(a) Input the model (PSF) parameters $T=\sigma R$ and q (or in general, any other phase function parameters). The PSF parameters can be specified interactively, or come from computer models.
(b) Compute the 3D PSF using eq. 5.28. Then, compute the 2D PSF in the image domain using the image projection shown in Figure 5.16, or using the geometry of Figure $5.12(\mathrm{~b})$ when the sensor is outside the medium.
(c) Convolve the image region for a given depth with the 2D PSF obtained in the previous step.

The algorithm suggests that although the mathematical derivation of the analytic formula is complicated, implementation is straightforward and efficient. Our current implementation is about 25 lines of Matlab code.

### 5.8.4 General Implications for Rendering

Our model has broad applicability for efficient volume rendering of synthetic or real scenes and sources, as seen through any participating medium. For instance, consider the rendering of a computer generated 3D model of a scene illuminated by various light sources. To generate a foggy or hazy appearance of the scene, we need to simulate physically-based 3D glows around the sources and their brightness
contributions at the scene points. Given the 3D geometry of the scene, we can assume that any scene point is at the edge of a spherical medium of radius equal to the distance of the scene point from the source. We can then compute the irradiance at the scene point due to the source using eq. 5.28. Since all of these computations are analytical, the implementation can be made very efficient for simulating realistic weather effects. Similarly, the model can be used for rendering in other application domains such as medical endoscopy or for underwater imaging.

The model can also be used in the context of adding multiple scattering effects (glows) to images using only rough depth estimates, which, in most cases, can be easily provided by manual segmentations of the photographs. While this is conceptually similar to the works of $[83 ; 125 ; 8]$, those methods consider glare effects and diffraction in the cornea, a very different problem. Also, brute-force Monte Carlo simulation of glows is too computationally intensive to be tractable. In contrast, our method is efficient allowing us to interactively create images that appear hazy, foggy or misty. Potentially, this can be used in image-based rendering applications or simply as a photoshop-like tool to add weather effects to images.

### 5.9 Adding Weather to Photographs

We demonstrate the addition of weather effects to a single photograph using a manually provided rough depth map and some extensions like the attenuation and airlight models. We show results obtained using photographs of three different scenes in Figures 5.17(a), 5.18(a) and 5.20(a). All the photographs were acquired using a 12 bits per pixel Kodak DCS 760 color camera. The camera was radiometrically calibrated (linear response function). Multiple exposures of the scene were captured and combined to obtain a high dynamic range photograph of the scene.


Figure 5.17: Light sources glowing under different atmospheric conditions. (a) Original image of a cluster of lamps. (b) - (d) Appearances under different atmospheric conditions and densities (or optical thickness values, T ) using a simple convolution of the original photograph with the corresponding scattering PSF.

### 5.9.1 Simple Convolution

In our first example, we added 3 different weather conditions $(q=[0.9,0.8,0.5]$ and $T=[1.05,1.8,3.0]$ respectively) to the cluster of light sources shown in Figure 5.17 (a) at roughly the same depth from the observer. In this case, a single convolution of the original image with the 2D PSF was computed. Note that although the light sources occlude each other, this method still produces visually pleasing results.

### 5.9.2 Depth Dependent Convolution with Attenuation

The scene in the previous example was assumed to be at the same depth from the observer. Now, we present an example scene where several depths are visible and we apply depth dependent filters (PSFs with depth dependent values for $T$ ) at each depth separately. Consider the traffic scene shown in Figure 5.18 acquired at night. The scene was hand segmented into rough regions of different depths. For instance, a simple ramp function was applied to the road. The resulting depth map is shown in Figure 5.19. The light sources were identified using simple thresholding and the appropriate PSF was used to convolve sources at each depth separately. For regions in the background, we just applied a simple exponential attenuation model analogous to that used in OpenGL. Thus the final expression for each pixel in the image is a linear combination of the attenuation and the multiple scattering model in eq. 5.28:

$$
\begin{equation*}
L_{0} e^{-T} \delta(1-\mu)+I(T, \mu) \tag{5.31}
\end{equation*}
$$

where, $L_{0}$ is the radiance of the background scene point. Note that the attenuation model can only dim the intensities of light sources and cannot produce glows (angular spreads) around the sources. Hence, we multiply the attenuation model by a delta function in the head-on direction $\delta(1-\mu)$. Results on applying our model with two different optical thicknesses and with $q=[0.95,0.75]$ are shown in Figure 5.18(b) and (c).

Note that simple techniques like Gaussian blurring cannot produce glowing images shown in Figure 5.19(b). Another simple approximation could be using a Gaussian blurred image added to the attenuated image. These approximations do not work since we cannot set the width of the blur filter according to the depth
of scene point in a physically consistent manner. Ad hoc methods could be tried requiring time consuming human intervention, but note here that our method provides an accurate physics-based way of setting parameters of the model taking into account the depths of light sources.

### 5.9.3 Depth Dependent Convolution with Attenuation and Airlight

The third scene we demonstrate is a scene photographed in the evening with decorative lights on trees. In this case, we took into account environmental illumination (due to the sky) in addition to the attenuation model and the multiple scattering model mentioned above. The sky was assumed to be overcast. The scattering due to skylight, called airlight [61], was assumed to be mainly single scattered. The simple attenuation plus airlight model was then applied to the original photograph according to a rough depth segmentation of the scene. The final expression used to render these images is as follows:

$$
\begin{equation*}
\left[L_{0} e^{-T}+L_{s k y}\left(1-e^{-T}\right)\right] \delta(1-\mu)+I(T, \mu) \tag{5.32}
\end{equation*}
$$

where $L_{s k y}$ is the horizon brightness [86]. As in the second example, we multiply attenuation and airlight by a delta function in the head-on direction.

Two different amounts of mist and fog $(q=[0.8,0.9]$, minimum $T=[1.05,2.0])$ were added to the image in Figure 5.20(a). These results are illustrated in Figures 5.20 (c) and (d). Note the glowing appearance of the trees and also that the extent of the glows vary with the distance of the trees from the observer. Further, compare our technique with only single scattering shown in Figure 5.20(b). The results in Figure 5.18 and Figure 5.17 indicate that our technique suffices to produce high quality images without noticeable artifacts, and that single scattering on its own cannot produce any glows. Each simulation took less than a minute using Matlab


Figure 5.18: On the left is a real photograph of a traffic scene on a clear night. The next images show the effects of mist and fog (with different atmospheric visibilities) added interactively using our analytic model for multiple scattering from light sources. Notice the glows around the sources (street lamps, car headlights and advertisement signs) and that the brightnesses and extents of these glows depend on the depths of scene points. Simple approximations like Gaussian blurs, single scattering or diffusion cannot accurately model these complex multiple scattering effects. The slight reddish tinge seen in the images are due to the reddish response of the CCD in the sensor we used.


Figure 5.19: On the left, roughly segmented depth map of the scene in Figure 5.18. The road is modeled using a simple ramp (linear) function. Brighter values denote farther scene points. On the right, Gaussian blurring with different widths (proportional to scene depth) applied to each depth separately. Note that such operations cannot produce realistic glows around light sources in photographs. Compare the Gaussian blurred image to the more realistic images in Figures 5.18(b) and (c) generated using our model.


Figure 5.20: Decorative lights on trees glowing in fog and mist. (a) Original Photograph. (b) Foggy image rendered using single scattering (airlight + attenuation models). (c) and (d) Glows are added to lights on the trees. Note that multiple scattering effects due to light sources are significant as compared to single scattering effects.
potentially making the method interactive.
In summary, our method for adding weather effects to images is physicallybased, fast (near real-time), produces much better results than current approximations like diffusion, blurring and single scattering, and at the same time, the implementation is very simple.

### 5.10 Inverse Problem in Spherical Radiative Transfer

Consider purely scattering media $\left(W_{0}=1\right)$. For example, light absorption is minimal in atmospheric conditions in the visible wavelength range. In this scenario, our solution reduces to a 2 parameter $(T, q)$ function. Then, the estimation of the medium parameters $(T, q)$ from the observed scattered light field $I(T, \mu)$, at a single optical thickness $T$ along various directions $\mu$, can be posed as a 2 parameter non-linear optimization problem. In this section, we describe what the appearance of a light source in the atmosphere reveals about the scene, the sources and the atmosphere itself.

### 5.10.1 Recovering Source Shape and Atmospheric PSF

Consider an image of an area source in bad weather. From (5.30), we see that the simultaneous recovery of the APSF and the clear night view of the source $\left(I_{0} S\right)$ is ill-defined. However, under certain conditions, the shape of the source $S$ can be roughly detected despite the glow around it. Note that any APSF has a peak at the center that is mainly due to the light scattered in the direction of the camera $(\theta=0)$. If this peak has much higher value than the values of neighboring directions, the actual source location in the image can be roughly detected using thresholding or high pass filtering. Figure 5.21 shows simulations of an actual coil shaped lamp under mild weather conditions. We conclude that it is easier to detect shapes in rain than in fog, haze or weather conditions arising due to small aerosols.

An approach for recovering source shape, and hence for removing the glow around the source, is to use the APSF computed from real data. Images of two sources with different radiant intensities, shown in Figure 5.22(a) and (d), were captured on the same night. These sources were adjacent to one another (same


Figure 5.21: When can source shapes be detected? (a) Clear image of a coil shaped source. APSFs of different weather conditions with the same optical thickness, are applied to this source to obtain their glow appearances. (b) Shape can be roughly detected. (c)(e) Hard to detect source shape.
depth from the camera), and hence they share the same APSF, normalized to [0-1]. We applied a simple thresholding operator to the image in Figure 5.22(a) to obtain the shape $S$. We assumed that the radiant intensities $I_{0}$ of the source elements are constant across the area of the source and then recovered the normalized APSF using:

$$
\begin{equation*}
A P S F=I *\left(I_{0} S\right)^{-1} \tag{5.33}
\end{equation*}
$$

The normalized APSF was used to deconvolve the image of the second source (an electronic billboard) and remove the glow around the second source.

In the above discussion, it was assumed that the sensor PSF is a delta function. However, limitations of the sensor optics introduces a non-delta PSF. In all cases, therefore, the images must be deconvolved by the sensor PSF. The sensor PSF can be obtained either by capturing an image of a distant source (or speck) that projects to a single pixel or by using resolution charts. The sensor optics must


Figure 5.22: Shape detection, APSF computation, and glow removal. Two adjacent sources (a) and (d) of different shapes and intensities imaged under rainy and misty conditions. (b) The shape of the source in (a) is detected using simple thresholding. (c) The APSF of the source in (a) is computed using (5.33). (e) The APSF shown in (c) is used to remove the glow around the electronic billboard (d).
be such that the PSF of the sensor does not kill the frequencies in the atmospheric PSF. Fortunately, since multiple scattering is a smoothing phenomenon, several good lenses PSFs do not block any APSF frequencies. In our experiments, we used a high quality Nikon AF Nikkor Zoom Lens.

### 5.10.2 From APSF to Weather

In this section, we explore how our model for the APSF can be used to recover the depth of the source as well as information about the atmosphere. The APSF (5.28) depends on two quantities: (a) optical thickness $T$, which is scaled depth, and (b) forward scattering parameter $q$ of the weather condition. The optical thickness $T$ is related to the visibility $V$ in the atmosphere and distance $R$ to the source as [75]:

$$
\begin{equation*}
T=\sigma R \approx \frac{3.912}{V} R \tag{5.34}
\end{equation*}
$$

Furthermore, the value of the forward scattering parameter $q$ can be used to find the type of weather condition (see Figure 5.6). Given an APSF, it is therefore desirable to estimate the model parameters $T$ and $q$. The APSF can either (a) be directly measured from the image (as in Figure 5.11) when the source image lies within a pixel, or (b) be computed from the image as described in section 5.10.1, when the image of the source is greater than a pixel. We then use a standard optimization tool to estimate the APSF model parameters, $T$ and $q$, that best fit the measured or computed APSF.

### 5.10.3 A Visual Weather Meter

The ability to compute the type of weather and the visibility of the atmosphere from one image of a distant source turns a camera into a "Remote Visual Weather Meter". We performed extensive experiments to test the accuracy of our techniques. We used images (Figure 5.23(a)) of a real light source acquired under 45 different atmospheric conditions. These light source images were obtained from the Columbia University Weather and Illumination Database (WILD) [89]. We also obtained the ground truth weather data (type and visibility) as well as the actual depth of the source from the sensor, from the database.

The APSF and its parameters - optical thickness $T$ and forward scattering parameter $q$ were computed as described before, for each of the 45 conditions. Using the estimated $T$ and the ground truth depth $R$, the visibility $V$ was computed from (5.34). The estimated visibilities follow the trend of the actual visibility curve (Figure 5.23(b)). Similarly, we used the estimates of $T$ and the ground truth visibilities $V$ to compute the depth $R$ from (5.34). The resulting depths obtained in the 45 trials are shown in Figure 5.23(c). The plots are normalized so that the
ground truth depth is 1 unit.
The range of estimates for $q$ in the 45 images were between 0.75 and 1.0. These conformed to the prevalent weather conditions: haze, mist and rain (Figure $5.23(\mathrm{~d}))$. The ground truth weather data from the WILD database was collected at an observatory three miles away from the location of the source. Hence, some of the errors in the plots can be attributed to the possible incorrect ground truth data.

### 5.11 Summary

We derived an analytic series solution to the radiative transfer from an isotropic point source immersed in a homogeneous spherical medium. The solution is valid for both isotropic and non-isotropic scatterers and for both absorbing and purely scattering media. We validated the model extensively using Monte Carlo simulations as well as real experiments with light sources immersed in milk and the atmosphere. Unlike computationally intensive numerical simulations, our model can be used to estimate the radiation field in the medium accurately and instantaneously.

We presented two applications of our model that are relevant to computer vision and computer graphics. The model we developed can be used for realtime rendering of sources in various participating media. The model was further exploited to compute scaled depth, visibility, and the type of weather condition, from a single image of a source at night. This allowed a camera to serve as a "visual weather meter". In future work, we wish to extend our analysis to radiative transfer from non-isotropic sources and apply the model to several problems in medical imaging, underwater imaging and remote sensing.

(a) A real light source viewed under 45 different atmospheric conditions.

(b) The accuracy of computed visibilities.

(b) The accuracy of computed depth.

(b) The accuracy of the computed weather condition.

Figure 5.23: A Visual Weather Meter: (a) A light source of known shape is observed under a variety of weather conditions (rain, mist, haze, snow) and visibilities (1 mile to 5 miles). Optical thickness $T$ and forward scattering parameter $q$ are computed from the glow observed in each image. (b) Actual ground truth depth is used to compute the visibility (see (5.34)). (c) To calculate depth, we used the ground truth visibilities and the computed $T$ (see (5.34)). (d) Weather conditions recovered from all images. Empty circle denotes a mismatch between estimated and ground truth weather condition. The images of the sources and ground truth data were taken from the Columbia WILD database [89].
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## Chapter 6

## WILD: Weather and ILlumination <br> Database

### 6.1 Variability in Scene Appearance

The appearance of a fixed scene depends on several factors - the viewing geometry, illumination geometry and spectrum, scene structure and reflectance (BRDF or BTF) and the medium (for example, atmosphere) in which the scene is immersed. The estimation of one or more of these appearance parameters from one or more images of the scene has been an important part of research in computer vision. Several researchers have focused on solving this inverse problem under specific conditions of illumination (constant or smoothly varying), scene structure (no discontinuities), BRDF (lambertian) and transparent media (pure air). Images captured to evaluate their methods adhere to the specific conditions. While understanding each of these specific cases is important, modeling scene appearance in the most general setting is ultimately the goal of a vision system.

To model, develop and evaluate such a general vision system, it is critical to collect a comprehensive set of images that describes the complete variability in the appearance of a scene. The light field [35] or the plenoptic function $[2]$ is a function of all the appearance parameters mentioned above and thus, fully describes scene appearance. Levoy and Hanrahan [66] and Gortler et al., [38] have measured the light fields around toy objects, as a coarse $4 D$ sampling. Sampling the entire light field over a substantial period of time, however, is extremely costly.

Several research groups have collected images of a scene (for example, faces, textures, objects) under varying lighting conditions and/or viewpoints in controlled lab environments. The CMU-PIE database [121] has 40000 facial images under different poses, illumination directions and facial expressions. The FERET [106] database consists of 1196 images of faces with varying facial expressions. Similarly, the Yale Face database [9] has around 165 images taken under different lighting, pose and occlusion configurations. The SLAM database [80] provides a set of 1500 images of toy objects under different poses. The color constancy dataset collected by Funt et al. [31] provides a large set of images of objects (boxes, books and so on) acquired under different poses and with different illuminants (fluorescent, halogen, etc). The CURET database [23] provides a set of 12000 images of real world textures under 200 illumination and viewing configurations. It also provides an additional set of 14000 Bi-directional Texture Function (BTF) measurements of 61 real world surfaces.

Several databases of images of outdoor scenes have also been collected. The "natural stimuli collection" [134] has around 4000 images of natural scenes taken on clear, foggy and hazy days. Parraga et al. [103] provide a hyper-spectral dataset of

29 natural scenes. The MIT city scanning project [130] provides a set of 10000 georeferenced calibrated images acquired over a wide area of the MIT campus. These databases, however, do not cover the complete appearance variability (due to all outdoor illumination and weather conditions) in any one particular scene. Finally, web-cams [41] used for surveillance capture images regularly over long periods of time. However, they are usually low quality, non-calibrated, not tagged with ground truth data and focus only on activity in the scene. Note that the references we have provided for various databases are by no means complete. We refer the reader to [20] for a more comprehensive listing.

In this chapter, we present a set of very high quality registered images of an outdoor scene, captured regularly for a period of 9 months. The viewpoint (or sensor) and the scene are fixed over time. Such a dataset is a comprehensive collection of images under a wide variety of seasons, weather and illumination conditions. This database serves a dual purpose; it provides an extensive testbed for the evaluation of existing appearance models, and at the same time can provide insight needed to develop new appearance models. To our knowledge, this is the first effort to collect such data in a principled manner, for an extended time period.

We begin by describing the image acquisition method, the sensor calibration procedures, and the ground truth data collected with each image. Next, we illustrate the various factors that effect scene appearance using images from our database captured over 9 months. Several experiments and evaluations in the previous chapters have been performed on the images of this dataset. In addition to computer vision, this database has potential implications for graphics, image processing as well as atmospheric sciences.

### 6.2 Data Acquisition

In this section, we describe the camera we used to acquire images, the collection setup and the quality and quantity of images we capture.

### 6.2.1 Scene and Sensor

The scene we image is an urban scene with buildings, trees and sky. The distances of these buildings range from about 20 meters to about 5 kilometers. The large distance range facilitates the observation of weather effects on scene appearance. See Figure 6.4 for the entire field of view. The digital camera we use for image capture is a single CCD KODAK Professional DCS 315 (see Figure 6.1) [56]. As usual, irradiance is measured using 3 broadband R, G, and B color filters. An AF Nikkor $24 \mathrm{~mm}-70 \mathrm{~mm}$ zoom lens is attached to the camera.

### 6.2.2 Acquisition Setup

The setup for acquiring images is shown in Figure 6.1. The camera is rigidly mounted over a pan-tilt head which is fixed rigidly to a weather-proof box (see black box in Figure 6.1). The weather-proof box is coated on the inside with two coats of black paint to prevent inter-reflections within the box. An anti-reflection glass plate is attached to the front of this box through which the camera views the scene. Between the camera and the anti-reflection plate, is a filter holder (for, say, narrow band spectral filters). This box has two side doors and a back door for access to within the box (say, for cleaning purposes or to change filters). The entire box with the camera and the anti-reflection glass plate is mounted on a panel rigidly attached to a window. The camera is connected to a 450 MHz Pentium III computer through the standard IEEE 1394 firewire interface. The images captured by the camera are directly stored in the computer hard drive.


Figure 6.1: Acquisition Setup

### 6.2.3 Image Quality and Quantity

Images are captured automatically every hour for 20 hours each day (on an average). The spatial resolution of each image is $1520 \times 1008$ pixels and the intensity resolution is 10 bits per pixel per color channel. Currently, we have acquired images for over 150 days. In total, the database has around 3000 images. Due to maintenance issues that arise from prolonged camera usage (camera power failures and mechanical problems in controlling camera shutter), we have had to remove the camera twice from the enclosure. We believe the resulting loss of few days in the database can be tolerated since the dataset has enormous redundancy. The new image sets are registered with existing ones using the Matlab image registration utility.

To capture both subtle and large changes in illumination and weather, high dynamic range images are required. So, we acquire images with multiple exposures (by changing the camera shutter speed while keeping the aperture constant) and apply prior techniques to compute a high dynamic range image ( $\approx 12$ bits per pixel) of the scene. Since the illumination intensity is expected to vary with time, the set of exposures are chosen adaptively. First, an auto-exposure image is taken and its shutter speed is noted. Then 4 more images are captured with exposures around this auto-exposure value. This type of adaptive exposure selection is commonly used by photographers and is called exposure bracketing.


Figure 6.2: Radiometric Self-Calibration. (a) - (c) Three images (10 bits per pixel per RGB channel) captured with different camera exposures. (d) Computed radiometric response functions of the 3 RGB channels. The response functions are linear with slopes $1.5923,1.005$ and 0.982 for R, G, and B respectively. The colors can be balanced by normalizing the slope of each response function. (e) Histogram equalized high dynamic range image irradiance map obtained by combining images taken with multiple exposures. Insets indicate that the dynamic range in this image is much higher than the dynamic range in any image captured using a single exposure.

### 6.3 Sensor Radiometric Calibration

Analysis of image irradiance using measured pixel brightness requires the radiometric response of the sensor. The radiometric response of a sensor is the mapping, $g$, from image irradiance, $I$, to measured pixel brightness, $M: M=g(I)$. Then, the process of obtaining $I$ from $M: I=g^{-1}(M)$, up to a global scale factor, is termed as radiometric calibration.

The response functions of CCD cameras (without considering the gamma or color corrections applied to the CCD readouts) are close to linear. We computed the response functions of the 3 RGB channels separately using Mitsunaga and Nayar's [78] radiometric self-calibration method. In this method, images captured with multiple exposures and the their relative exposure values are used to estimate the inverse response function in polynomial form. The results of the calibration
are shown in the plots of Figure 6.2(d). Notice that the response functions of R, G, and B are linear and they have different slopes - 1.5923, 1.005 and 0.982 respectively. To balance the colors, we normalize the response functions by the respective slopes. The images taken with different exposures are linearized using the computed response function. A high dynamic range image irradiance map (see Figure 6.2) is obtained by using a weighted combination of the linearized images. This image has significantly more dynamic range then any of the original images taken with single exposures [95]. The high dynamic range can prove very useful when analyzing both subtle and large changes in weather and illumination.

### 6.4 Ground Truth Data

Any database is incomplete without the accompanying ground truth. We have tagged our images with a variety of ground truth information. Most important categories of the ground truth we collected are scene depth and weather information. The depths of scene points are mainly obtained using satellite digital orthophotos supplied by the United States Geological Survey [133]. Arcview [29] is a mapping software that is used to measure the orthographic distance between two scene points (visible in the orthophotos) up to an accuracy of 1 meter. See Figure 6.3 for an example of a satellite orthophoto. Note that accurate depth is not available at all pixels. However, since the field of view consists of mainly vertical buildings, rough planar models can be used.

The position (longitude, latitude and altitude) of the sensor is included in the database. This information along with the date and time of day, can be used to accurately compute sun and moon orientation relative to the sensor. For exact equations, see $[7 ; 93]$.


Conditions at 2001.03.06 11:51am

| Wind | NNW $\left(340^{\circ}\right) 10 \mathrm{MPH}$ |
| :--- | :--- |
| Visibility | $11 / 4$ mile(s) |
| Sky conditions | Overcast |
| Weather | Light snow, Mist |
| Precipitation last hour | A trace |
| Temperature | $32.0 \mathrm{~F}(0.0 \mathrm{C})$ |
| Dew Point | $32.0 \mathrm{~F}(0.0 \mathrm{C})$ |
| Relative Humidity | $100 \%$ |

Figure 6.3: Sample ground truth data. [Left] A satellite digital orthophoto of a portion of the scene. The red spot indicates the position of the sensor and bright region indicates the field of view. Arcview [29] is used to measure the orthographic distance between any two scene points (seen in top view) with an accuracy of 1 meter. [Right] The weather data obtained from National Weather Service websites [99].

Every hour we automatically collect standard weather information from the National Weather Service web sites [99]. This includes information about sky condition (sunny, cloudy), weather condition (clear, fog, haze, rain), visibility, temperature, pressure, humidity and wind (see Figure 6.3). Such information can be used to estimate the scattering coefficient of the atmosphere [1].

### 6.5 Images of WILD

We illustrate the variability in scene appearance due to weather, illumination, season changes, and surface weathering using images from our dataset captured over five months.

### 6.5.1 Variation in Illumination

The distribution of environmental illumination on a scene produces a wide variety of scene appearances. Commonly noticed effects include shadows, colors of sunrise and sunset, and illumination from stars and moon at night. The human visual system relies on illumination in the scene to perceive scene reflectance (retinex and color constancy [63]) and shape [109] correctly. As a result, rendering a scene with
consistent illumination is critical for realism in graphics.
Considerable amount of effort has been put into modeling outdoor illumination. The book "Daylight and its Spectrum" [43] provides a compendium of color and intensity distributions of skylight for many years of the 20th century. Daylight spectrum has also been represented using a set of linear bases [122]. Works that model clouds and their effect on the ambient illumination also exist in literature [79; 37]. In graphics, scenes have been rendered under different daylight [129] and night illuminations [52]. Shadows are a powerful cue for shape and illumination perception. Rendering shadows and extracting shape information from shadows [55; $62]$ are also important problems.

Let us consider the various sources of illumination in any outdoor scene. The primary sources (self-luminous) include the sun during the day, the stars and lamps during night. There are numerous other secondary illumination sources such as skylight, ground light, moonlight, airlight [61] (due to scattering of light by the atmosphere), and scene points themselves (inter-reflections [94]). Our goal is to include the effects of all these sources in one comprehensive database. Figure 6.4 shows 6 images from our database illustrating the various shadow configurations on a sunny day. Figure 6.5 shows different illumination colors and intensities at sunrise, noon, sunset and night. Figure 6.6 depicts the variations in ambient lighting due to varying cloud covers.

When viewed up-close, rough surfaces appear to have $3 D$ textures (due to surface height variations) rather than $2 D$ textures. The appearance of $3 D$ textures has been modeled in [23]. Figure 6.7 shows the appearance of a rooftop with ridges at different times of the day. Notice the change in appearance of cast shadows due


Figure 6.4: Images illustrating different shadow configurations on a clear and sunny day. Shadows provide cues for illumination direction and the scene structure. Notice the positions of the sharp shadows on the buildings.


Figure 6.5: Images illustrating the various colors and intensities of illumination at sunrise, noon, sunset and night. Notice the significant change in the colors of the sky.
to surface height variations.

The above variability in a single database facilitates research groups to study the illumination effects individually as well as simultaneously. For instance, one may use just sunny day images at one particular time of day, when the sun position remains constant and shadows do not change. In another instance, one can consider images captured only on cloudy days to model scenes under ambient lighting.


Figure 6.6: Images showing various levels of cloud cover. The image on the left shows the appearance of the scene with a few scattered clouds. The two images on the right were taken under mostly cloudy and completely overcast conditions. Notice the soft shadows due to predominant ambient lighting.


Figure 6.7: When viewed at close proximity (fine scale), the appearances of surfaces should be modeled using the bi-directional texture function (BTF) instead of the BRDF. Notice the change in cast shadows due to the ridges on the rooftop. All images are histogram equalized to aid visualization.

### 6.5.2 Variation in Weather Conditions

Since the collection was done for over 9 months, the images of the dataset contain a wide variety of weather and visibility effects. In this section, we describe some of the effects seen in the images.

How can the models for weather analysis be evaluated? Under what conditions do these models fail or perform well? To satisfactorily answer such questions, we must evaluate the performance of such models and algorithms on images of a scene captured under a wide variety of illumination and weather conditions. Our database includes images of the scene under many atmospheric conditions including clear and sunny, fog, haze, mist, rain and snow. Indeed several of our experiments and evaluations are performed on the images in this database. Figure 6.8 shows 4 images of the same scene captured under different weather conditions. Notice the


Figure 6.8: Images taken at the same time of day but under different weather conditions. Notice the degradation in visibility, especially, of far away scene points in bad weather.


Figure 6.9: Night images showing light sources under clear and misty conditions. The sources appear like specks of light on a clear night. Notice the light spreading due to multiple scatterings on a misty night.
significant reduction in contrast (and increase in blurring) in far away buildings. Broadening of light beams due to multiple scatterings in the atmosphere is clearly illustrated by the lamps imaged at night (see Figure 6.9).

Consider the event of mild fog setting in before sunrise, becoming dense as time progresses and finally clearing by noon. We believe that such lengthy, time varying processes can be studied better using our database. Study of such processes have potential implications for image based rendering.


Figure 6.10: Images taken at the same time of day but on days in summer and fall. Both the images were taken on clear and sunny days. Notice the subtle differences in colors and the positions of shadows.

### 6.5.3 Seasonal Variations

The types of outdoor illumination and weather conditions change with seasons. For instance, the intensity distribution of sunlight and skylight differ from summer to winter [43]. Similarly, the atmospheric conditions that manifest in fall are significantly different from those that occur in winter. Models of the atmosphere and climate in different seasons can be found in [1] and other related papers [3].

Since we acquire the images for over 9 months, changes in scene appearance due to changes in seasons can be studied. For instance, one might easily compare the images taken on a clear day in spring with images taken on a clear day in winter under identical sensor settings. Figure 6.10 shows 2 images taken at the same time of day in summer and fall.

### 6.5.4 Surface Weathering

Over substantial periods of time, we commonly see oxidation of materials (rusting), deposition of dirt on materials and materials becoming wet or dry. These effects are important for realistic scene rendering and have been modeled by Dorsey and Hanrahan [25]. Since our images have high spatial resolution, portions of the image corresponding to small regions in the scene (say, a portion of a wall) can be analyzed. Figure 6.11 shows a small patch in the scene when it is dry and wet.


Figure 6.11: Portions of a rooftop in the scene when it is dry, partly and completely wet.

### 6.6 Summary

The general appearance of a scene depends on a variety of factors such as illumination, scene reflectance and structure, and the medium in which the scene is immersed. Several research groups have collected and analyzed images of scenes under different configurations of illuminations (both spectrum and direction), and viewpoints, in controlled lab environments. However, the processes that effect outdoor scene appearance such as climate, weather and illumination are very different from indoor situations. Ultimately, vision algorithms are expected to work robustly in outdoor environments. This necessitates a principled collection and study of images of an outdoor scene under all illumination and weather conditions. We have collected a large set of high quality registered images of an outdoor urban scene captured periodically for five months. We described the acquisition process, calibration processes and ground truth data collected. Several experiments and evaluations in this thesis are performed on the images from this dataset. We believe that this dataset has potential implications in vision, graphics and atmospheric sciences.

## Chapter 7

## Conclusions and Future Work

Ultimately, vision systems must be able to handle problems posed by bad weather. This thesis lays the foundation for scene interpretation in a variety of stable weather conditions such as fog, mist, haze and other aerosols. We summarized existing models in atmospheric optics and proposed several new ones, keeping in mind the constraints faced by most vision applications. In addition, we presented several algorithms for recovering pertinent scene properties, such as 3D structure, and clear day scene contrasts and colors, from images taken in poor weather, without requiring prior knowledge of atmospheric conditions. We also developed algorithms for recovering useful information about the atmosphere, such as the type of weather (fog, haze, mist), and the meteorological visibility. In the remainder of this chapter, we list the contributions of this thesis and describe several areas of future work.

### 7.1 Summary of Contributions

We now present a summary of the contributions of this thesis. Figures 7.1 and 7.2 show a visual snapshot of the contributions.

I. Color Restoration and 3D Structure

(d) Output : Different Amounts of Fog Removed Automatically from Different Distances
II. Contrast Restoration Irrespective of Scene Distances

(e) Input : Minimum and Maximum Polarization Images

(f) Output: Dehazed Image
III. Dehazing Using Polarization

IV. WILD : Weather and Illumination Database

Figure 7.1: Visual Snapshot of Thesis Contributions.


Figure 7.2: Visual Snapshot of Thesis Contributions (continued).

### 7.1.1 Single Scattering Models for Stable Weather

To understand the interaction of light with the atmosphere and its effect on imaging, we have developed a comprehensive set of physics-based single scattering models that describe the appearances of scenes under stable weather conditions such as fog, haze, and mist. These models describe the colors, contrasts and polarizations of observed scene points under different stable weather conditions.

### 7.1.2 Structure from Weather

At first glance, bad weather may be viewed as no more than a hindrance to an observer. However, it turns out that bad weather can be put to good use. The farther light has to travel from its source (say, a surface) to its destination (say, a camera), the greater it will be effected by the weather. Hence, bad weather could serve as a powerful means for coding and conveying scene structure. This observation lies at the core of our investigation. We have developed 5 algorithms
to compute three dimensional scene structure from one or more images of a scene captured under poor but unknown weather conditions. An example result is shown in Figure 7.1(a).

### 7.1.3 Removing Weather Effects from Images and Videos

Bad weather can severely impact the performance of any outdoor vision system. One approach to overcome bad weather effects is to explicitly remove them from the images before performing further analysis. We have developed 3 algorithms to restore clear day contrasts and colors of scene points from images taken under poor weather conditions. In all these methods, we make no assumption on the types of reflectances or illuminations on the scene, or the exact types of weather conditions. Example experimental results are shown in Figures 7.1(a,b,c).

### 7.1.4 Weather and Illumination Database (WILD)

We have acquired an extensive set of high quality (12 bits per pixel), high resolution ( $1520 \times 1008$ ) images of a static outdoor scene every hour for over nine months. This database is the first of its kind and contains images taken under a wide variety of weather (clear, fog, mist, haze, snow, rain) and illumination (sunny, cloudy, day, night) conditions as well as all four seasons (fall, winter, spring, summer). Each image is tagged with a variety of ground truth data about the weather and sky condition, as well as scene depths obtained from satellite orthophotos. A subset of images is shown in Figure 7.1(d). We have used the images from the WILD database for several of our experiments and evaluations. Our WILD database has been distributed to 50 research groups in North America, Europe and Asia, since August 2002. We believe this database itself can spawn new research in the fields of computer graphics, vision, remote sensing and atmospheric sciences.

### 7.1.5 Multiple Scattering around Light Sources

We have developed an analytic model for multiple scattering of light from a light source immersed in virtually any scattering medium. Using this model, we have demonstrated fast and accurate rendering of volumetric effects in graphics, and computation of weather information (meteorological visibility and type of weather condition) from a single image of a light source and its surrounding glow. We believe that this model has implications also for medical imaging, underwater and satellite imaging. We intend to use these results as building blocks for developing more advanced weather-tolerant vision techniques.

### 7.1.6 Publications

Parts of the research conducted towards this thesis have been published in various conferences $[96 ; 90 ; 85 ; 84 ; 116 ; 89 ; 88 ; 87]$ and journals [91; 117; 92].

### 7.2 Future Work

This thesis mostly focused on stable or steady weather conditions such as fog, haze, mist and other aerosols. We believe that a major area of future work could be in developing models and algorithms for dynamic weather conditions such as rain, hail and snow and turbulence. The other area where there is a wide scope for future work is on the fast and accurate rendering of volumetric effects in participating media in general settings. We describe these areas (along with other smaller areas) of future work and propose possible (albeit speculative) research directions in these areas.

### 7.2.1 Modeling Dynamic Weather Conditions

In steady weather (fog, haze, mist), the individual water droplets that constitute the weather are too small $(1-10 \mu \mathrm{~m})$ to be individually detected by a camera.

The intensity at a pixel in stable weather is due to the aggregate effect of a large number of these drops within the pixel's solid angle. Hence, volumetric (aggregate) models of atmospheric scattering, such as attenuation and airlight, can be used to adequately describe the effects of stable weather.

On the other hand, dynamic weather conditions, such as rain and snow, produce much more complex visual effects. Rain drops are large enough (1 10 mm ) to be individually detected by the camera. Furthermore, their motions produce randomly varying spatial and temporal intensities in an image. Aggregate scattering models will not suffice to model the random spatio-temporal fluctuations caused by dynamic weather conditions. Thus, stochastic models may be more effective for handling dynamic weather. Most of this discussion was adapted from [33; 32].

### 7.2.2 Handling Non-Homogeneous Weather

One of the assumptions made in this thesis is that the atmosphere (or the scattering medium) is homogeneous. This approximation is valid for short distance ranges (a few kilometers) and more or less horizontal lines of sight. However, for large distance ranges (for example, as in remote sensing) or near vertical lines of sight (for example, as in satellite and telescopic imaging), this assumption is violated. In general, we expect that it may be possible to compute optical thickness but it will be hard to compute scene structure under arbitrary (and unknown) homogeneities. The optical thicknesses so computed need to be used to remove weather effects. As an example, consider a simpler type of non-homogeneity (homogeneous in X-Y plane but non-homogeneous along the Z axis (line of sight)). In this case, it is possible to compute optical thickness and remove weather effects using the polarization-based
model and algorithms. Future work includes generalizing this to more interesting non-homogeneities.

### 7.2.3 What can be known from a Single image?

Most of our algorithms to compute structure required two images taken under varying atmospheric conditions or taken by varying optical settings of the camera. The structure computed then was used to remove weather effects from an image. Furthermore, we presented depth heuristics to interactively deweather a single image. Along these lines, it will be interesting to investigate the possibility of deweathering a single image using other types of heuristics or priors on scene colors (for instance, priors obtained from natural image statistics literature) and sky colors (for instance, priors obtained from daylight spectral distributions).

### 7.2.4 Implicit approach to overcome weather effects

Ultimately, any vision system must overcome weather effects in order to perform more robustly in bad weather. In the explicit approach discussed in this thesis, we first remove weather effects from input images/videos using physics-based algorithms to obtain clear day images. Further tasks (say, tracking, identification, etc) may be then performed using the deweathered images. On the other hand, implicit methods simultaneously use physics-based models and constraints for image understanding in bad weather, as well as the task that a particular vision system does normally. This approach can be task dependent and hence can be more involved when compared to the explicit approach. However, it can provide significant flexibility in designing robust measures to overcome weather effects and at the same time perform the required task. Furthermore, in real-time tasks, where applying an explicit method is computationally expensive, faster implicit methods may be
necessary. Design of implicit methods for a variety of vision tasks (say, tracking, identification, etc) is an important direction for future work.

### 7.2.5 Analytic Volumetric Rendering in General Settings

Our analytic model for multiple scattering was developed for somewhat restrictive situations. We now present a series of research problems that we feel are necessary to achieve rendering volumetric effects due a variety of media in general situations. At a high level, these research problems can be categorized into (a) new analytic models and approximations; and (b) new algorithms for fast rendering of volumetric effects.

Analytic Bases for Variations of the Spherical RTE: In this thesis, we developed analytic bases (Legendre polynomials) for multiple scattering from a point light source placed at the center of a spherical medium. Future work includes the derivation of similar analytic bases for simple variations on the spherical RTE configurations of medium and source geometry. For instance, what happens when the source is not at the center of the medium but rather at a different location inside or outside the medium? Then, the light field also depends on the azimuthal angle from the radius vector. In this case, we believe that using spherical harmonics enables us to capture the multiple scattering within this volume.

Analytic approximation for Visibility of Sources: In our analytic model, we assumed that an isotropic point source is immersed in a spherical medium with no other objects or occluders. In reality, the source could be occluded by nearby objects or could be non-isotropic. Areas of darkening may be seen in the medium where the occluders cast shadows. This is a hard problem to solve analytically. However, we believe that certain analytic approximations can be obtained. For instance, to
darken the areas in the shadow region, we may place negative isotropic sources in the interior of the occluder so as to create the right area of darkening. To handle non-isotropic sources, we need to consider only a source obtained by blocking a finite solid angle of an isotropic source. Note that an arbitrary non-isotropic source could be constructed from smaller solid angles of isotropic sources.

## Guiding Monte Carlo Ray Tracers using Analytic Models: One of the

 main problems of Monte Carlo approaches to rendering volumetric effects is that they are computationally very expensive. Their computation cost depends on the parameters of the medium (say, the volume of the medium and the density of particles in the medium). In other words, the time required to render an image of a scene in dense fog could be several orders of magnitude greater than the time required to render the same scene in mild fog. Also, the time required to render a larger (scaled) version of the same scene with the same particle density could be orders of magnitude higher. Thus, rendering scenes by interactively changing parameters of the scene (be it parameters of the medium or the objects in the scene itself) can be more or less ruled out. On the positive side, Monte Carlo methods can accurately take into account arbitrary source and medium configurations, complex visibility effects as well as arbitrary source radiance distributions.We propose the use of our analytic models and approximations to guide Monte Carlo techniques to faster and more accurate convergence. Note that, at a basic level, the monte carlo method is a randomized technique that numerically computes complex integrals. Millions of function evaluations are needed for accurate results. We believe that our analytic models will provide starting estimates that are very close to the final solution in most cases. Thus, the hard dependence
of Monte Carlo on the parameters of the scene is alleviated. Also, we can take advantage of the flexibility in Monte Carlo to render subtle effects due to complex scenes, that are not captured using the analytic models. This hybrid method enjoys the advantages of both the techniques.

Using the above set of models and algorithms, it may be possible to render a wide variety of volumetric effects (atmospheric, underwater, subsurface, etc) efficiently as well as accurately in general settings.

## Part V

## Appendices

## Appendix A

## Direct Transmission under Overcast Skies

We present an analysis of the effect of sky illumination and its reflection by a scene point, on the direct transmission from the scene point. For this, we make two simplifying assumptions on the illumination received by scene points. Usually, the sky is overcast under foggy conditions. So we use the overcast sky model[37][136] for environmental illumination. We also assume that the irradiance of each scene point is dominated by the radiance of the sky, and that the irradiance due to other scene points is not significant. See Langer and Zucker's work[64] for a related analysis.

Consider the illumination geometry shown in figure (A.1). Let $P$ be a point on a surface and $\hat{\mathbf{n}}$ be its normal. We define the sky aperture $\Omega$ of point $P$, as the cone of sky visible from $P$. Consider an infinitesimal patch of the sky, of size $\delta \theta$ in polar angle and $\delta \phi$ in azimuth as shown in figure (A.1). Let this patch subtend a solid angle $\delta \omega$ at $P$. For overcast skies, Moon[79] and Gordon[37] have shown that the radiance of the infinitesimal cone $\delta \Omega$, in the direction $(\theta, \phi)$ is given by


Figure A.1: The illumination geometry of a scene point $P$ with surface normal $\hat{\mathbf{n}}$. The irradiance of $P$ is due to the airlight radiance of its sky aperture $\Omega$.
$L(\theta, \phi)=L_{\infty}(\lambda)(1+2 \cos \theta) \delta \omega$, where $\delta \omega=\sin \theta \delta \theta \delta \phi$. Hence, the irradiance at $P$ due to the entire aperture $\Omega$, is given by

$$
\begin{equation*}
E(\lambda)=\iint_{\Omega} L_{\infty}(\lambda)(1+2 \cos \theta) \cos \theta \sin \theta d \theta d \phi \tag{A.1}
\end{equation*}
$$

where $\cos \theta$ accounts for foreshortening[46]. If $R$ is the $B R D F$ of $P$, then the radiance from $P$ toward the observer can be written as

$$
\begin{equation*}
L_{0}(\lambda)=\iint_{\Omega} L_{\infty}(\lambda) f(\theta) R(\theta, \phi, \lambda) d \theta d \phi \tag{A.2}
\end{equation*}
$$

where $f(\theta)=(1+2 \cos \theta) \cos \theta \sin \theta$. Let $\sigma$ be the projection of a unit patch around $P$, on a plane perpendicular to the viewing direction. Then, the radiant intensity of $P$ is given by $I_{0}(\lambda)=\sigma L_{0}(\lambda)$. Since $L_{\infty}(\lambda)$ is a constant with respect to $\theta$ and $\phi$, we can factor it out of the integral and write concisely as

$$
\begin{equation*}
I_{0}(\lambda)=L_{\infty}(\lambda) \eta(\lambda), \tag{A.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(\lambda)=\sigma \iint_{\Omega} f(\theta) R(\theta, \phi, \lambda) d \theta d \phi \tag{A.4}
\end{equation*}
$$

The term $\eta(\lambda)$ represents the sky aperture and the reflectance in the direction of the viewer. Substituting for $I_{0}(\lambda)$ in the direct transmission model in (2.6), we obtain

$$
\begin{equation*}
E(d, \lambda)=g \frac{L_{\infty}(\lambda) \eta(\lambda) e^{-\beta(\lambda) d}}{d^{2}} \tag{A.5}
\end{equation*}
$$

where $g$ represents the optical setting of the camera (exposure, for instance). We have thus formulated the direct transmission model in terms of overcast sky illumination and the reflectance of the scene points.

## Appendix B

## Illumination Occlusion Problem

In deriving the expression for the radiance due to airlight in section 2.2.3, we assumed that the atmosphere is illuminated uniformly regardless of the type of illumination. This is not always true since not all points in the atmosphere "see" the same solid angle of the sky. In fact, the scene itself occludes part of the sky hemisphere visible to a point in the atmosphere. For explanation purposes, consider a scene with a single building. The solid angle subtended at any point in the atmosphere by the sky is called its sky aperture. As seen in figure B.1, this solid angle decreases as the distance increases from the observer for any given pathlength. Similarly, the solid angle is smaller for points near the bottom of the building.

We now present a simplified analysis of this effect. We assume that the atmosphere is illuminated mainly by overcast skylight (ground light is ignored here). Then, the irradiance received by any point in the atmosphere is given by (see equation (A.1)),

$$
E=E^{(\text {hemisphere })}-E^{(\text {occluded })},
$$



Decreasing Sky Aperture
Figure B.1: The scene occludes the sky aperture of points in the atmosphere. As a result points in the atmosphere are not uniformly illuminated by the sky.

$$
\begin{align*}
E^{(\text {occluded })} & =\int_{-\phi}^{\phi} \int_{0}^{\theta} L_{\infty}(1+2 \cos \theta) \cos \theta \sin \theta d \theta d \phi, \\
E^{(\text {hemisphere })} & =\int_{-\pi}^{\pi} \int_{0}^{\pi / 2} L_{\infty}(1+2 \cos \theta) \cos \theta \sin \theta d \theta d \phi, \tag{B.1}
\end{align*}
$$

where $E^{(h e m i s p h e r e)}$ is the irradiance the point would receive from the entire sky hemisphere (as if there were no occlusions). $E^{\text {occluded }}$ is the irradiance the point would have received from the occluded part. $\theta$ and $\phi$ denote the polar and azimuth of the occluded region. The above equation simplifies to

$$
\begin{equation*}
E=L_{\infty} \frac{7 \pi-7 \phi \cos ^{2} \theta(3+4 \cos \theta)}{3} . \tag{B.2}
\end{equation*}
$$

To correct for the radiance of airlight in section 2.2.3, we multiply by the fraction of irradiance received by each point and rewrite the airlight radiance (2.13) of a
pathlength d as

$$
\begin{equation*}
L(d, \lambda)=k\left(1-e^{-\beta(\lambda) d}\right)-\int_{0}^{d} k\left(\frac{\phi \cos ^{2} \theta(3+4 \cos \theta)}{\pi}\right) \beta(\lambda) e^{-\beta(\lambda) x} d x \tag{B.3}
\end{equation*}
$$

Note here that both $\theta$ and $\phi$ depend on the depth from the observer $x$ (see figure B.1). In other words, the integral in the previous equation depends on the exact extent of occlusion by the scene. In our experiments, we have assumed uniform illumination of the atmosphere and thus some of the errors in the depth maps can be attributed to this effect.

## Appendix C

## Sensing with a Monochrome

## Camera

In this section, we derive an expression for the intensity $E$, of a scene point under bad weather, recorded by a camera within a narrow wavelength band $(\lambda, \lambda+\delta \lambda)$. From (2.17) we write,

$$
\begin{equation*}
E=\int_{\lambda}^{\lambda+\delta \lambda} s(\lambda)\left(E_{d t}(d, \lambda)+E_{a}(d, \lambda)\right) d \lambda \tag{C.1}
\end{equation*}
$$

where $s(\lambda)$ is the spectral response of the camera. We assume that the scattering coefficient $\beta$ does not change appreciably over the narrow spectral band and write,

$$
\begin{align*}
E & =\frac{e^{-\beta d}}{d^{2}} \int_{\lambda}^{\lambda+\delta \lambda} E_{\infty}(\lambda) s(\lambda) r(\lambda) d \lambda \ldots \\
& +\left(1-e^{-\beta d}\right) \int_{\lambda}^{\lambda+\delta \lambda} E_{\infty}(\lambda) s(\lambda) d \lambda \tag{C.2}
\end{align*}
$$

The sky illumination spectrum can be written as,

$$
\begin{equation*}
E_{\infty}(\lambda)=I_{\infty}^{\prime} \widehat{E}_{\infty}(\lambda), \tag{C.3}
\end{equation*}
$$

where, $I^{\prime}{ }_{\infty}$ is the magnitude of the sky illumination spectrum and $\widehat{E}_{\infty}(\lambda)$ is the normalized sky illumination spectrum. Letting

$$
\begin{align*}
g & =\int_{\lambda}^{\lambda+\delta \lambda} \widehat{E}_{\infty}(\lambda) s(\lambda) d \lambda \\
\rho & =\frac{1}{g d^{2}} \int_{\lambda}^{\lambda+\delta \lambda} \widehat{E}_{\infty}(\lambda) s(\lambda) r(\lambda) d \lambda \\
I_{\infty} & =I_{\infty}^{\prime} g \tag{C.4}
\end{align*}
$$

we rewrite the final brightness at any pixel as,

$$
\begin{equation*}
E=I_{\infty} \rho e^{-\beta d}+I_{\infty}\left(1-e^{-\beta d}\right), \tag{C.5}
\end{equation*}
$$

where, $I_{\infty}$ is termed as sky intensity. Note that $\rho$ is a function of normalized sky illumination spectrum, scene point reflectance and the spectral response of the camera, but not the weather condition $\beta$. The algorithm we present in the paper recovers $\rho$ for each pixel to restore scene contrast.

We now discuss under what weather conditions can this model be applied to various sensors. Let us now examine the wavelength range in which this model can be applied. By changing the limits of integration to $\left[\lambda_{1}, \lambda_{2}\right]$, and assuming the scattering coefficient to be constant over this wavelength band, we can use the same model for a black and white camera (entire visible range), or smaller color bands (R,G,B) for a color camera, or narrow band multi-spectral cameras.

Recall that the scattering coefficient for fog and dense haze remains more or less constant over the visible spectrum. Accordingly, a broad band RGB or gray-scale camera suffices to analyze images taken in fog and dense haze. For other aerosols such as mild haze, multi-spectral cameras or cameras fitted with narrow band filters should be used in order to apply our methods satisfactorily. Finally,
scattering coefficients of most weather conditions vary significantly in the nearIR spectrum [136] and hence, narrow-band IR cameras have to be used for the analysis beyond the visible wavelengths. In other words, the greater the variation in the scattering coefficient with respect to wavelength, the narrower the spectral bandwidth needed for effective results.

## Appendix D

## Computing $I^{\|}$and $I^{\perp}$

By rotating the polarizer to achieve an extremum of the intensity or contrast ( $I^{\|}$and $I^{\perp}$ ), it is often easy to visually detect the states corresponding to these components. However, it is easier and more accurate to estimate these components using three or more images taken through different general orientations of the polarizer. This is a common practice in polarization imaging $[113 ; 115 ; 120 ; 124 ; 137]$.

Let $\theta_{\|}$be the orientation of the polarizer for best transmission of the component parallel to the plane of incidence (see figure 2.7). For a general orientation $\alpha$, the observed intensity at each pixel is

$$
\begin{equation*}
I(\alpha)=(1 / 2) I^{\mathrm{total}}-a \cos \left[2\left(\alpha-\theta_{\|}\right)\right] \tag{D.1}
\end{equation*}
$$

where $a$ is the amplitude of the modulation caused by changing the filter's orientation.

We can write equation (D.1) for an angle $\alpha_{k}$ as

$$
\left[\begin{array}{lll}
1 / 2 & -\cos \left(2 \alpha_{k}\right) & -\sin \left(2 \alpha_{k}\right)
\end{array}\right]\left[\begin{array}{c}
I^{\text {total }}  \tag{D.2}\\
a_{\text {cos }} \\
a_{\text {sin }}
\end{array}\right]=I_{k}
$$

where $a_{\text {cos }}=a \cos \left(2 \theta_{\|}\right)$and $a_{\sin }=a \sin \left(2 \theta_{\|}\right)$. To obtain the estimates $\hat{I}^{\text {total }}, \hat{a}_{\text {cos }}$ and $\hat{a}_{\text {sin }}$, three linearly independent measurements are sufficient. If we have more than 3 measurements, we derive the least squares estimates. Then, we find the image components as

$$
\begin{equation*}
\hat{I}^{\|}=(1 / 2) \hat{I}^{\text {total }}-\hat{a} \tag{D.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{I}^{\perp}=(1 / 2) \hat{I}^{\text {total }}+\hat{a} \tag{D.4}
\end{equation*}
$$

where $\quad \hat{a}=\sqrt{\hat{a}_{\text {cos }}^{2}+\hat{a}_{\text {sin }}^{2}}$. These equations also yield an estimate of $\theta_{\|}$at each pixel:

$$
\begin{equation*}
\hat{\theta}_{\|}=(1 / 2) \arctan \left(\hat{a}_{s i n} / \hat{a}_{c o s}\right) . \tag{D.5}
\end{equation*}
$$

The images shown in figure 3.17 were actually estimated this way, based on photographs taken at 4 different polarizer orientations. The photographs were linearized to compensate for the detector's radiometric response. The response was estimated from images of the Macbeth ColorChecker [36]. We obtained high dynamic range images by weighted averaging of multiple exposures.

## Appendix E

## Dehazing using Two Arbitrary

## Images

In dehazing images, we used estimates of $I^{\|}$and $I^{\perp}$ in the dehazing algorithm. We now show that in theory the method can work based on two images taken at almost any different polarization orientations. Let $\theta_{\|}$be the orientation of the polarizer for best transmission of the component parallel to the plane of incidence. For a general orientation $\alpha$, the observed airlight is

$$
\begin{equation*}
A(\alpha)=A\left\{1-P \cos \left[2\left(\alpha-\theta_{\|}\right)\right]\right\} / 2, \tag{E.1}
\end{equation*}
$$

which coincides with equations $(2.34,2.37)$ if $\alpha=\theta_{\|}, \theta_{\|}+90^{\circ}$. Suppose we take two images of the scene with arbitrary orientations of the polarizer, $\alpha_{1} \neq \alpha_{2}$. Because the direct transmission is unaffected by the polarizer orientation, the images are

$$
\begin{equation*}
I_{1}=T / 2+A\left(\alpha_{1}\right) \tag{E.2}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=T / 2+A\left(\alpha_{2}\right) . \tag{E.3}
\end{equation*}
$$

Let us define an effective airlight

$$
\begin{equation*}
A_{\text {effective }} \equiv A\left(\alpha_{1}\right)+A\left(\alpha_{2}\right) \tag{E.4}
\end{equation*}
$$

with an effective degree of polarization

$$
\begin{equation*}
P_{\text {effective }} \equiv \frac{A\left(\alpha_{2}\right)-A\left(\alpha_{1}\right)}{A_{\text {effective }}} \tag{E.5}
\end{equation*}
$$

where we set $A\left(\alpha_{2}\right) \geq A\left(\alpha_{1}\right)$, without loss of generality. We also define an effective unfiltered image

$$
\begin{equation*}
I_{\text {effective }}^{\text {total }} \equiv I_{1}+I_{2}=T+A_{\text {effective }} \tag{E.6}
\end{equation*}
$$

It can easily be shown that $A_{\text {effective }}$ is proportional to the actual airlight,

$$
\begin{equation*}
A_{\text {effective }}=f A=f A_{\infty}\left(1-e^{-\beta z}\right)=A_{\infty}^{\text {effective }}\left(1-e^{-\beta z}\right), \tag{E.7}
\end{equation*}
$$

where $A_{\infty}^{\text {effective }}$ is the effective airlight at infinity (the horizon). The proportion factor $f$ is

$$
\begin{equation*}
f=1-P \cos \left(\alpha_{1}+\alpha_{2}-2 \theta_{\|}\right) \cos \left(\alpha_{1}-\alpha_{2}\right) \tag{E.8}
\end{equation*}
$$

Because we do not know $\theta_{\|}$based on two arbitrary polarizer angles, $f$ is unknown.
Suppose now that we have estimates of the parameters $P_{\text {effective }}$ and $A_{\infty}^{\text {effective }}$. These parameters can be estimated by measuring the sky intensities of $I_{1}$ and $I_{2}$, similar to the way described before. Then, we estimate the effective airlight at each point

$$
\begin{equation*}
\hat{A}_{\text {effective }}=\frac{I_{2}-I_{1}}{P_{\text {effective }}} \tag{E.9}
\end{equation*}
$$

From Eq. (E.6), the estimated direct transmission based on the raw images $I_{1}$ and $I_{2}$ is

$$
\begin{equation*}
\hat{T}=I_{\text {effective }}^{\text {total }}-\hat{A}_{\text {effective }} \tag{E.10}
\end{equation*}
$$

From Eq. (E.7) the estimated attenuation is

$$
\begin{equation*}
\widehat{e^{-\beta} z}=1-\frac{\hat{A}_{\text {effective }}}{A_{\infty}^{\text {effective }}} \tag{E.11}
\end{equation*}
$$

thus the dehazed image is

$$
\begin{equation*}
\hat{R}=\frac{I_{\text {effective }}^{\text {total }}-\hat{A}_{\text {effective }}}{1-\hat{A}_{\text {effective }} / A_{\infty}^{\text {effective }}} \tag{E.12}
\end{equation*}
$$

We can check the stability of using an arbitrary pair of images. It is easy to show that

$$
\begin{equation*}
P_{\text {effective }}=\frac{A P}{A_{\text {effective }}} \sin \left(\alpha_{1}+\alpha_{2}-2 \theta_{\|}\right) \sin \left(\alpha_{2}-\alpha_{1}\right) . \tag{E.13}
\end{equation*}
$$

Eq. (E.9) becomes unstable when $P_{\text {effective }} \rightarrow 0$. Beside the obvious case in which $P=0$, this happens when

$$
\begin{equation*}
\frac{\alpha_{1}+\alpha_{2}}{2}=\theta_{\|}, \theta_{\|}+90^{\circ} . \tag{E.14}
\end{equation*}
$$

This is expected because the acquired images are equal if taken on symmetric angles relative to the extrema of the cosine in equation (E.1). Therefore, changing the orientation from $\alpha_{1}$ to $\alpha_{2}$ is degenerate. Except for these singular cases, dehazing is possible using two images. The best stability of dehazing is achieved when $P_{\text {effective }}$ is maximum, that is, when $\alpha=\theta_{\|}, \theta_{\|}+90^{\circ}$. Therefore, our the paper focuses on dehazing based on $I^{\|}$and $I^{\perp}$. The estimation of these images is discussed in the next section.
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[^0]:    1 "Light and Color in the Outdoors" is an inspiring book about the physics of nature written by the widely renowned Dutch astronomer, Marcel Minnaert.

[^1]:    ${ }^{1}$ For particles of very large size (say, rain drops), Mie theory can be closely approximated by the principles of reflection, refraction and diffraction.

[^2]:    ${ }^{2}$ There is a slight difference between $r$ (magnitude of color vector) used in this model versus $\rho$ (normalized radiance) used in the previous section on contrast.
    ${ }^{3}$ We do not handle situations where wet materials may appear darker than dry materials.

[^3]:    ${ }^{4}$ In terms of the electric field vector associated with the airlight radiation: these are the expectation values of the squared projections of this vector, parallel and perpendicular to the plane of incidence.

[^4]:    ${ }^{5}$ In some kinds of high altitude clouds, anisotropic particles may have a macroscopic preferred directionality [54]. There, this statement may not hold, and a different analysis may be needed.

[^5]:    ${ }^{1}$ If the atmosphere is non-homogeneous, then the optical thickness we compute is not scaled depth.

[^6]:    ${ }^{2}$ Sky and black points take on the color of airlight on a bad weather day.

[^7]:    ${ }^{1}$ If such a region does not exist in the image, then the user may provide the hue of the sky and assume the sky intensity to be the maximum intensity in the image. Another way of computing the color of airlight is by intersecting dichromatic planes of two different user provided scene colors (Section 3.6).

[^8]:    ${ }^{1}$ It has also been reasoned in [5] that the separable form of $I(T, \mu)$ in equation (5.13) becomes more accurate with increasing optical thickness.

