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Abstract—To safely navigate unknown environments, robots
must accurately perceive dynamic obstacles. Instead of directly
measuring the scene depth with a LiDAR sensor, we explore
the use of a much cheaper and higher resolution sensor: pro-
grammable light curtains. Light curtains are controllable depth
sensors that sense only along a surface that a user selects. We
use light curtains to estimate the safety envelope of a scene: a
hypothetical surface that separates the robot from all obstacles.
We show that generating light curtains that sense random
locations (from a particular distribution) can quickly discover the
safety envelope for scenes with unknown objects. Importantly,
we produce theoretical safety guarantees on the probability
of detecting an obstacle using random curtains. We combine
random curtains with a machine learning based model that
forecasts and tracks the motion of the safety envelope efficiently.
Our method accurately estimates safety envelopes while providing
probabilistic safety guarantees that can be used to certify the
efficacy of a robot perception system to detect and avoid dynamic
obstacles. We evaluate our approach in a simulated urban
driving environment and a real-world environment with moving
pedestrians using a light curtain device and show that we can
estimate safety envelopes efficiently and effectively.1

I. INTRODUCTION

Consider a robot navigating in an unknown environment.
The environment may contain objects that are arbitrarily
distributed, whose motion is haphazard, and that may enter
and leave the environment in an undetermined manner. This
situation is commonly encountered in a variety of robotics
tasks such as autonomous driving, indoor and outdoor robot
navigation, mobile robotics, and robot delivery. How do we
ensure that the robot moves safely in this environment and
avoids collision with obstacles whose locations are unknown
a priori? What guarantees can we provide about its perception
system being able to discover these obstacles?

Given a LiDAR sensor, the locations of obstacles can be
computed from the captured point cloud; however, LiDARs are
typically expensive and low-resolution. Cameras are cheaper
and high-resolution and 2D depth maps of the environment
can be predicted from the images. However, depth estimation
from camera images is prone to errors and does not guarantee
safety.

1Please see our project website for (1) a web-based demo of random
curtain analysis, (2) videos showing qualitative results of our method and (3)
source code.

An alternative approach is to use active perception [3, 4],
where only the important and required parts of the scene are
accurately sensed, by actively guiding a controllable sensor
in an intelligent manner. Specifically, a programmable light
curtain [27, 5, 1] is a light-weight controllable sensor that
detects objects intersecting any user-specified 2D vertically
ruled surface (or a ‘curtain’). Because they use an ordinary
rolling shutter camera, light curtains combine the best of both
worlds of passive cameras (high spatial-temporal resolution
and lower cost) and LiDARs (accurate detection along the 2D
curtain and robustness to scattered media like smoke/fog).

In this work, we propose to use light curtains to estimate the
“safety envelope” of a scene. We define the safety envelope
as an imaginary, vertically ruled surface that separates the
robot from all obstacles in the scene. The region between the
envelope and the robot is free space and is safe for the robot
to occupy without colliding with any objects. Furthermore, the
safety envelope “hugs” the closest object surfaces to maximize
the amount of free space between the robot and the envelope.
More formally, we define a safety envelope as a 1D depth map
that is computed from a full 2D depth map by selecting the
closest depth value along each column of the 2D depth map
(ignoring points on the ground or above a maximal height).
As long as the robot never intersects the safety envelope, it is
guaranteed to not collide with any obstacle.

Realizing this concept requires addressing two novel and
challenging questions: First, where do we place the curtains
without a priori knowledge of objects in the scene? The light
curtain will only sense the parts of the scene where the curtain
is placed. Second, how do we evolve these curtains over time
to capture dynamic objects? One approach is to place light
curtains at random locations in the unknown scene. Previous
work [5] has empirically shown that random light curtains can
quickly discover unknown objects. In this work, we develop a
systematic framework to generate random curtains that respect
the physical constraints of the light curtain device. Importantly,
we develop a method that produces theoretical guarantees on
the probability of random curtains (from a given distribution)
to detect unknown objects in the environment and discover
the safety envelope. Such safety guarantees could be used to
certify the efficacy of a robot perception system to detect and
avoid obstacles.

Once a part of the safety envelope (such as an object’s
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surface) is discovered, it may be inefficient to keep exploring
the scene randomly. Instead, a better strategy is to forecast how
the identified safety envelope will move in the next timestep
and track it by sensing at the predicted location. We achieve
this by training a neural network to forecast the position of
the envelope in the next timestep using previous light curtain
measurements. However, it is difficult to provide theoretical
guarantees for such learning-based systems. We overcome this
challenge by combining the deep neural network with random
light curtain placements. Using this combination, we are able
to estimate the safety envelope efficiently, while furnishing
probabilistic guarantees for discovering unknown obstacles.
Our contributions are:

1) We develop a systematic framework to generate random
curtains that respect the physical constraints of the light
curtain device, by extending the “light curtain constraint
graph” introduced in prior work [1] (Sec. IV, V-A).

2) We develop a dynamic-programming based approach to
produce theoretical safety guarantees on the probability
of random curtains discovering unknown objects in the
environment (Sec. V-B, VII-A).

3) We combine random light curtains with a machine
learning based forecasting model to efficiently estimate
safety envelopes (Sec. VI).

4) We evaluate our approach on (1) a simulated au-
tonomous driving environment, and (2) a real-world
environment with moving pedestrians. We empirically
demonstrate that our approach consistently outperforms
multiple baselines and ablation conditions (Sec. VII-B).

II. RELATED WORK

A. Active perception and light curtains

Active perception involves actively controlling a sensor
for improved perception [3, 4], such as controlling camera
parameters [3], moving a camera to look around occlu-
sions [6], and next-best view planning [7]. The latter refers
to approaches that select the best sensing action for specific
tasks such as object instance classification [29, 11, 10, 25]
and 3D reconstruction [15, 16, 26, 9]. Light curtains were
introduced in prior work [27, 5] as an adaptive depth sen-
sor. Prior work has also explored the use of light curtains.
Ancha et al. [1] introduced the light curtain constraint graph
to compute feasible light curtains. Bartels et al. [5] were the
first to empirically use random curtains to quickly discover
objects in a scene. However, there are several key differences
from our work. First, we solve a very different problem: while
Ancha et al. [1] use light curtains to perform active bounding-
box object detection in static scenes, whereas we track the
safety envelope of scenes with dynamic objects. Although we
build upon their constraint graph framework, we make several
significant and novel contributions. Our main contribution
is the safety analysis of random light curtains, which uses
dynamic programming (DP) to produce theoretical guarantees
on the probability of discovering objects. Providing theoretical
guarantees is essential to guarantee safety, and is typically

a hard task for perception systems. These works [1, 5] do
not provide any such guarantees. Additionally, we extend its
constraint graph (that previously encoded only velocity con-
straints) to also incorporate acceleration constraints. Finally,
we combine the discovery of safety envelopes using random
curtains, with an ML approach that efficiently forecasts and
tracks the envelope; this combination is novel, and we show
that our method outperforms other approaches on this task.

B. Multi-frame depth estimation

There is a large body of prior work on depth estimation
across multiple frames [17, 31, 8, 30, 18, 28, 19]. Liu et al.
[17] aggregate per-frame depth estimates across frames using
Bayesian filtering. Matthies et al. [18] use a similar Bayesian
approach, but their method is only applied to controlled scenes
and restricted camera motion. Other works [31, 8, 28, 19]
use RNNs for predicting depth maps at each frame. All of
aforementioned works try to predict the full 2D depth map
of the environment from monocular images. To the best of
our knowledge, we are the first to use a controllable sensor to
directly estimate the safety envelope of the scene.

C. Safe navigation

Many approaches for safety guaranteed navigation use 3D
sensors like LiDARs [22, 21, 24] and/or cameras [20, 2]. The
sensor data is converted to occupancy grids/maps [22, 21, 2];
safety and collision avoidance guarantees are provided for
planning under these representations. Other works use ma-
chine learning models to recognize unsafe, out-of-distribution
inputs [20] or learning to predict collision probabilites [22, 21].
Our work of estimating the safety envelope using a light
curtain is orthogonal to these works and can leverage those
methods for path planning and obstacle avoidance.

III. BACKGROUND ON LIGHT CURTAINS

Programmable light curtains [27, 5, 1] are a recently devel-
oped sensor for controllable depth sensing. “Light curtains”
can be thought of as virtual surfaces placed in the environment
that detect points on objects intersecting this surface. The
working principle is illustrated in Fig. 1(a, b). The device
sweeps a vertically ruled surface by rotating a light sheet laser
using a galvo-mirror synchronously with the vertically aligned
camera’s rolling shutter. Object points intersecting a vertical
line of the ruled surface are imaged brightly in the corre-
sponding camera column. We denote the top-down projection
of the imaging plane corresponding to the t-th pixel column
as a “camera ray” Rt. The rolling shutter camera successively
activates each image plane (column), corresponding to rays
R1, . . . , RT from left to right, with a time difference of ∆t
between successive activations. The top-down projection of
the vertical line intersecting the t-th imaging plane lies on Rt

and will be referred to as a “control point” Xt.
Input: A light curtain is uniquely defined by where it

intersects each camera ray Rt in the top-down view, i.e. the
set of control points (X1, · · · ,XT ), one for each camera ray.
This is the input to the light curtain device. Then, to image Xt



(a) Working principle (b) Optical schematic (top view) (c) Extended constraint Graph

Fig. 1: (a, b) Illustration of programmable light curtains adapted from [1]. (a) An illumination plane (from the projector)
and an imaging plane (of the camera) intersect to produce a light curtain. (b) A controllable galvanometer mirror rotates
synchronously with a rolling shutter camera and images the points of intersection. (c) Light curtain constraint graph with our
proposed extension. Black dots are control points that can be imaged, and blue ovals are extended nodes that contain two
control points. Any path in this graph (shown in green) is a valid light curtain that satisfies velocity and acceleration constraints.

on camera ray Rt, the galvo-mirror is programmed to rotate
by an angle of θ(Xt) that is required for the laser sheet to
intersect Rt at Xt. By specifying a control point Xt for each
camera ray, the light curtain device can be made to image any
vertically ruled surface [27, 5].

Output: The light curtain outputs an intensity value for each
camera pixel. Since a light curtain profile is specified by a
control point Xt for every camera ray Rt in the top-down
view, we compute the maximum pixel intensity value It of
the t-th pixel column and treat this as the output of the light
curtain for the corresponding ray Rt.

IV. GENERATING FEASIBLE LIGHT CURTAINS

The set of realizable curtains depend on the physical
constraints imposed by the real device. The rotating galvo-
mirror can operate at a maximum angular velocity ωmax and
a maximum angular acceleration αmax. Let Xt−1,Xt,Xt+1

be the control points imaged by the light curtain on
three consecutive camera rays. These induce laser angles
θ(Xt−1), θ(Xt), θ(Xt+1) respectively. Let Ωt = (θ(Xt) −
θ(Xt−1))/∆t be the angular velocity of the galvo-mirror at
Rt. Its angular acceleration at Rt is (Ωt+1 − Ωt)/∆t =
(θ(Xt+1)+θ(Xt−1)−2·θ(Xt))/(∆t)

2. Then, the light curtain
velocity and acceleration constraints, in terms of the control
points Xt, are:

|θ(Xt)− θ(Xt−1)| ≤ ωmax ·∆t 2 ≤ t ≤ T
(1)

|θ(Xt+1) + θ(Xt−1)− 2θ(Xt)| ≤ αmax · (∆t)2 2 ≤ t < T
(2)

In order to compute feasible light curtains that satisfy physical
constraints, Ancha et al. [1] introduced a “light curtain con-
straint graph,” denoted by G. G has two components: a set of
nodes Nt associated with each camera ray and edges between
nodes Nt and Nt+1 on consecutive camera rays. Nodes are
designed to store information that fully captures the state of
the galvo-mirror when imaging the ray Rt. An edge exists
from Nt to Nt+1 iff the galvo-mirror is able to transition
from the state defined by Nt to the state defined by Nt+1

without violating any of velocity constraints (Eqn. (1)).

Ancha et al. [1] defined the state to be Nt = Xt (i.e.
contain only one control point). But this representation does
not ensure that acceleration constraints of Eqn. 2, that de-
pend on three consecutive control points, are satisfied. This
can produce light curtain profiles which require the galvo-
mirror to change its angular velocity more abruptly than
its physical torque limits can allow, resulting in hardware
errors. Thus, we extend the definition of a node Nt at t
to store control points on the current ray and the previous
ray, as Nt = (Xt−1,Xt) (see Fig. 1 (c)). Intuitively, N
contains information about the angular position and velocity
of the galvo-mirror. This allows us to incorporate acceleration
constraints by creating an edge between nodes (Xt−1,Xt)
and (Xt,Xt+1), iff Xt−1,Xt,Xt+1 satisfy the velocity and
acceleration constraints defined in Equations (1, 2). Thus, any
path in the extended graph G represents a feasible light curtain
that satisfies both constraints. The acceleration constraints also
serve to limit the increase in the number of nodes with feasible
edges, keeping the graph size manageable.



V. RANDOM CURTAINS & THEORETICAL GUARANTEES

Recall that the light curtain will only sense the parts of the
scene where the curtain is placed. Thus we must decide where
to place the curtain in order to sense the scene and estimate
the safety envelope. Our proposed method uses a combination
of random curtains as well as learned forecasting to estimate
the safety envelope of an unknown scene. In this section,
we show how a random curtain can be sampled from the
extended constraint graph G and how to analytically compute
the probability of a random curtain detecting an obstacle,
which helps to probabilistically guarantee obstacle detection
of our overall method.

A. Sampling random curtains from the constraint graph

First, we need to define a probability distribution over the
set of valid curtains in order to sample from it. We do so
by defining, for each node Nt = (Xt−1,Xt), a transition
probability distribution P (Xt+1 | Xt−1,Xt). This denotes
the probability of transitioning from imaging the control
points Xt−1,Xt on the previous and current camera rays
to the control point Xt+1 on the next ray. We constrain
P (Xt+1 | Xt−1,Xt) to equal 0 if there is no edge from
node (Xt−1,Xt) to node (Xt,Xt+1); an edge will exist iff
the transition Xt−1 → Xt → Xt+1 satisfies the light curtain
constraints. Thus, P (Xt+1 | Xt−1,Xt) defines a probability
distribution over the neighbors of Nt in the constraint graph.

The transition probability distribution enables an algorithm
to sequentially generate a random curtain. We begin by sam-
pling the control points N2 = (X1,X2) according to an initial
probability distribution P (N2). At the t-th iteration, we sam-
ple Xt+1 according to the transition probability distribution
Xt+1 ∼ P (Xt+1 | Xt−1,Xt) and add Xt+1 to the current
set of sampled control points. After (T − 1) iterations, this
process generates a full random curtain. Pseudo-code for this
process is found in Algorithm 1 in Appendix A. Our random
curtain sampling process provides the flexibility to design any
initial and transition probability distribution. See Appendix A
for a discussion on various choices of the transition probability
distribution, where we also provide a theoretical and empirical
justification to use one distribution in particular.

B. Theoretical guarantees for random curtains

In this section, we first describe a procedure to detect
objects in a scene using the output of a random light curtain
placement. Then, we develop a method that runs dynamic
programming on G to analytically compute a random curtain’s
probability of detecting a specific object. This provides prob-
abilistic safety guarantees on how well a random curtain can
discover the safety envelope of an object.

Detection using light curtains: Consider an object in the
scene whose visible surface intersects each camera ray at
the positions O1:T . This representation captures the position,
shape and size of the object from the top-down view. Let
{Xt}Tt=1 be the set of control points for a light curtain placed
in the scene. The light curtain will produce an intensity
It(Xt, Ot) at each control point Xt that is sampled by the

light curtain device. Note that It is a function of the position
of the object as well as the position of the light curtain;
the intensity increases as the distance between Xt and Ot

reduces and is the highest when Xt and Ot coincide. We say
that an object has been detected at control point Xt if the
intensity It is above a threshold τ ; the intensity threshold
is used to account for noise in the image. We define a
binary detection variable to indicate whether a detection of
an object occurred at position Ot at control point Xt as
Dt(Xt, Ot) = [It(Xt, Ot) > τ ], where [·] is the indicator
function. We declare that an object has been detected by a light
curtain if it is detected on any of its control points. Formally,
we define a binary detection variable to indicate whether a
detection of object O1:T occurred at any of its control point
X1:T as D(X1:T , O1:T ) =

∨T
t=1 Dt(Xt, Ot), (where

∨
is

‘logical or’ operator). Our objective is then to compute the
detection probability, denoted as P (D(X1:T , O1:T )), which
is the probability that a curtain sampled from G (using the
sampling procedure described in Sec. V-A) will detect the
object O1:T ; below we will use the simpler notation P (D)
to denote the detection probability.

Theoretical guarantees using dynamic programming:
The simplest method to compute the detection probability for
a given object is to sample a large number of random curtains
and output the average number of curtains that detect the
object. However, a large number of samples would be needed
to provide accurate estimates of the detection probability; fur-
ther, this procedure is stochastic and the probability estimate
will only be approximate. Instead, we propose utilizing the
known structure of the constraint graph and the transition
probabilities; we will apply dynamic programming to compute
the detection probability both efficiently and analytically.

Our analytic method for computing the detection probability
proceeds as follows: we first compute the value of the detection
event Dt(Xt, Ot) at every possible control point Xt that is
part of a node in the constraint graph G i.e. we compute
whether or not a curtain placed at Xt is able to detect the
object. Given the positions O1:T of an object, as well as the
physical properties of the light curtain device (intrinsics of
the camera and the power, thickness and divergence of the
laser beam), we use a light curtain simulator to compute
It(Xt, Ot) using standard raytracing and rendering, for any
arbitrary control point Xt.

To compute the detection probability P (D), we first define
the notion of a “sub-curtain,” which is a subset of the control
points Xt:T which start at ray Rt and ends on ray RT . We
can decompose the overall problem of computing P (D) into
simpler sub-problems by defining the sub-curtain detection
probability Pdet(Xt−1,Xt). This is the probability that any
random sub-curtain starting at (Xt−1,Xt) and ending on
the last camera ray RT detects the object O at some point
between rays Rt and RT . Using this definition, we can write
the sub-curtain detection probability as Pdet(Xt−1,Xt) =
P (

∨T
t′=t Dt′(Xt′ , Ot′) | Xt−1,Xt).

Note that the overall curtain detection probability can be
written in terms of the sub-curtain detection probabilities of



the second ray (the first set of nodes in the graph) as

P (D) =
∑

X1,X2

Pdet(X1,X2) P (X1,X2). (3)

This is the sum of the detection probabilities of a random
curtain starting from the initial nodes Pdet(X1,X2), weighted
by the probability of the nodes being sampled from the
initial distribution P (X1,X2). Conveniently, the sub-curtain
detection probabilities satisfy a simple recursive equation:

Pdet(Xt−1,Xt) =
1 if Dt(Xt, Ot) = 1

∑
Xt+1

Pdet(Xt,Xt+1) P (Xt+1 | Xt−1,Xt) otherwise

(4)

Intuitively, if the control point Xt is able to detect the object,
then the sub-curtain detection probability is 1 regardless of
how the sub-curtain is placed on the later rays. If not, then
the detection probability should be equal to the sum of the
sub-curtain detection probabilities of the nodes the curtain
transitions to, weighted by the transition probabilities.

This recursive relationship can be exploited by successively
computing the sub-curtain detection probabilities from the last
ray to the first. The sub-curtain detection probabilities on the
last ray will simply be either 1 or 0, based on whether the
object is detected there or not. After having computed sub-
curtain detection probabilities for all rays between t + 1 and
T , the probabilities for nodes at ray t can be computed using
the above recursive formula (Eqn. 4). Finally, after obtaining
the probabilities for nodes on the second ray, the overall
curtain detection probability can be computed as described
using Eqn. 3. Pseudocode for this method can be found in Al-
gorithm 2 in Appendix B. A discussion on the computational
complexity of the extended constraint graph G (which contains
more nodes and edges than G) can be found in Appendix C.

We have created a web-based demo (available on the project
website) that computes the probability of a random curtain
detecting an object with a user-specified shape in the top-down
view. It also performs analysis of the detection probability
as a function of the number of light curtains placed. In
Section VII-A, we use this method to analyze the detection
probability of random curtains as a function of the object size
and number of curtain placements. We compare it against a
sampling-based approach and show that our method gives the
same results but with an efficient analytical computation.

VI. LEARNING TO FORECAST SAFETY ENVELOPES

Random curtains can help discover the safety envelope of
unknown objects in a scene. However, once a part of the
envelope is discovered, an efficient way to estimate the safety
envelope in future timesteps is to forecast how the envelope
will move with time and track the envelope by placing a new
light curtain at the forecasted locations. In this section, we
describe how to train a deep neural network to forecast safety
envelopes and combine them with random curtains.

Problem setup: We call any algorithm that attempts to
forecast the safety envelope as a “forecasting policy”. We
assume that a forecasting policy is provided with the ground
truth safety envelope of the scene in the first timestep. In the
real world, this can be done by running one of the less efficient
baseline methods once when the light curtain is first started,
until the light curtain is initialized. After the initialization,
the learning-based method is used for more efficient light
curtain tracking. The policy always has access to all previous
light curtain measurements. At every timestep, the policy is
required to forecast the location of the safety envelope for the
next timestep. Then, the next light curtain will be placed at
the forecasted location. To leverage the benefits of random
curtains that can discover unknown objects, we place random
light curtains while the forecasting method predicts the safety
envelope of the next timestep. We allow random curtains to
override the forecasted curtain: if the random curtain obtains
an intensity It on camera ray Rt that is above a threshold
τ , the control point of the forecasted curtain for ray Rt is
immediately updated to that of the random curtain, i.e. the
random curtain overrides the forecasted curtain if the random
curtain detects an object. See Appendix E for details of
our efficient, parallelized implementation of random curtain
placement and forecasting, as well as an analysis of the
pipeline’s runtime.

Handcrafted policy: First, we define a simple, hand-
specified light curtain placement policy; this policy will serve
both as a baseline and as an input to our neural network,
described below. The policy conservatively forecasts a fixed
decrease in the depth of the safety envelope for ray Rt

if the ray’s intensity It is above a threshold (indicative of
the presence of an object), and forecasts a fixed increase
in depth otherwise. By alternating between increasing and
decreasing the depth of the forecasted curtain, this policy
can roughly track the safety envelope. However, since the
forecasted changes in depth are hand-defined, it is not designed
to handle large object motions, nor will it accurately converge
to the correct depth for stationary objects.

Neural network forecasting policy: We use a 2D con-
volutional neural network to forecast safety envelopes in the
next timestep. It takes as input (1) the intensities It returned
by previous k light curtain placements, (2) the positions of
the previous k light curtain placements, and (3) the outputs
of the handcrafted policy described above (this helps avoid
local minima during training and provides useful information
to the network). For more details about the architecture of our
network, please see Appendix D.

We assume access to ground truth safety envelopes at
training time. This can be directly obtained in simulated
environments or from auxiliary sensors such as LiDAR in
the real world. Because a light curtain is an active sensor,
the data that it collects depends on the forecasting policy.
Thus to train our network, we use DAgger [23], a widely-used
imitation learning algorithm to train a policy with expert or
ground-truth supervision across multiple timesteps. We use the
Huber loss [14] between the predicted and ground truth safety



Fig. 2: Comparison of our dynamic programming approach
with a Monte Carlo sampling based approach to estimate the
probability of a random curtain detecting an object of size
2m × 2m. The x-axis shows the runtime of the methods (in
seconds), and the y-axis shows estimated detection probability.
Our method (in red) is both exact and fast; it quickly produces
a single and precise point estimate. Monte Carlo sampling (in
blue) samples a large number of random curtain and returns
the average number of curtains that intersect the object. The
estimate is stochastic and the 95%-confidence intervals are
shown in blue. While the Monte Carlo estimate eventually
converges to the true probability, it is inherently noisy and
orders of magnitude slower than our method.

envelopes as our training loss. The Huber loss is designed to
produce stable gradients while being robust to outliers.

VII. EXPERIMENTS

A. Random curtain analysis

In this section, we use the dynamic programming approach
introduced in Section V-B to analyze the detection proba-
bility of random curtains. First, we compare our dynamic
programming method to an alternate approach to compute
detection probabilities: Monte Carlo sampling. This method
involves sampling a large number of random curtains and
returning the average number of curtains that were able to
detect the object. This produces an unbiased estimate of the
single-curtain detection probability, with a variance based on
the number of samples. However, our dynamic programming
approach has multiple advantages over such a sampling-based
approach:

1) Dynamic programming produces an analytic estimate of
the detection probability, whereas sampling produces a
stochastic, noisy estimate of the probability. Analytic
estimates are useful for reliably evaluating the safety
and robustness of perception systems.

2) Dynamic programming is significantly more efficient
than sampling based approaches. The former only in-
volves one pass through the constraint graph. In contrast,
a large number of samples may be required to provide
a reasonable estimate of the detection probability.

The two methods are compared in Figure 2, which shows
the estimated single-curtain detection probabilities of both

methods as a function of the runtime of each method (the
runtimes include pre-processing steps such as raycasting, and
hence are directly comparable between the two methods).
Dynamic programming (shown in red) produces an analytic
estimate very efficiently (around 0.8 seconds). For Monte
Carlo sampling, we show the probability estimate for a varying
number of Monte Carlo samples. Each run shows the mean
estimate of the detection probability (blue dots), as well
as its corresponding 95%-confidence intervals (blue bars).
Using more samples produces more accurate estimates with
smaller confidence intervals, at the cost of increased runtime.
The sampling approach will eventually converge to the point
estimate output by dynamic programming in the limit of
an infinite number of samples. This experiment shows that
dynamic programming produces precise estimates (i.e. there
is zero uncertainty in its estimate) while being orders of
magnitude faster than Monte Carlo sampling.

Next, we investigate how the size of an object affects the
detection probability. We generate objects of varying sizes
and run our dynamic programming algorithm to compute
their detection probabilities. Figure 3 (a) shows a plot of the
detection probability of a single curtain as a function of the
area of the object (averaged over multiple object orientations).
As one would expect, the figure shows that larger objects are
detected with higher probability.

Last, we analyze the detection probability as a function of
the number of light curtains placed. The motivation for using
multiple curtains to detect objects is the following. A single
curtain might have a low detection probability p, especially for
a small object. However, we could place multiple (say n) light
curtains and report a successful detection if at least one of the
n curtains detects the object. Then, the probability of detection
increases exponentially by 1−(1−p)n. We call this the “multi-
curtain” detection probability. Figure 3 (b) shows the multi-
curtain detection probabilities for objects from the KITTI [13]
dataset, as a function of the time taken to place those curtains
(at 60 Hz). For each object class, we construct a “canonical
object” by averaging the dimensions of all labeled instances of
that class in the KITTI dataset. We can see that larger object
classes are detected with a higher probability, as expected. The
figure also shows that the probability increases rapidly with the
number of random curtains for all object classes. Four random
curtains (which take about 67ms to image) are sufficient to
detect objects from all classes with at least 90% probability.
Note that there is a tradeoff between detection probability and
runtime of multiple curtains; guaranteeing a high probability
requires more time for curtains to be placed.

B. Estimating safety envelopes

Environments: In this section, we evaluate our approach to
estimate safety envelopes using light curtains, in two environ-
ments. First, we use SYNTHIA [33], a large, simulated dataset
containing photorealistic scenes of urban driving scenarios.
It consists of 191 training scenes (∼ 96K frames) and 97
test scenes (∼ 45K) frames and provides ground truth depth
maps. Second, we perform safety envelope estimation in a



(a) (b)

Fig. 3: (a) The probability of random curtains detecting objects of various areas. For an object of a fixed area, we average
the probability across various orientations of the object. Larger objects are detected with higher probability. (b) We show
the detection probability of canonical objects from classes in the KITTI [13] dataset. For each object class, we construct a
“canonical object” by averaging the dimensions of all labeled instances of that class in the KITTI dataset. Larger object classes
are detected with a higher probability, as expected. We also show the detection probability as a function of the number of light
curtains placed. The detection probability increases exponentially with the number of light curtain placements.

Fig. 4: Qualitative results in a real-world environment with two walking pedestrians, comparing a hand-crafted baseline policy
(top-row) with our method (bottom-row). Left column: contains RGB scene images. Middle column: contains the light curtain
images, where higher intensity means a closer intersection between the light curtain and the object surfaces (i.e. a better
estimation of the safety envelope). Since our method learns to forecast the safety envelope, it estimates the envelope more
accurately and produces higher light curtain intensity. Right column (top-down view): the black surfaces are the estimated
safety envelopes, and red points show a LiDAR point cloud (only used to aid visualization). Our forecasting method’s estimate
of the safety envelope hugs the pedestrians more tightly and looks smoother. The hand-crafted baseline works by continuously
moving the curtain back and forth, creating a jagged profile and preventing it from enveloping objects tightly.

Huber loss RMSE
Linear

RMSE
Log

RMSE
Log Scale-Inv.

Absolute
Relative Diff.

Squared
Relative Diff.

Thresh
(1.25)

Thresh
(1.252)

Thresh
(1.253)

↓ ↓ ↓ ↓ ↓ ↓ ↑ ↑ ↑
Handcrafted baseline 0.1145 1.9279 0.1522 0.0721 0.1345 1.0731 0.6847 0.7765 0.8022
Random curtain only 0.1484 2.2708 0.1953 0.0852 0.1698 1.2280 0.6066 0.7392 0.7860

1D-CNN 0.0896 1.7124 0.1372 0.0731 0.1101 0.7076 0.7159 0.7900 0.8138
1D-GNN 0.1074 1.6763 0.1377 0.0669 0.1256 0.8916 0.7081 0.7827 0.8037

Ours w/o Random curtains 0.1220 2.0332 0.1724 0.0888 0.1411 0.9070 0.6752 0.7450 0.7852
Ours w/o Forecasting 0.0960 1.7495 0.1428 0.0741 0.1163 0.6815 0.7010 0.7742 0.8024

Ours w/o Baseline input 0.0949 1.8569 0.1600 0.0910 0.1148 0.7315 0.7082 0.7740 0.7967
Ours 0.0567 1.4574 0.1146 0.0655 0.0760 0.3662 0.7419 0.8035 0.8211

TABLE I: Performance of safety envelope estimation on the SYNTHIA [33] urban driving dataset under various metrics.



Fig. 5: We illustrate the benefits of placing random curtains (that come with probabilistic guarantees of obstacle detection)
while estimating safety envelopes, shown in SYNTHIA [33], a simulated urban driving environment. The blue surfaces are
the estimated safety envelopes, and the green points show regions of high light curtain intensity (higher intensity corresponds
to better estimation). There are three pedestrians in the scene. (a) Our forecasting model fails to locate two pedestrians (red
circles). (b) The first random curtain leads to the discovery of one pedestrian (yellow). (c) The second random curtain helps
discover the other pedestrian (second yellow circle). The safety envelope of all pedestrians has now been detected.

Fig. 6: Comparison of the safety envelope estimation between a hand-crafted baseline policy (top row) and a trained neural
network (bottom row), in three simulated urban driving scenes from the SYNTHIA [33] dataset. For each scene and method,
the left column shows the intensity image of the light curtain; higher intensities correspond to closer intersection of the light
curtain and object surfaces, implying better estimation of the safety envelope. The right column shows the light curtain profile
in the scene. The trained network estimates the safety envelopes more accurately than the handcrafted baseline policy.

Huber loss RMSE
Linear

RMSE
Log

RMSE
Log Scale-Inv.

Absolute
Relative Diff.

Squared
Relative Diff.

Thresh
(1.25)

Thresh
(1.252)

Thresh
(1.253)

↓ ↓ ↓ ↓ ↓ ↓ ↑ ↑ ↑
Slow

Walking
Handcrafted baseline 0.0997 0.9908 0.1881 0.1015 0.1371 0.2267 0.8336 0.9369 0.9760

Ours 0.0630 0.9115 0.1751 0.1083 0.0909 0.1658 0.8660 0.9228 0.9694
Fast

Walking
Handcrafted baseline 0.1473 1.2425 0.2475 0.1508 0.1824 0.3229 0.6839 0.8774 0.9702

Ours 0.0832 0.9185 0.1870 0.1201 0.1132 0.2093 0.8575 0.9165 0.9610

TABLE II: Performance of safety envelope estimation in a real-world dataset with moving pedestrians. The environment
consisted of two people walking in both back-and-forth and sideways motions.

real-world environment with moving pedestrians. These scenes
consist of two people walking in front of the device in
complicated, overlapping trajectories. We perform evaluations
in two settings: a “Slow Walking” setting, and a harder “Fast
Walking” setting where forecasting the motion of the safety
envelope is naturally more challenging. We use an Ouster
OS2 128-beam LiDAR (and ground-truth depth maps for the
SYNTHIA dataset) to compute ground truth safety envelopes
for training and evaluation. We evaluate policies over a horizon
of 50 timesteps in both environments.

Evaluation metrics: Safety envelopes can be thought of
as 1D depth maps computed from a full 2D depth map, since
the safety envelope is constrained to be a vertically ruled

surface that always “hugs” the closest obstacle. Thus, the
safety curtain can be computed by selecting the closest depth
value along each column of a 2D depth map (ignoring points
on the ground or above a maximal height). Because of the
relationship between the safety envelope and the depth map,
we evaluate our method using a variety of standard metrics
from the single-frame depth estimation literature [32, 12]. The
metrics are averaged over multiple timesteps to evaluate the
policy’s performance across time.

Baselines: In Table I, we compare our method to the hand-
crafted policy described in Sec. VI. A ‘random curtain only’
baseline tests the performance of random curtains for safety
envelope estimation in the absence of any forecasting policy.



We also compare our method against two other neural network
architectures that forecast safety envelopes: a CNN that per-
forms 1D convolutions, and a graph neural network with nodes
corresponding to camera rays. Please see Appendix D for more
details about their network architectures. See Table I for a
comparison of our method with the baselines in the SYNTHIA
environment, and Table II for the real-world environment.
The arrows below each metric in the second row denote
whether a higher value (↑) or lower value (↓) is better. In both
environments (simulated and real), our method outperforms
the baselines on most metrics, often by a significant margin.

Ablations: We also perform multiple ablation experiments.
First, we train and evaluate our without using random curtains
(Tab. I, “Ours w/o Random Curtains”). This reduces the per-
formance by a significant margins, suggesting that it is crucial
to combine forecasting with random curtains for increased
robustness. See Appendix F for more experiments performed
without using random curtains for all the other baselines and
ablation conditions. Second, we perform an ablation in which
we train our model without forecasting to the next timestep i.e.
the network is only trained to predict the safety envelope of the
current timestep (Tab. I, “Ours w/o Forecasting”). This leads
to a drop in performance, suggesting that it is important to
place light curtains at the locations where the safety envelope
is expected to move to, not where it currently is. Finally, we
modify our method to not take the output of the hand-crafted
policy as input (Tab. I, “Ours w/o Baseline input”). The drop in
performance shows that providing the neural network access
to another policy that performs reasonably well helps with
training and improves performance.

Qualitative anaysis: We perform qualitative analysis of our
method in the real-world environment with moving pedestrians
in Fig. 4, and in the SYNTHIA [33] simulated environment in
Figs. 5, 6. We compare our method against the hand-crafted
baseline, as well as show how placing random curtains can dis-
cover objects and improve the estimation of safety envelopes.
Please see captions for more details. Our project website
contains videos demonstrating the qualitative performance of
our method in the real-world pedestrian environment. They
show that our method can generalize to multiple obstacles (as
many as five pedestrians) and extremely fast and spontaneous
motion, even though such examples were not part of the
training set.

VIII. CONCLUSION

In this work, we develop a method to estimate the safety
envelope of a scene, which is a hypothetical vertical surface
that separates a robot from all obstacles in the environment.
We use light curtains, an actively controllable, resource-
efficient sensor to directly estimate the safety envelope. We
describe a method to generate random curtains that respect the
physical constraints of the device, in order to quickly discover
the safety envelope of an unknown object. Importantly, we
develop a dynamic-programming based approach to produce
theoretical safety guarantees on the probability of random
curtains detecting objects in the scene. We combine this

method with a machine-learning based model that forecasts the
motion of already-discovered safety envelopes to efficiently
track them. This enables our robot perception system to
accurately estimate safety envelopes, while our probabilistic
guarantees help certify its accuracy and safety towards obstacle
detection and avoidance.
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