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e |s Parallelism a crisis?

e Opportunities in Parallelism

e Expectations and Challenges

e Moving Parallel Programming Forward
e What’s Going on at Intel

e Questions

“Opportunities and Challenges”

Parallelism for the Masses © Intel Corporation Intel )

2



Parallelism is here... And Growing!

Future: 100+
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Parallelism is a key driver for Energy
and Performance

~ Dual-Core

Over-clocked Design Dual-core
(+20%) Frequency Underclocked
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Unified 1A and Parallelism Vision — a
Foundation Across Platforms

N
Canmopce, Tolapai, Intel® Core™ 2, i7 Visual Computing, Gaming
tom
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Opportunity in Low-power Computing

10x Lower Power
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Opportunity in Highly Parallel Computing

10x Higher Performance

Gaming, Entertainment Biological Modeling
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@ppertunIty #1.: Highly: Portable,

Parallel Selitware

MIDs, smart phones, I d...) converging to...

— A single framework with parallelism and a selection of
CPU’s and specialized elements

— Energy efficiency and Performance are core drivers
— Must become “forward scalable”

Parallelism becomes widespread — all software is parallel

Create standard models of parallelism in architecture,
expression, and implementation.
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“Forward Scalable” Software

# Cores Academic Research/Z'N

128

Software with forward scalability can be moved i
unchanged from N -> 2N -> 4N cores with
continued performance increases.
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@ppPpoertunity #2: Major Architectural
SUPPOKE G Programimalaiingy,

Y
C A O

architecture innovation

Architecture innovations for functionality —
programmability, observability, GC, ... are now possible

Don’t ask for small incremental changes, be bold and
ask for LARGE changes... that make a LARGE difference
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New: Goelden Age of Architectural
SUPPEKE Gr ProgrammingZ

Programming Support
Parallelism
ptegration

Language Support
Integration

Mid 60’s Mid 80’s Terascale
To Mid 80’s To Mid 200x Era
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OppertunIty #3: High Perfermance,
HighrCevel Programming Appreaches

— Eases performance S
— Supports irregular, unstructured parallelism

Forward scalable performance with good efficiency
may be possible without detailed control.

Functional, declarative, transactional, object-oriented,
dynamic, scripting, and many other high level models
will thrive.
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VianRycore on Die

Parameter Tera-scale Improvement
On-die 12 GB/s ~1.2 TB/s

Bandwidth
On-die 400 cycles 20 cycles ~20X
Latency

e Less locality sensitive; Efficient sharing

e Runtime techniques more effective for dynamic,
iIrregular data and programs

e Can we do less tuning? And program at a higher
level?
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@ppertunIty #4: Parallelism can Add

New Kinds off Capability, and! Value

e Additional core and computational capability can be
available on-chip
-~ —Single-chip design enables enhancement at low cost
— Integration enables close coupling
— Security: taintcheck, invariant monitoring, etc.
— Robustness: race detection, invariant checking, etc.

— Interface: sensor data processing, self-tuning, activity
Inference

Deploy Parallelism to enable new applications,
software quality, and enhance user experience
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Two Students In 2015

Mine’s an Intel 1,000 How many cores
core with 64 Out- does your
of-Order cores! 5 computer have?

ﬂ&mﬁé. Y ..%"»‘w

End Users don’t care about core counts;
they care about capablllty
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Chip Real Estate and Performance/Value

— 509% cache, 50% logic
— 1% of chip area = 30M transistors = 1/3MB
— 0.1% of chip area = 3M transistors = 1/30MB

e How much performance benefit?

e \What incremental performance benefit should you
expect for the last core in a 100-core? 1000-core?

Incremental performance benefit or “forward scalability”,
not efficiency should be the goal.
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Key, Soefitware Development Challenges

e New functionality

e Productivity

e Portability

e Performance, Performance Robustness
e Debugging/Test

e Security

e Time to market

= Software Development is Hard!

— Parallelism is critical for performance, but must be achieved
In conjunction with all of these requirements...
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HPC: What we have learned about
Parallelism

e Portable expression of parallelism matters
e High level program analysis is a critical technology
 Working with domain experts is a good idea

 Multi-version programming (algorithms and implementations)
IS a good idea. Autotuning is a good idea

e Locality is hard, modularity is hard, data structures are hard,
efficiency is hard...

e Of course, this list is not exhaustive....
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HPC... lessons not to learn

= Low-level programming tools are acceptable

e Low-level control is an acceptable path to
performance

e Horizontal locality / explicit control of
communication is critical

ove beyond conventional wisdom “parallelism is hard”,
based on these lessons. Parallelism can be easy.
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Spending Moore’s Dividend (Larus)

— New Application Features

— Higher level programming
> Structured programming
> Object-oriented
> Managed runtimes

— Programmer productivity (decreased focus)
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Today, most programmers do not focus
on performance

Programme
Productivity

—VlsuaIBaS|c PERL Javascrlpt Python Ruby|Rails

e Mixed: “Productivity and performance”
— Java, C# (Managed languages + rich libraries)

e Performance: “Efficiency is critical” (HPC focus)
— C++ and STL

— C and Fortran Execution

Efficiency
e How can we enable product|V|ty programmers write
7

Parallelism must be accessible to

productivity programmers.

Farallel!s_m for the Mas’:s,es © Intel Corporation ‘ |I'It&|
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Challenge #1: Can we introduce
parallelism in the Productivity Layer?

productivity languages

— Data and collection parallelism, determinism,
functional/declarative

— Parallel Libraries
e Generate scalable parallelism for many applications
e Exploit with dynamic and compiled approaches

e => May be suitable for introduction to
programming classes
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Challenge #2: Can we compose parallel
programs safely? (and easily)

e Interactions when necessary are controllable at the
programmer’s semantic level (i.e. objects or
modules)

e Composition and interactions supported efficiently
by hardware

e Fulfill vision behind TM, Concurrent Collections,
Concurrent Aggregates, Linda, Lock-free, Race-
free, etc.
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Challenge #3: Can we invent an easy,
modular way to express locality?

A0 OTTW - | U
e Enable hardware exploitation

e Computation = Algorithms + Data structures

e Efficient Computation = Algorithms + Data
Structures + Locality
—A+DS+L
—(A+DS) +L
— A+ (DS + L)
—(A+ L) +DS
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Challenge #4: Can we raise the level of
efficient parallel programming?

—EXxplicit control over communication and
synchronization

—Direct management of locality

e Starting from HPC models, how can we
elevate?
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Parallelism IImplications for Computing

Education i 2045 (@and NOVA/IH

e Parallelism is in all computing systems, and should
be front and center in education

— An integral part of early introduction and experience with
programming (simple models)

— An integral part of early theory and algorithms (foundation)
— An integral part of software architecture and engineering

e Observation: No biologist, physicist, chemist, or
engineer thinks about the world with a
fundamentally sequential foundation.

e The world is parallel! We can design large scale
concurrent systems of staggering complexity.
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Are Alll Applications Parallel?

100%
Wa @d W%
& ) &

1 1 1%

?ﬂ%@&ﬁ e

($e(3e/ve

Manycore
Today Era

# of Applications Growing Rapidly
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Making Parallel Computing Pervasive

l‘)/D

prram to enable Intel Tera-scale Academic ResearCh ‘ Sek|ng |rpt|v

Intel products Research innovations 7-10+
3-7+ in future UPCRCs years out

T — —_—

Enabling

Parallel ,
Software Compliting Multi-core

Products Education

 m— | m—
Wide array of leading

multi-core SW I e Multi-core Education Program
development tools & Communlty and - 400+ Universities o

info available today Experimental Tools _ 25.000+ students

. . - 2008 Goal: Double this
Intel® Academic Community
Threading for Multi-core SW

TBB Open Sourced

. . : [ ]
QUL S e STM-Enabled Compiler on  community
' Whatif.intel.com e Multi-core books

Software # . e Parallel Benchmarks at
Products Princeton’s PARSEC site
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Ct: A Throughput Programming Language

TVEC<F32> a(srcl), b(src2); ke
TVEC<F32>c = a+ b;

c.copyOut(dest); COde
g

Primary Data Abstraction is the Nested Vector
Supports Dense, Sparse, and Irregular Data

Cores
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Intel® Concurrent Collections for

C/C++

Supports serious
separation of concerns:

The domain expert does not need
to know about parallelism

Concurrent Collections Spec The tuning expert does not need

\to know about the domain.

M image

Mapping to target platform
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Intel Software Products i@

Software

Products

=

i
Theead Profiler

Announcing

200 Intel Parallel Studio

Intel® Parallel Advisor www.intel.com/go/parallel
Intel® Parallel Composer @

Intel® Parallel Inspector
Intel® Parallel Amplifier

Parallel  Parallel

el n
— —

Performance anc Forward Scaling Barallel  Paralle
to Many-Core Processors - -
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“Polaris™ Teraflops Research Processor

16GF/W
— Frequency target 5GHz, 80 cores

— Bi-section B/W of 256GB/s

— Link bandwidth in hundreds of GB/s

gy o s 3 e Prototype two key technologies
— On-die interconnect fabric
1.2 Milion (tle) e Develop a scalable design
Die Area | 275mm? (full-chip) meth odology
3mm? (tile) . .

i bumps# 8390 — Tiled design approac?h
R — Mesochronous clocking

— Power-aware capability

21.72mm

|/ AES
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OpenCirrus Testbed l! e

\/STEA — . iz

e Announced July 29, 2008, deployment expected December 2008 v
— 6 Testbeds of 1,000 to 4,000 cores each oo

KT
Germany
ulucC “'
HP, Yahoo ’ entel CI:?I\jaearch
Bay area : IDA
Singapore
*

Create an academic cloud computing research community
and open source stack - www.opencirrus.org
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e |s Parallelism a crisis? No, there are major

opportunities to lay new foundations and synergy
across layers.

e Expectations and Challenges: Efficiency is not king

e Moving Parallel Programming Forward

— Productivity and Ease, Composition, Locality, and only then
Efficiency

e What's Going on at Intel: A broad array of
explorations
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Leap ahead
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